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Abstract

Consider the triangle-free graph process, which starts from the empty graph on

n vertices and in every step an edge is added that is chosen uniformly at random

from all non-edges that do not form a triangle with the existing edges. We will show

that there exists a constant c such that asymptotically almost surely no copy of any

fixed finite triangle-free graph on k vertices with at least ck edges appears in the

triangle-free graph process.

1 Introduction

The Erdős-Rényi random graph process starts from the empty graph on n vertices
Gn,0 and at the ith step, Gn,i is obtained from Gn,i−1 by adding an edge chosen uniformly
at random from the set of non-edges in Gn,i−1. We are interested in typical structural
properties of Gn,m when n is large. We say an event holds asymptotically almost surely
(a.a.s.), if the probability that it occurs tends to one as the number of vertices n tends
to infinity. The random graph process is well understood, partly as Gn,m has strong
connections to the random graph model Gn,p when p ≈ m/

(

n
2

)

. In Gn,p each edge is
present independently of the presence or absence of all other edges with probability p; see
[4], [7].

A variant of this process, namely the triangle-free graph process where at step i of
the random graph process an edge is chosen uniformly at random from the set of non-
edges in Gn,i−1 fulfilling the additional condition that when added to Gn,i−1 the graph
remains triangle free. The process terminates when no more edges can be inserted. In this
paper we show that there exists a constant c such that, given any fixed finite triangle-free
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graph on k vertices with at least ck edges, a.a.s. no copy of it appears in the triangle-free
graph process. For instance, large complete bipartite graphs a.a.s. do not appear in the
triangle-free graph process.

The triangle-free process was first considered by Bollobás and Erdős [3]. The first
results to appear in print were by Erdős, Suen and Winkler [5] who showed that the
triangle-free graph process terminates a.a.s. in between Ω(n3/2) and O(n3/2 log n) steps.
More recently, Bohman [1] strengthened this result by proving a conjecture of Spencer
[9], namely that the final graph a.a.s. contains Θ(n3/2

√
log n) edges. He also proved that

the size of a maximum independent set a.a.s. is O(
√

n log n). This implies Kim’s result
[8] on the lower bound of the Ramsey number R(3, t) = Ω(t2/ log t).

In his proof Bohman uses a variant of the differential equation method to track various
variables closely through m = µn3/2

√
log n steps for some small constant µ. The variable,

crucial for determining bounds on the length of the process, is the number of non-edges
that can be added. These non-edges are called open pairs. A non-edge that is not open is
called closed. Additional variables are needed to track the process of closing a pair, some
of which will be discussed in the following section.

Based on Bohman’s results, subgraph counts have been established until m edges
have been inserted. Bohman and Keevash [2] gave bounds on the number of copies of
any fixed triangle-free graph F with maxH⊂F eH/vH < 2 which hold a.a.s. for every
step. Here, vF denotes the number of vertices of F and eF denotes the number of edges.
They also proved that by step m a.a.s. a copy of every finite triangle-free graph with
maxH⊂F eH/vH = 2 is present, but no copy exists if maxH⊂F eH/vH > 2. Wolfovitz [10]
gave similar bounds, which hold a.a.s. for a given step, but his results include bounds for
the case when maxH⊂F eH/vH = 2.

However, dense triangle-free graphs could appear later in the process when Bohman’s
result does not apply anymore. Using Bohman’s estimates, we will show that this is not
the case. More precisely, we will show that for any placement of a fixed dense graph F
into the vertex set of the random graph process, by the time µn3/2

√
log n edges have been

inserted a.a.s. one of its edges is closed. Therefore, no copy of F can be completed later in
the process. Let us note that a related process, the random planar graph process (where
at each step an edge is inserted if the graph remains planar) behaves differently. Gerke,
Schlatter, Steger and Taraz [6] showed that a.a.s. the planar graph process contains a
copy of any fixed planar graph after inserting just (1 + ε)n edges.

2 Main Results

In the following we denote the edge set of Gn,i by Ei. The vertex set of the process is
denoted by V . The set of open pairs in Gn,i is called Oi and we set Q(i) = |Oi|.

In order to track the number of open pairs, some additional variables are needed. For
any pair of non-adjacent vertices u, v, Bohman [1] tracked the number of open, partial
and complete vertices. Recall that a non-edge is open at step i if it can be inserted in
the triangle-free process at step i without creating a triangle. A vertex w is open with
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respect to the non-edge {u, v} if both pairs {u, w} and {v, w} are open. A vertex w is
partial with respect to {u, v} if exactly one of {u, w} and {v, w} is open and the other is
an edge. Finally, a vertex w is complete with respect to {u, v} if {u, w} and {v, w} are
edges. In particular, if there is a vertex which is complete with respect to {u, v}, then
{u, v} is a non-edge and it is closed, see Figure 1.

w w w

u u uv v v

w open w partial w complete

Figure 1. The vertex w is open/partial/complete with respect to {u, v}.
Dotted lines indicate open pairs, solid lines indicate edges.

In addition to the number of open pairs, our proof only requires the number of partial
vertices for all non-adjacent pairs {u, v}. We denote the set of partial vertices of a non-
edge {u, v} at step i by Yu,v(i).

The following bounds were proven by Bohman [1] for the first µn3/2
√

log n steps.
(Bohman sets µ = 1/32, however no effort was made to optimize the value.) For the
remainder of the paper we set µ = 1/32 and m = µn3/2

√
log n.

Definition 1. Let H(i) be the event that the following bounds hold for all j ≤ i and for
all pairs {u, v} 6∈ Ej:

|Q(j) − n2q(t(j))| ≤ n2gq(t(j))
∣

∣

∣
|Yu,v(j)| −

√
ny(t(j))

∣

∣

∣
≤

√
ngy(t(j))

where

t(i) = i/n3/2

q(t) = exp(−4t2)/2

y(t) = 4t exp(−4t2)

gq(t) =

{

exp(41t2 + 40t)n−1/6 : t ≤ 1
exp(41t2+40t)

t
n−1/6 : t > 1

gy(t) = exp(41t2 + 40t)n−1/6.

Theorem 1. [1] The event H(m) holds a.a.s..

Let W ⊂ V and denote the number of edges spanned by W in Gn,i by eW (i).

Lemma 2. Fix k. Let Sk(i) be the event that there exists W ⊂ V with |W | = k and
eW (i) ≥ 3k. Then a.a.s. Sk(m) does not hold.
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Note that Sk(m) is decreasing and thus if it holds then it implies Sk(i) for every i < m.

A sharper result showing that a.a.s. eW (m)
|W |

≤ 2 for any finite set of vertices W can

be found in [2] and [10], however for completeness a short proof of Lemma 2 has been
included.

Proof. Fix k vertices in V and denote this set by W . Let Ai be the event that an edge is
added between two vertices in W at step i. For an index set T , let A∗

T =
⋂

j∈T Aj.
Fix i < m and let T ⊂ [i] be such that A∗

T ∩ H(i) 6= ∅ (where [i] denotes {1, . . . , i}).
Then since q(t(i)) > q(t(m)) for i < m we have

P (Ai+1|A∗
T ∩H(i)) ≤ k2

Q(i)
≤ k2

n2(q(t(i)) − gq(t(i)))
≤ 2k2

n2q(t(i))

≤ 2k2

n2q(t(m))
≤ 4k2

n2 exp(−4µ2 log n)
=

4k2

n2−4µ2
.

For i ≤ j ≤ m, we have H(j) ⊆ H(i) and thus P (Ai+1 ∩A∗
T ∩H(i)) ≥ P (Ai+1 ∩A∗

T ∩
H(j)). In addition, a.a.s. P (H(j)) = (1 + o(1))P (H(i)) as H(m) holds a.a.s. and H is
monotone. Thus

(1 + o(1))P (Ai+1 ∩A∗
T |H(i)) ≥ P (Ai+1 ∩ A∗

T |H(j)).

Hence, letting t1 denote the largest element of T, we have

P (eW (m) ≥ 3k|H(m))

≤
∑

T⊂[m],|T |=3k

P (A∗
T |H(m))

≤
∑

T⊂[m],|T |=3k

(1 + o(1))P (A∗
T |H(t1 − 1))

=
∑

T⊂[m],|T |=3k

(1 + o(1))P (At1|A∗
T\{t1} ∩H(t1 − 1))P (A∗

T\{t1}|H(t1 − 1))

≤
(

(1 + o(1))
4k2

n2−4µ2

)

∑

T⊂[m],|T |=3k

P (A∗
T\{t1}

|H(t1 − 1)).

Repeating this argument yields

P (eW (m) ≥ 3k|H(m)) ≤
(

m

3k

) (

(1 + o(1))
4k2

n2−4µ2

)3k

≤
(

(1 + o(1))em4k2

3kn2−4µ2

)3k

≤
(

(1 + o(1))4keµn3/2
√

log n

3n2−4µ2

)3k

= o

(

1

n3k/2−20kµ2

)

.

Since there are
(

n
k

)

ways to select k vertices, it follows from the union bound that

P (Sk(m)|H(m)) ≤
(

n

k

)

o

(

1

n3k/2−20kµ2

)

= o

(

nk

n3k/2−20kµ2

)

= o(1)

as µ2 is sufficiently small.
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Given a fixed graph F and a graph G, we say that there exists a copy of F in G
if an injective function f : V (F ) → V (G) exists such that {f(u), f(v)} ∈ E(G) for all
{u, v} ∈ E(F ). We have just shown that no copy of a dense graph appears in the triangle-
free process until the first m edges are inserted. We will now show that when m edges
have been inserted at least one edge of any placement of a dense graph F is closed.

Theorem 3. Let T be the event that in the triangle-free graph process there exists a copy
of a graph F with k vertices and e edges satisfying e ≥ 10k/µ2. Then a.a.s. T does not
hold.

Proof. Fix a set of vertices W ⊂ V with |W | = k, and a set of pairs of vertices EF ⊂
W × W such that if the pairs in EF were inserted as edges they would form a copy of
F on W . Let CF (i) be the event that at least one pair in EF is closed in Gn,i and OF (i)
be the event that no pair is closed in Gn,i. Thus if OF (i) holds then every pair in EF is
either an edge of Gn,i or is in Oi. For the following, we assume that we are in the event
OF (i).

Note that a pair {u, v} is closed at step i + 1 if and only if there is a partial vertex
w ∈ Yu,v(i) and the missing edge is chosen. Thus the probability of closing a pair s ∈ Oi

is |Ys(i)|/Q(i). The problem is that an edge can close several pairs of vertices in EF . The
subset of W × W closed by {wj, v} ∈ Oi at step i + 1, with v 6∈ W , has size |Ni(v) ∩ W |
where Ni(v) denotes the neighbourhood of v in Gn,i (see Figure 2).

w1

w2 w3 w4

v

Figure 2. The edge {v, w1} closes {w1, w2},{w1, w3} and {w1, w4}

Let Di be the set of vertices not in W that have more than 6 neighbours in W in
Gn,i. Excluding the pairs with both vertices in W and the pairs with a vertex in Di the
remaining pairs close at most 6 pairs in W ×W and in particular at most 6 pairs in EF .
Since we assume OF (i) holds,

∑

f∈EF \Ei
|Yf(i)\(Di ∪ W )| counts any pair that closes a

pair in EF at step i + 1 at most 6 times.
Assume we are in S2k(i), then the set Di can have size at most k for otherwise W ∪Di

would contain a set of 2k vertices that span more then 6k edges. Let B(i) = Sk(i) ∩
S2k(i) ∩H(i). Then

P (CF (i + 1)|[OF (i) ∩ B(i)]) ≥
∑

f∈EF \Ei
|Yf(i)\(Di ∪ W )|
6 Q(i)

≥
∑

f∈EF \Ei
(|Yf(i)| − 2k)

6 Q(i)
.
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Since the event Sk(i) holds, there are less than 3k edges in EF . Therefore, the sum in
the previous inequality is over at least

(|EF | − 3k) ≥ (10/µ2 − 3)k ≥ 9k/µ2

open pairs. Since H(i) holds, we have

P (CF (i + 1)|[OF (i) ∩ B(i)]) ≥ 9k

µ2

√
n(y(t(i)) − gy(t(i))) − 2k

6n2(q(t(i)) + gq(t(i)))
.

If n is large then q(t(i)) + gq(t(i)) ≤ 2q(t(i)). If m ≥ i ≥ n4/3 and n is large, then

y(t(i)) − gy(t(i)) ≥ y(t(i))

2
≥ 2t(n4/3) exp(−4t2(m)) = 2n− 1

6
−4µ2

,

and since k is a constant
√

ny(t(i))

2
− 2k ≥ 7

15

√
ny(t(i)).

Thus if m ≥ i ≥ n4/3 and n is large,

P (CF (i + 1)|[OF (i) ∩ B(i)]) ≥ 9k

µ2

7
√

ny(t(i))/15

6n2(q(t(i)) + gq(t(i)))

≥ 7k

µ2

√
ny(t(i))

20n2q(t(i))
=

7k

µ2

4t(i) exp(−4t2(i))

10n3/2 exp(−4t2(i))

=
14ki

5µ2n3
,

and hence

P (OF (i + 1)|[OF (i) ∩ B(i)]) ≤ 1 − 14ki

5µ2n3
≤ exp

(

− 14ki

5µ2n3

)

.

Using OF (i) ⊂ OF (i + 1) and B(i) ⊂ B(i + 1), we have for sufficiently large n

P (OF (m) ∩ B(m)) =
m−1
∏

i=0

P (OF (i + 1) ∩ B(i + 1)|[OF (i) ∩ B(i)])

≤
m−1
∏

i=0

P (OF (i + 1)|[OF (i) ∩ B(i)])

≤
m−1
∏

i=⌈n4/3⌉

exp

(

− 14ki

5µ2n3

)

= exp



−
m−1
∑

i=⌈n4/3⌉

14ki

5µ2n3





= exp

(

− 14k

5µ2n3

(

m(m − 1)

2
− ⌈n4/3⌉(⌈n4/3⌉ − 1)

2

))
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≤ exp

(

−4k

3

m2

µ2n3

)

= exp

(

−4k

3
log n

)

= n−4k/3.

As there are
(

n
k

)

k!
aut(F )

possible placements of F , applying the union bound gives

P (T ∩ B(m)) ≤
(

n

k

)

k! n−4k/3 ≤ nk−4k/3 = o(1).
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