Abstract

The notion of nowhere denseness is one of the central concepts of the recently developed theory of sparse graphs. We study the properties of nowhere dense graph classes by investigating appropriate limit objects defined using the ultraproduct construction. Our goal is to demonstrate that different equivalent definitions of nowhere denseness, for example via quasi-wideness or the splitter game, correspond to natural notions for the limit objects that are conceptually simpler. In particular, using our approach we are able to give alternative proofs of several fundamental facts about nowhere denseness, which are less technically involved than the ones that can be found in the literature.
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1 Introduction

The theory of sparse graphs concentrates on defining and investigating combinatorial measures of sparsity for graphs, as well as more complicated relational structures. Many such abstract notions of sparsity turn out to be natural concepts connected to fundamental problems in graph theory, logics, and algorithmics. We refer to the book of Nešetřil and Ossona de Mendez [6] for a broad introduction to the field.

In this theory, the central role is played by the notion of nowhere denseness. Intuitively, a class of finite graphs \( C \) is nowhere dense if for any graph \( G \in C \), after performing any “local” contractions in \( G \) one cannot obtain an arbitrarily large clique (see Section 3 for a formal definition). The fundamentality of this concept is confirmed by the fact that there are multiple properties of \( C \), reflecting different combinatorial aspects of sparsity, that are equivalent to \( C \) being nowhere dense. For example, nowhere denseness can be equivalently
defined using the asymptotics of the behavior of edge density in graphs from \( C \) under “local” contractions; using various graph parameters connected to coloring and ordering; or by studying how large sets of pairwise distant vertices can be found in the graphs from \( C \). For this work the most important is the notion of quasi-wideness. Intuitively, \( C \) is quasi-wide if in any large enough graph from \( C \) one can delete a small number of vertices so that the remaining graph contains many vertices that are far apart from each other. It is known [6] that quasi-wideness is equivalent to nowhere denseness for hereditary graph classes \( C \).

The reader might have observed that in the previous paragraph we were purposely very vague when discussing nowhere denseness and quasi-wideness. There is a good reason for this: the formal definitions of these notions require a precise formalization of intuitive concepts like “local contractions”, “arbitrarily large clique”, or “large enough graph”. This applies to many notions from the theory of sparse graphs; it is usual that a formal definition of a notion involves introducing several parameters that are related to each other via a confusing sequence of quantifications. For instance, the formal definition of quasi-wideness, which can be found in Section 4.1, involves 4 parameters and 6 alternating quantifiers. For this reason, the theory of sparse graphs is known for its complicated technical layer, which often obfuscates otherwise natural reasonings.

In this work we investigate the notion of nowhere denseness using the ultraproduct construction. Our main motivation is the general meta-approach proposed by Tao in a post on his blog [9], which can be summarized as follows: In order to study a class of discrete objects, define a corresponding class of limit objects that inherits the properties of the original class. Then a reasoning for the discrete class can be translated to a reasoning for the limit class, which often turns out to be more natural and avoid a number of technicalities that were relevant in the discrete case. For discrete structures where logics play an important role, Tao proposes the usage of ultraproducts as the method of constructing limit objects. The properties of discrete and limit classes can be then translated to each other by the means of Loś’s theorem.

**Our contribution.** Given a class \( C \) of finite graphs, we define the class limit \( C^* \) as follows: \( C^* \) comprises all the subgraphs of ultraproducts of sequences of graphs from \( C \). Thus, \( C^* \) contains \( C \) as a subclass, but it also contains infinite graphs that somehow model the behaviour of increasing sequences of graphs from \( C \). Given this definition, it is natural to ask what properties of \( C^* \) correspond to the assumption that \( C \) is nowhere dense or quasi-wide. More precisely, we investigate three definitions of nowhere denseness that are known to be equivalent: (1) the classic definition, both using shallow minors and shallow topological minors, (2) quasi-wideness, (3) the definition via the splitter game due to Grohe et al. [3]. We show that these notions have natural limit variants that are conceptually simpler, and (with some technical caveats) can be proved to be equivalent to the standard ones using Loś’s theorem. For instance, limit quasi-wideness can be defined as follows: for every natural number \( d \) and every infinite graph \( G \in C^* \), one can delete a finite number of vertices from \( G \) so that the remaining graph contains an infinite set of vertices that are pairwise at distance at least \( d \) from each other. Note that now this
definition is fully formal, and vague intuitions of small/large from the discrete case are replaced by simply finite/infinite.

Then, we investigate the known proofs of the equivalence between the studied notions. We show that these proofs can be conveniently translated to the limit case, and again conceptual simplification occurs. For the most difficult of the studied implications, from nowhere denseness to uniform quasi-wideness, the proof for the discrete variant involves multiple usage of Ramsey’s theorem, which results in the need of tracking a number of mutually related parameters throughout the reasoning. In the limit setting, however, we can use the infinite version of Ramsey’s theorem. Instead of setting precise bounds on the sizes of considered objects, we can just reason whether they are finite or infinite. In some sense, this corresponds to formalizing the intuition of the proof of the discrete case by moving to the limit setting and replacing small/large with finite/infinite.

Figure 1 depicts all the implications proved in this paper. Note that the net of implications shows that all the depicted notions are equivalent. Observe also that, apart from the implication from quasi-wideness to nowhere denseness, we do not use any non-trivial implication between the notions in the discrete setting. Thus, we give an alternative proof of the equivalence of the studied notions of sparsity: we translate the discrete notions to the limit variants using Lő s’s theorem, and then prove the equivalence in the cleaner limit setting. The fact that we use the known implication from quasi-wideness to nowhere denseness to complete our picture is due to technical complications when linking standard and limit variants of quasi-wideness using Lő s’s theorem.

Related work. Adler and Adler [1] observed that the nowhere denseness is closely related to a notion from model theory introduced by Podewski and Ziegler [7], called superflatness. This relationship can be summarized as follows. Podewski and Ziegler consider a single, infinite graph $G$, and call it superflat if for every $m$ there is a natural number $n$ such that $G$ does not contain the $m$-subdivision of the $n$-clique $K_n$. For a class of graphs $C$, if $G$ is the disjoint union of all graphs in $C$, then superflatness of $G$ is immediately equivalent to topological nowhere denseness of $C$, which, in turn, is equivalent to nowhere denseness of $C$. Podewski and Ziegler also consider a weaker property of infinite graphs: a graph is flat if it contains no $m$-subdivision of the countable clique $K_\omega$, for $m \geq 1$. Finally, a property called ($*$) in [7] is considered, and is very similar to the notion of limit quasi-wideness from this paper, but applied to a single infinite graph. The paper [7] proves that the property ($*$) is equivalent to flatness, which is essentially the equivalence of limit quasi-wideness and limit nowhere denseness (cf. Section 4.3). Finally, it is proved in [7] that superflat graphs are stable in the sense of Shelah [8].

Adler and Adler [1] adapt the notions and results of Podewski and Ziegler to classes of (finite or infinite) graphs. Moreover, for a class $C$ of finite graphs which is closed under (not necessarily induced) subgraphs, they prove the equivalence of nowhere denseness, superflatness, stability, and NIP (Not Independence Property from model theory), suitably adapted to the setting of classes of (potentially finite) structures.
Outline. In Section 2 we set up the notation, recall basic definitions and facts about ultraproducts and sparse graphs, and define key notions. In Section 3 we introduce the limit variants of nowhere denseness, both using shallow minors and shallow topological minors. We prove that these notions are equivalent to the standard ones and to each other. In particular, this gives an alternative proof of the equivalence of the standard definitions of nowhere denseness using shallow minors and shallow topological minors. In Section 4 we introduce the limit variants of quasi-wideness, and prove that they are equivalent to the standard definition and to limit nowhere denseness. Section 5 is devoted to the study of the limit variant of the splitter game of Grohe et al. [3], again with all the appropriate equivalences proved. In Section 6 we gather all the findings in one theorem and conclude with some discussion and prospects of future work.

2 Preliminaries

Notation. For a set $X$, by $2^X$ we denote the family of all the subsets of $X$. By $\mathbb{N} = \{0, 1, 2, \ldots\}$ we denote the set of natural numbers. As usual, $\aleph_0$ is the cardinality of $\mathbb{N}$ and $c$ is the cardinality of $2^\mathbb{N}$. For notational convenience, we sometimes use the ordinal...
ω instead of the cardinal $\aleph_0$ (e.g. in subscripts), for example, $K_\omega$ denotes the countably infinite clique.

Whenever $\sim$ is some equivalence relation, then $[e]_\sim$ denotes the equivalence class of $e$ w.r.t. $\sim$. We usually use boldface small latin letters to denote sequences indexed by natural numbers. We follow the convention that if $g$ is such a sequence, then $g = (g_n)_{n \in \mathbb{N}}$, i.e., $g_n$ is the $n$-th term of $g$.

The graphs considered in this paper are simple, undirected and possibly infinite, unless explicitly stated. For a graph $G$, by $V(G)$ and $E(G)$ we denote its vertex and edge set, respectively. By $N_G(u) = \{v : uv \in E(G)\}$ and $N_G[u] = N_G(u) \cup \{u\}$ we denote the open and closed neighborhoods of $u$, respectively. For $d \in \mathbb{N}$, $N_d^G[u]$ denotes the ball of radius $d$ around $u$, i.e., the set of vertices of $G$ that are at distance at most $d$ from $u$. We omit the subscript whenever the graph is clear from the context.

**Ultrafilters.** A family $U \subseteq 2^{\mathbb{N}}$ is called an ultrafilter if the following conditions hold:

1. If $X \in U$ and $X \subseteq Y$, then also $Y \in U$;
2. If $X,Y \in U$, then also $X \cap Y \in U$;
3. For every $X \subseteq \mathbb{N}$, exactly one of the sets $X$ and $\mathbb{N} - X$ belongs to $U$.

Given an ultrafilter $U$, we may define the corresponding measure $\mu_U : 2^{\mathbb{N}} \to \{0,1\}$ by setting $\mu_U(X)$ to be equal to 1 if $X \in U$, and to 0 otherwise. From the properties of an ultrafilter it easily follows that $\mu_U$ is a finitely additive $\{0,1\}$-measure on $\mathbb{N}$.

An ultrafilter $U$ is non-principal if $\{x\} \notin U$ for any $x \in \mathbb{N}$; equivalently, $U$ does not contain any finite set. The existence of a non-principal ultrafilter on $\mathbb{N}$ easily follows from Zorn’s lemma. For the entire paper, let us fix some non-principal ultrafilter $U \subseteq 2^{\mathbb{N}}$ and the corresponding measure $\mu = \mu_U$. If $\phi(n)$ is a first order formula with a free variable $n$ ranging over $\mathbb{N}$, then we say that $\phi$ holds $\mu$-almost-everywhere if $\mu(\{n : \phi(n)\}) = 1$.

**Relational structures.** Fix a relational language $\Sigma$, consisting of relation symbols, each with an assigned arity – a positive natural number. A relational structure $A$ over the language $\Sigma$ consists of a universe $A$, together with an interpretation mapping which assigns to each symbol $R \in \Sigma$ its interpretation in $A$, which is a relation $R_A \subseteq A^r$, where $r$ is the arity of $R$. For the sake of simplicity of the definition of the ultraproduct below, in this paper, relational structures are assumed to have nonempty universes.

A graph $G$ can be treated as a relational structure $\mathcal{G}$ over the language consisting of one relation symbol $E$ of arity 2, whose universe is $V(G)$, and where $E_\mathcal{G} = E(G)$. In the following, we will treat graphs as relational structures as described above, whenever convenient.

**Ultraproducts.** For a sequence of sets $(A_n)_{n \in \mathbb{N}}$, consider the equivalence relation $\sim_U$ on the product $\prod_{n \in \mathbb{N}} A_n$ defined as follows: if $a,b \in \prod_{n \in \mathbb{N}} A_n$, then $a \sim_U b$ if and only
if \( a_n = b_n \) holds \( \mu \)-almost-everywhere. Then we define the ultraproduct \( \prod_{\mathcal{U}} A_n \) as the quotient set \( \prod_{n \in \mathbb{N}} A_n / \sim_{\mathcal{U}} \).

Suppose now that we are given a sequence of relational structures \((\mathcal{A}_n)_{n \in \mathbb{N}}\) over the same relational language \( \Sigma \). We now define a new relational structure over \( \Sigma \), called the ultraproduct of \((\mathcal{A}_n)_{n \in \mathbb{N}}\), and denoted \( \prod_{\mathcal{U}} \mathcal{A}_n \). Its universe is equal to \( \prod_{\mathcal{U}} A_n \). The interpretation \( R_{\prod_{\mathcal{U}} \mathcal{A}_n} \) of a symbol \( R \in \Sigma \) of arity \( r \) is defined as follows. Let \( v^1, \ldots, v^r \) be representatives of some equivalence classes w.r.t. \( \sim_{\mathcal{U}} \), then we put

\[
([v^1]_{\sim_{\mathcal{U}}}, \ldots, [v^r]_{\sim_{\mathcal{U}}}) \in R_{\prod_{\mathcal{U}} \mathcal{A}_n} \iff (v^1_n, \ldots, v^r_n) \in R_{\mathcal{A}_n} \text{ holds } \mu \text{-almost-everywhere.}
\]

Note that this definition does not depend on the choice of representatives \( v^1, \ldots, v^r \).

Most of the time, we will apply the ultraproduct construction to a sequence \((G_n)_{n \in \mathbb{N}}\) of graphs, treated as relational structures. The resulting structure is a relational structure over the relational language consisting of one binary relational symbol \( E \), and it is not hard to see (and follows from Theorem 2.1 below) that it is in fact a simple graph, i.e., the interpretation of the relation \( E \) is symmetric and anti-reflexive. We denote this graph by \( \prod_{\mathcal{U}} G_n \).

**Example 2.1.** Fix a finite graph \( G \). If \( G_n = G \) for all \( n \in \mathbb{N} \), then \( \prod_{\mathcal{U}} G_n \) is isomorphic to \( G \). Indeed, every sequence \( g \in \prod_{n \in \mathbb{N}} V(G_n) \) is \( \sim_{\mathcal{U}} \)-equivalent to some constant sequence of vertices of \( G \), because by the properties of an ultrafilter there is exactly one vertex \( u \in V(G) \) such that \( \mu\{n: g_n = u\} = 1 \).

**Example 2.2.** Let \((K_{n+1})_{n \in \mathbb{N}}\) be the sequence of cliques of increasing sizes. Then we claim that \( \prod_{\mathcal{U}} K_{n+1} \) is a clique of cardinality \( \varepsilon = 2^{\aleph_0} \). It is immediate that \( \prod_{\mathcal{U}} K_{n+1} \) is a clique and has size at most \( \varepsilon \), because the cardinality of the entire product \( \prod_{n \in \mathbb{N}} V(K_{n+1}) \) is \( \varepsilon \). It remains to prove that \( \sim_{\mathcal{U}} \) has at least \( \varepsilon \) equivalence classes on \( \prod_{n \in \mathbb{N}} V(K_{n+1}) \).

For every pair of integers \( k, \ell \) with \( 2^\ell \leq k < 2^{\ell+1} \), choose an arbitrary injective function \( \phi^k_\ell : \{0,1\}^\ell \rightarrow V(K_k) \), and extend \( \phi^k_\ell \) to \( \{0,1\}^{2^\ell} \) by ignoring all but the first \( \ell \) positions of the sequence. For a sequence \( x \in \{0,1\}^{2^\ell} \), construct a sequence \( g^x \) as follows: for every \( n \in \mathbb{N} \), select the unique integer \( m \) such that \( 2^m \leq n + 1 < 2^{m+1} \), and put \( g^x_n = \phi^m_{n+1}(x) \). Then, for every \( n \in \mathbb{N} \), we have that \( g^x_n = g^y_n \) if and only if \( x_m = y_m \) for all \( m \) with \( 2^m \leq n + 1 \). It follows that for \( x \neq y \), the sequences \( g^x \) and \( g^y \) agree only on a finite number of positions, and hence \( g^x \sim_{\mathcal{U}} g^y \) if and only if \( x = y \). Therefore, \( \sim_{\mathcal{U}} \) indeed has at least \( \varepsilon \) different equivalence classes.

We now recall the main tool for transferring results between sequences of relational structures and their ultraproducts. Intuitively, it says that the definition of interpretation of relational symbols in the ultraproduct implies a similar behavior for any fixed first-order formula.

**Theorem 2.1** (Loś’s theorem\(^1\)) Let \((\mathcal{A}_n)_{n \in \mathbb{N}}\) be a sequence of relational structures over the same language \( \Sigma \), and let \( k^* = \prod_{\mathcal{U}} \mathcal{A}_n \). Consider a first-order formula \( \phi \) in language \( \Sigma \), with free variables \( x^1, x^2, \ldots, x^k \). Then, for any \( x^1, \ldots, x^k \in \prod_{n \in \mathbb{N}} A_n \),

\[
\mathcal{A}^*, [x^1]_{\sim_{\mathcal{U}}}, \ldots, [x^k]_{\sim_{\mathcal{U}}} \models \phi \iff \mathcal{A}_n, x^1_n, \ldots, x^k_n \models \phi \text{ holds } \mu \text{-almost-everywhere.}
\]

\(^1\)Jerzy Łoś (1920-1998) was a Polish mathematician, whose surname is pronounced roughly as “wosh”.
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Example 2.3. Consider the ultraproduct \( C^* = \prod \mathcal{U} C_n \), where \( C_n \) is the cycle of length \( n \) (for \( n < 3 \) put any graphs instead, as they do not influence the resulting ultraproduct). We will show that \( C^* \) is a disjoint union bi-infinite paths. The same argument as in Example 2.2 shows that the cardinality of \( V(C^*) \) is \( c \).

Consider the first-order sentence \( \phi \) which says: “every vertex has exactly two neighbors”. This sentence holds in every \( C_n \). Therefore, by Loš’s theorem, it also holds in \( \prod \mathcal{U} C_n \). Now consider the first-order sentence \( \phi_m \) (for \( m \geq 3 \)) which says: “there is no simple cycle of length \( m \)”. The sentence \( \phi_m \) holds in every \( C_n \) with \( n > m \). In particular, for fixed \( m \) and variable \( n \), \( C_n \models \phi_m \) holds \( \mu \)–almost-everywhere. Therefore, from Loš’s theorem we infer that \( C^* \models \phi_m \), for every \( m \geq 3 \). Hence, \( C^* \) is 2-regular but has no simple cycle, so it must be a disjoint union of (uncountably many) bi-infinite paths.

Class limits. We use symbols \( C, D \), etc. to denote classes of finite graphs. We say that \( C \) is hereditary if it is closed under taking induced subgraphs. By Graphs we denote the class of all finite graphs. For a class \( C \) of finite graphs, we define the class limit \( C^* \) to be the class comprising all subgraphs of ultraproducts of sequences of graphs from \( C \). For instance, Graphs* is the class of all graphs with at most \( c \) vertices, as follows from Example 2.2.

Shallow topological minors. We say that \( H \) is a topological shallow minor of \( G \) at depth \( d \) if there exists a mapping \( \tilde{\alpha} \), called the \( d \)-shallow topological minor model, which maps vertices of \( H \) to distinct vertices of \( G \), and edges of \( H \) to paths in \( G \), such that the following conditions hold:

- for each edge \( uv \in E(H) \), \( \tilde{\alpha}(uv) \) is a path of length at most \( 2d + 1 \) with endpoints \( \tilde{\alpha}(u) \) and \( \tilde{\alpha}(v) \);
- paths \( \{ \tilde{\alpha}(e) \}_{e \in E(H)} \) are pairwise vertex-disjoint, apart from possibly sharing endpoints.

By \( C \triangleleft d \) we denote the class of all graphs \( H \) which are topological shallow minors at depth \( d \) of some graph in \( C \), and for a single graph \( G \) we denote \( G \triangleleft d = \{ G \} \triangleleft d \). In particular, \( C \triangleleft 0 \) is the class of subgraphs of graphs from \( C \). We denote \( C \triangleleft \omega = \bigcup_{d \in \mathbb{N}} C \triangleleft d \).

Shallow minors. Recall that the radius of a connected graph \( G \) is the minimum integer \( d \) for which there exists \( w \in V(G) \) such that each vertex of \( G \) is at distance at most \( d \) from \( w \).

Let \( G, H \) be two (possibly infinite) graphs, and let \( d \in \mathbb{N} \). We say that \( H \) is a shallow minor of \( G \) at depth \( d \) if there exists a mapping \( \alpha \) from vertices of \( H \) to subgraphs of \( G \), called the \( d \)-shallow minor model, that satisfies the following properties:

- each \( \alpha(v) \) is a connected subgraph of \( G \) of radius at most \( d \);
- subgraphs \( \alpha(u) \) and \( \alpha(v) \) are disjoint for all distinct \( u, v \in V(H) \);
– for each $uv \in E(H)$, there is an edge in $G$ that connects a vertex of $\alpha(u)$ with a vertex of $\alpha(v)$.

The subgraphs $\alpha(u)$ of $G$, where $u \in V(H)$, are called the branch sets of $\alpha$. Since each branch set is connected and has radius at most $d$, for every $u \in V(H)$ we can select a center $\gamma(u) \in V(\alpha(u))$ such that each vertex of $\alpha(u)$ is at distance at most $d$ from $\gamma(u)$ in $\alpha(u)$.

By $C \triangledown d$ we denote the class of all graphs $H$ which are shallow minors at depth $d$ of some graph in $C$. Similarly as before, $C \triangledown \omega = \bigcup_{d \in \mathbb{N}} C \triangledown d$ and $G \triangledown d = \{G\} \triangledown d$ for a single graph $G$. It is easy to see that if $H$ is a topological shallow minor of $G$ at depth $d$, then $H$ is also a shallow minor of $G$ at depth $d$, and hence $C \triangledown d \subseteq C \triangledown d$.

The following simple result follows directly from the definition of a shallow minor by a simple calculation of distances.

**Lemma 2.2** (cf. Proposition 4.1 of [6]) If $G$ is a graph and $r, s \in \mathbb{N}$, then $(G \triangledown r) \triangledown s \subseteq G \triangledown (2rs + r + s)$.

We say that a $d$-shallow minor model $\tau$ of a graph $H$ in a graph $G$ is a tree $d$-shallow minor model, if $\tau(v)$ is a tree, for each vertex $v$ of $H$.

**Lemma 2.3** If $H$ is a shallow minor of $G$ at depth $d$, then there is a tree $d$-shallow minor model $\tau$ of $H$ in $G$ whose branch sets are trees with at most $1 + \Delta \cdot (d - 1)$ vertices, where $\Delta$ is the maximal degree of a vertex in $H$.

**Proof.** Assume that $\alpha$ is a $d$-shallow minor model of $H$ in $G$. For an edge $vw$ in $H$, let $\varepsilon(vw)$ be an edge in $G$ which connects a vertex in $\alpha(v)$ with a vertex in $\alpha(w)$. Let $W$ denote the set of all endpoints of edges of the form $\varepsilon(vw)$. Observe that $W$ has at most $\deg_H(v)$ nodes in $\alpha(v)$, for each $v \in V(H)$.

Pick a vertex $v \in V(H)$. The branch set $\alpha(v)$ contains a spanning tree $\beta(v)$ whose radius and center $\gamma(v)$ are the same as in $\alpha(v)$. Let $\tau(v)$ be the subtree of $\beta(v)$ induced by those vertices that lie on the shortest path from $\gamma(v)$ to some node in $W$. Then $\tau(v)$ has at most $\deg_H(v) \cdot (d - 1)$ nodes different from $\gamma(v)$, and it is easy to see that by defining $\tau(v)$ as described above for each vertex $v \in V(H)$, we obtain a $d$-shallow minor model $\tau$ of $H$ in $G$. \qed

**Lemma 2.4** Fix a finite graph $H$ and $d \in \mathbb{N}$.

(a) There is a first order sentence $\phi_{H,d}$ such that $H \in G \triangledown d$ if and only if $G \vDash \phi_{H,d}$, for every graph $G$.

(b) There is a first order sentence $\tilde{\phi}_{H,d}$ such that $H \in G \Hat{\triangledown} d$ if and only if $G \vDash \tilde{\phi}_{H,d}$, for every graph $G$.

**Proof.** From Lemma 2.3 it follows that if $G$ admits $H$ as a shallow minor at depth $d$, then also some constant-size subgraph of $G$ admits $H$ as a shallow minor at depth $d$, where the constant depends on the size of $H$ and $d$. Hence, for (a) it suffices to verify the existence of a constant-size subset of vertices that induces a subgraph admitting $H$ as a shallow minor at depth $d$; this can be clearly done using a first order sentence. For
(b), the conclusion that one only needs to look at constant-size induced subgraphs of \( G \) follows directly from the definition of a shallow topological minor. \( \square \)

**Lemma 2.5** Fix a class of finite graphs \( \mathcal{C} \) and \( d \in \mathbb{N} \). Then the following holds:

(a) \( (\mathcal{C} \setminus d)^* \subseteq \mathcal{C}^* \setminus d \), and

(b) \( (\mathcal{C} \cdot d)^* \subseteq \mathcal{C}^* \cdot d \).

**Proof.** (a) Since \( \mathcal{C}^* \setminus d \) is closed under taking subgraphs, it suffices to show that every \( H^* \subseteq (\mathcal{C} \setminus d)^* \) of the form \( H^* = \bigcup_n H_n \) for some sequence \( (H_n)_{n \in \mathbb{N}} \) of graphs from \( \mathcal{C} \setminus d \), belongs also to \( \mathcal{C}^* \setminus d \). For each \( H_n \) we can find some \( G_n \in \mathcal{C} \) such that \( H_n \) is a shallow minor of \( G_n \) at depth \( d \). Consider \( G^* = \bigcup_n G_n^* \); then \( G^* \in \mathcal{C}^* \). It suffices to prove that \( H^* \) is a shallow minor of \( G^* \) at depth \( d \). The idea of the following proof roughly amounts to observing that the property “\( \alpha \) is a \( d \)-shallow minor model of \( H \) in \( G \)” can be encoded in a relational structure encompassing \( H, G, \alpha \). One then concludes by applying Loś’s theorem. The details follow.

Let \( \alpha \) be a \( d \)-shallow minor model of some graph \( H \) in a graph \( G \). Denote by \( \Gamma_\alpha \subseteq V(H) \times V(G) \) the binary relation which relates \( v \in V(H) \) with every \( w \in V(\alpha(v)) \). Define a relational structure \( \mathbb{M}(H, G, \alpha) \) over a relational language \( \Sigma \) consisting of two unary symbols, \( V_H, V_G \), and three binary symbols \( E_H, E_G, \Gamma \), whose interpretations are \( V(H), V(G), E(H), E(G), \Gamma_\alpha \), respectively. The universe of \( \mathbb{M}(H, G, \alpha) \) is the disjoint union of \( V(H) \) and \( V(G) \).

**Claim 1** There is a first order sentence \( \phi \) expressing the fact that a structure \( \mathbb{M} \) over the language \( \Sigma \), with relations \( V_H, V_G, E_H, E_G, \Gamma \), is equal to \( \mathbb{M}(\alpha) \) for some \( d \)-shallow minor model \( \alpha \) of the graph \( (V_H, E_H) \) in the graph \( (V_G, E_G) \).

**Proof.** The sentence \( \phi \) is a conjunction of the following conditions, each of which can be expressed by a first order sentence:

- \( V_H \) and \( V_G \) form a partition of the universe, \( E_H \subseteq V_H \times V_H, E_G \subseteq V_G \times V_G \), and both \( E_H \) and \( E_G \) are symmetric and anti-reflexive;
- \( \Gamma \subseteq V_H \times V_G \) is a relation with the property that \( (v, w) \in \Gamma \) and \( (v', w) \in \Gamma \) implies \( v = v' \), for every \( v, v' \in V_H \) and \( w \in V_G \);
- For every \( v \in V_H \), the subgraph of the graph \( (V_G, E_G) \) induced by \( \Gamma(\{v\}) = \{w \in V_G : (v, w) \in \Gamma \} \) is nonempty and has radius at most \( d \);
- Whenever \( (v, w) \in E_H \), there is \( (v', w') \in E_G \) such that \( (v, v'), (w, w') \in \Gamma \).

We now come back to the proof of the lemma. For \( n \in \mathbb{N} \), let \( \alpha_n \) be a \( d \)-shallow minor model of \( H_n \) in \( G_n \), and let \( \mathbb{M}_n \) denote the structure \( \mathbb{M}(H_n, G_n, \alpha_n) \). Define \( \mathbb{M} = \prod_n \mathbb{M}_n \), and let the relations of \( \mathbb{M} \) be \( V_H, V_G, E_H, E_G \) and \( \Gamma \). Observe that \( (V_H, E_H) \) is equal to \( H^* \) and \( (V_G, E_G) \) is equal to \( G^* \). Since each structure \( \mathbb{M}_n \) satisfies the sentence \( \phi \) from
Claim 1, by Łoś’s theorem, the ultraproduct $M$ also satisfies $\phi$. In particular, $H^*$ is a shallow minor of $G^*$ at depth $d$.

(b) The proof follows exactly the same idea. This time, we encode a depth $d$-shallow topological minor model $\tilde{\alpha}$ as a structure $(V(H), V(G), E(H), E(G), \Gamma_{\tilde{\alpha}})$, where $\Gamma_{\tilde{\alpha}} \subseteq V(H) \times V(H) \times V(G)$ consists of triples $(v_1, v_2, w)$ such that $w \in V(\tilde{\alpha}(v_1, v_2))$. We then repeat the above argument. We leave the details to the reader.

**Corollary 2.6** If $C$ is a class of finite graphs, then $(C \bowtie 0)^* = C^*$.

**Proof.** By Lemma 2.5 and the definition of $C^*$ we have $C^* \subseteq (C \bowtie 0)^* \subseteq C \bowtie \omega = C^*$.

3 Nowhere denseness

In this section we recall the standard definition of nowhere denseness for classes of finite graphs, and we develop its limit counterpart. That is, we introduce and prove the middle part of the diagram of Figure 1.

Recall that a class $C$ of finite graphs is somewhere dense if $\text{Graphs} \subseteq C \bowtie d$ for some $d \in \mathbb{N}$, and is nowhere dense otherwise. Equivalently, $C$ is nowhere dense if for every $d \in \mathbb{N}$ there exists $m \in \mathbb{N}$ such that $K_m \notin C \bowtie d$.

**Lemma 3.1** Let $C$ be a class of finite graphs. Then the following conditions are equivalent:

1. $C$ is somewhere dense;
2. $\text{Graphs} \subseteq C \bowtie d$ for some $d \in \mathbb{N}$;
3. $\text{Graphs} \subseteq C^* \bowtie d$ for some $d \in \mathbb{N}$;
4. $K_\omega \in C^* \bowtie \omega$;
5. $K_\omega \in C^* \bowtie \omega$.

**Proof.** The equivalence of the first two items is by definition. The implications (5→4) and (4→3) are obvious. To prove (2→5), suppose that for some $d \in \mathbb{N}$ we have that $C \bowtie d = \text{Graphs}$. Then, by Lemma 2.5 we have that $C^* \bowtie d \supseteq \text{Graphs}^*$. However, from Example 2.2 it follows that $K_\omega \in \text{Graphs}^*$, so $K_\omega \in C^* \bowtie d \subseteq C^* \bowtie \omega$.

It remains to prove implication (3→2). Suppose that $\text{Graphs} \subseteq C^* \bowtie d$ for some $d \in \mathbb{N}$. Let us fix some finite graph $H$; then in particular $H \in C^* \bowtie d$. Hence, there exists a graph $G^* \in C^*$ such that $H \in G^* \bowtie d$. By the definition of $C^*$, we can assume that $G^* = \prod G_n$ for some sequence $(G_n)_{n \in \mathbb{N}}$ of graphs from $C$. By applying Łoś’s theorem to formula $\phi_{H,d}$ given by Lemma 2.4, we infer that property $H \in G_n \bowtie d$ holds $\mu$-almost-everywhere. Consequently, $H \in G_n \bowtie d$ for at least one index $n \in \mathbb{N}$, so also $H \in C \bowtie d$. As $H$ was chosen arbitrarily, we have that $\text{Graphs} \subseteq C \bowtie d$.

Let us call a class $C$ of finite graphs topologically somewhere dense if $\text{Graphs} \subseteq C \bowtie d$ for some $d \in \mathbb{N}$, and topologically nowhere dense otherwise. By applying the same proof, but using items (b) instead of (a) in Lemmas 2.4 and 2.5, we obtain the following result:
Lemma 3.2  Let $C$ be a class of finite graphs. Then the following conditions are equivalent:

1. $C$ is topologically somewhere dense;
2. Graphs $\subseteq C \hat{\nabla} d$ for some $d \in \mathbb{N}$;
3. Graphs $\subseteq C^* \hat{\nabla} d$ for some $d \in \mathbb{N}$;
4. $K_\omega \in C^* \hat{\nabla} \omega$;
5. $K_\ell \in C^* \hat{\nabla} \omega$.

Lemmas 3.1 and 3.2 suggest the following definitions of the limit counterparts of nowhere denseness: A class $C$ of finite graphs is limit somewhere dense if $K_\omega \in C^* \nabla \omega$, and limit nowhere dense otherwise. Respectively, $C$ is limit topologically somewhere dense if $K_\omega \in C^* \nabla \omega$, and limit topologically nowhere dense otherwise.

It is a classic result of the theory of sparse graphs that nowhere denseness is equivalent to topological nowhere denseness [6]. We can now give an alternative proof of this statement by showing that the limit counterparts are equivalent, and then using Lemmas 3.1 and 3.2 to transfer this equivalence to the standard definitions.

Lemma 3.3 The following conditions are equivalent.

1. $C$ is limit somewhere dense, i.e., $K_\omega \in C^* \nabla \omega$.
2. $C$ is limit topologically somewhere dense, i.e., $K_\omega \in C^* \nabla \omega$.

Proof. Implication $(2 \rightarrow 1)$ is obvious, since $C^* \nabla \omega \subseteq C^* \nabla \omega$. It remains to show implication $(1 \rightarrow 2)$. The following auxiliary claim will be useful.

Claim 2 Suppose $K$ is an infinite clique, and suppose $R$ is a directed graph with $V(R) = V(K)$ such that in $R$ each vertex has an infinite outdegree. Then there exists a 1-shallow topological minor model $\tilde{\beta}$ of $K_\omega$ in $K$ such that for each $pq \in E(K)$, $\tilde{\beta}(pq)$ is compatible with $R$, i.e., it is a path $\tilde{\beta}(p) - x - y - \tilde{\beta}(q)$ of length three in $K$ that satisfies $(\tilde{\beta}(p), x) \in E(R)$ and $(\tilde{\beta}(q), y) \in E(R)$.

Proof. Choose any sequence $H_0 \subseteq H_1 \subseteq H_2 \subseteq \ldots$ of finite subgraphs of $K_\omega$ with the properties that $K_\omega = \bigcup_{n=0}^\omega H_n$, the graph $H_0$ is empty, and for each $n \geq 0$, $H_{n+1}$ is obtained from $H_n$ by either adding a vertex, or adding an edge.

The model $\beta$ of $K_\omega$ in $K$ is constructed inductively. At the $n$-th step of the induction we maintain the invariant that $\beta$ is a 1-shallow topological minor model of $H_n$ in a finite subgraph of $K$, such that each path $\beta(pq)$, for $pq \in E(H_n)$, is compatible with $R$.

In the 0-th step, $\beta$ is the empty mapping. In the inductive step, consider two cases. If $H_{n+1}$ is obtained from $H_n$ by adding a vertex $p$ of $K_\omega$, then extend $\beta$ by setting $\tilde{\beta}(p) = v$ for any vertex $v$ of $K$ which has not been used so far by $\beta$. In the second case, $H_{n+1}$ is obtained from $H_n$ by adding an edge $pq$ between two vertices of $H_n$. In this case, let $v = \tilde{\beta}(p)$ and $w = \tilde{\beta}(q)$ and choose any two distinct vertices $x, y$ of $K$ such that the $(v, x) \in E(R)$, $(w, y) \in E(R)$, and $x, y$ are not used by $\beta$ constructed so far. Such vertices...
exist, since \( v \) has infinite outdegree in \( R \) and the graph used by \( \tilde{\beta} \) so far is finite; likewise for \( w \). Extend \( \tilde{\beta} \) by setting \( \tilde{\beta}(pq) \) to the path \( v - x - y - w \). It is easy to see that the invariant is maintained.

Eventually, for every pair of vertices \( p, q \) of \( K_\omega \), the vertices \( \tilde{\beta}(p) \) and \( \tilde{\beta}(q) \) are defined, as well as the path \( \tilde{\beta}(pq) \), which is compatible with \( R \). Therefore, the mapping \( \tilde{\beta} \) obtained in this process satisfies the conditions of the lemma.

We proceed with the proof of implication \((1 \rightarrow 2)\). To this end, it suffices to show that if some infinite clique \( K \) is a \( d \)-shallow minor of a graph \( G \), for some \( d \in \mathbb{N} \), then \( K_\omega \) is a topological shallow minor of \( G \) at depth \( 3d + 1 \).

Let \( \tau \) be a depth-\( d \) tree minor model of \( K \) in \( G \); such model exists by Lemma 2.3. For each vertex \( v \) of \( K \), let \( \gamma(v) \) be an arbitrarily selected center of \( \tau(v) \), and for each edge \( uv \) of \( K \), let \( \varepsilon(uv) \) be an edge in \( G \) that connects a vertex in \( \tau(u) \) with a vertex in \( \tau(v) \).

We view each \( \tau(u) \) as a rooted tree with root \( \gamma(u) \), whose depth is at most \( d \). Let \( \tau'(u) \) be the rooted tree obtained by adding to the tree \( \tau(u) \) the edges \( \varepsilon(uv) \) (and their endpoints), for all \( v \in V(K) - \{u\} \). Each of these edges is appended to a leaf of \( \tau(u) \), and thus \( \tau'(u) \) is a rooted tree of depth at most \( d + 1 \). Since \( \tau'(u) \) has an infinite number of leaves, there exists a vertex \( \sigma(u) \) that has an infinite number of children in \( \tau'(u) \).

Construct a directed graph \( R \) with \( V(R) = V(K) \), where the edge set of \( R \) is defined as follows. For every \( u \in V(K) \), and every subtree of \( \tau'(u) \) that is rooted at a child of \( \sigma(u) \), pick an arbitrary vertex \( v \in V(K) \) such that \( \varepsilon(uv) \) is contained in this subtree, and put \((u,v)\) into the edge set of \( R \). Since \( \sigma(u) \) has infinitely many children in \( \tau'(u) \), it follows that in \( R \) every vertex has an infinite outdegree. Observe that whenever \((u,v)\in E(R)\), one can find a path of length at most \( d + 1 \) in \( \tau'(u) \) that leads from \( \sigma(u) \) downwards to \( \varepsilon(uv) \). Note that for a fixed \( u \), all these paths will be vertex-disjoint apart from the endpoint \( \sigma(u) \).

Apply Claim 2 to \( K \) and \( R \), yielding a topological minor model \( \tilde{\beta} \) of \( K_\omega \) in \( K \). From this, we construct a topological model of \( K_\omega \) in \( G \), as follows. For a vertex \( p \) of \( K_\omega \), set \( \tilde{\alpha}(p) = \sigma(\tilde{\beta}(p)) \). For an edge \( pq \) of \( K_\omega \), suppose that \( \tilde{\beta}(pq) \) is a path \( v - x - y - w \) in \( K \), where \( v = \beta(p), w = \beta(q), (v,x) \in E(R) \) and \( (w,y) \in E(R) \). Then, set \( \tilde{\alpha}(pq) \) to be the path from \( \sigma(v) \) to \( \sigma(w) \) defined as the union of three paths \( \lambda, \mu, \rho \) in \( G \), where

- \( \lambda \) is the path in \( \tau'(v) \) going downwards from \( \sigma(v) \) and ending with the edge \( \varepsilon(vx) \). The path exists since \( (v,x) \in E(R) \). It has length at most \( d + 1 \), and ends in a vertex \( l \) of \( \tau(x) \).

- \( \rho \) is the path in \( \tau'(w) \) going downwards from \( \sigma(w) \) and ending with the edge \( \varepsilon(wy) \). The path exists since \( (w,y) \in E(R) \). It has length at most \( d + 1 \), and ends in a vertex \( r \) of \( \tau(y) \).

- \( \mu \) is any path in \( G \) connecting \( l \) with \( r \), contained in \( \tau(x) \cup \varepsilon(xy) \cup \tau(y) \). We can choose this path so that its length is at most \( 2d + 1 + 2d \).

Altogether, the path \( \tilde{\alpha}(pq) \) has length at most \( 6d + 3 \). It is easy to see that the mapping \( \tilde{\alpha} \) is a \((3d + 1)\)-shallow topological minor model of \( K_\omega \) in \( G \).

\[ \square \]
4 Quasi-wideness

In this section, we recall the notions of (uniform) quasi-wideness introduced in [2], introduce their limit counterparts, and prove equivalence of the limit variants with limit nowhere denseness.

4.1 Definitions

Suppose $G$ is a graph and $d \in \mathbb{N}$. Recall that we say that a vertex subset $X \subseteq V(G)$ is $d$-scattered if for all distinct $u, v \in X$, the distance between $u$ and $v$ is larger than $2d$. Equivalently, balls $\{N_G^d[u]\}_{u \in X}$ are pairwise disjoint. For the remainder of this section, let us fix some class $\mathcal{C}$ of finite graphs.

Let $s: \mathbb{N} \rightarrow \mathbb{N}$ be a function. We say that $\mathcal{C}$ is quasi-wide (QW) with margin $s$ if for all $d, m \in \mathbb{N}$ there exists an $N \in \mathbb{N}$ such that the following holds: For every graph $G \in \mathcal{C}$ with $|V(G)| \geq N$, there exists $S \subseteq V(G)$ with $|S| \leq s(d)$ such that $G - S$ contains a $d$-scattered set of size $m$. We say that $\mathcal{C}$ is uniformly quasi-wide (UQW) with margin $s$ if for all $d, m \in \mathbb{N}$ there exists an $N \in \mathbb{N}$ such that the following holds: For every graph $G \in \mathcal{C}$ and every vertex subset $W \subseteq V(G)$ with $|W| \geq N$, there exists $S \subseteq V(G)$ with $|S| \leq s(d)$ such that in $G - S$ one can find a $d$-scattered set of size $m$ contained in $W$. Note that uniform quasi-wideness implies quasi-wideness with the same margin by taking $W = V(G)$.

It is a known result of the theory of sparse graphs (cf. Theorem 8.2 of [6]) that a hereditary class $\mathcal{C}$ of finite graphs is (uniformly) quasi-wide with some margin if and only if $\mathcal{C}$ is nowhere dense. The goal of this section is to give an alternative proof of this statement by proving it for the limit counterparts of (uniform) quasi-wideness, and then transferring this result to the standard definitions by the means of Los’s theorem.

To this end, we now give limit counterparts of the notions of (uniform) quasi-wideness. There will be four variants: the definition will either contain the uniformity requirement or not, and the margin will be either bounded by some function $s$, or just required to be finite. As we will see later, for hereditary $\mathcal{C}$ all these notions will be equivalent, and equivalent to (limit) nowhere denseness and standard (uniform) quasi-wideness.

We shall say that $\mathcal{C}$ is limit quasi-wide (LQW) if for every $d \in \mathbb{N}$ and every infinite graph $G \in \mathcal{C}^\infty$, there exists a finite set $S \subseteq V(G)$ such that in $G - S$ one can find an infinite $d$-scattered set. We shall also say that $\mathcal{C}$ is uniformly limit quasi-wide (ULQW) if for every $d \in \mathbb{N}$, every graph $G \in \mathcal{C}^\infty$, and every infinite set $W \subseteq V(G)$, there exists a finite set $S \subseteq V(G)$ such that in $G - S$ one can find an infinite $d$-scattered set contained in $W$.

Let $s: \mathbb{N} \rightarrow \mathbb{N}$ be a function. We shall say that $\mathcal{C}$ is strongly limit quasi-wide (SLQW) with margin $s$ if for every $d \in \mathbb{N}$ and every infinite graph $G \in \mathcal{C}^\infty$, there exists a set $S \subseteq V(G)$ with $|S| \leq s(d)$ such that in $G - S$ one can find an infinite $d$-scattered set. We shall also say that $\mathcal{C}$ is strongly uniformly limit quasi-wide (SULQW) with margin $s$ if for every $d \in \mathbb{N}$, every graph $G \in \mathcal{C}^\infty$, and every infinite set $W \subseteq V(G)$, there exists a set $S \subseteq V(G)$ with $|S| \leq s(d)$ such that in $G - S$ one can find an infinite $d$-scattered set.
The following implications are trivial: If $C$ is strongly limit quasi-wide with some margin, then it is also limit quasi-wide. The same holds for the uniform variants: SULQW implies UQW. By taking $W = V(G)$, we obtain that uniform limit quasi-wideness implies limit quasi-wideness, and strong uniform limit quasi-wideness with some margin $s$ implies strong limit quasi-wideness with the same margin.

4.2 Linking standard and limit notions

We now link the standard notions of (uniform) quasi-wideness with their limit counterparts. For technical reasons, we can prove this connection directly only for the strong variants of the notion. This technical caveat is the main reason why we introduced the strong variants in the first place.

**Lemma 4.1** Let $s : \mathbb{N} \to \mathbb{N}$ be a function. Then the following implications hold:

(a) If $C$ is strongly limit quasi-wide with margin $s$, then $C$ is quasi-wide with margin $s$.

(b) If $C$ is strongly uniformly limit quasi-wide with margin $s$, then $C$ is uniformly quasi-wide with margin $s$.

**Proof.** We first prove (b), and then discuss how to modify the reasoning to prove (a).

For the sake of contradiction, suppose $C$ is not uniformly quasi-wide with margin $s$. This means that there are some $d, m \in \mathbb{N}$, a sequence of graphs $(G_n)_{n \in \mathbb{N}}$, and a sequence of sets $(W_n)_{n \in \mathbb{N}}$, where $W_n \subseteq V(G_n)$ for each $n \in \mathbb{N}$, such that the following holds for every $n \in \mathbb{N}$:

- $|W_n| \geq n$, and
- for any set $S \subseteq V(G_n)$ with $|S| \leq s(d)$, in $G_n - S$ there is no $d$-scattered set $X$ with $X \subseteq W_n$ and $|X| = m$.

Let $G^* = \prod_{\mathcal{U}} G_n$ and $W^* = \prod_{\mathcal{U}} W_n$. Then $G^* \in C^*$, and the same reasoning as in Example 2.2 shows that $W^*$ is infinite.

Consider a first order formula $\phi$ in the language of graphs with a specified vertex subset $W$ (encoded as a unary relation) that says the following: “There are vertices $u_1, u_2, \ldots, u_{s(d)}, v_1, v_2, \ldots, v_m$ such that (i) all $\{v_i\}_{1 \leq i \leq m}$ are pairwise different, different from all $\{u_j\}_{1 \leq j \leq s(d)}$, and contained in $W$; and (ii) for all $1 \leq i < i' \leq m$ there is no path of length at most $2d$ between $v_i$ and $v_{i'}$ that would avoid all the vertices $\{u_j\}_{1 \leq j \leq s(d)}$.” By our assumption about $G_n$ and $W_n$, we have that $G_n, W_n \not\models \phi$ for all $n \in \mathbb{N}$. However, since $C$ is strongly uniformly limit quasi-wide with margin $s$, and $W^*$ is infinite, there is a set $S \subseteq G^*$ with $|S| \leq s(d)$ such that in $G^* - S$ there is an infinite $d$-scattered set contained in $W^*$. In particular there is one of size $m$, so $G^*, W^* \models \phi$. This is a contradiction with Lö"{o}f’s theorem.

The proof of (a) follows the same lines, but we do not need to consider sets $(W_n)_{n \in \mathbb{N}}$ and $W^*$. Consequently, $\phi$ is simply in the language of graphs and does not require $\{v_i\}_{1 \leq i \leq m}$ to be contained in $W$. The rest of the reasoning is the same. \qed
Lemma 4.1 provides only one direction of implications: from limit variants to the standard ones. Unfortunately, it seems difficult to directly prove the reverse implications. This is because the definition of (uniform) limit quasi-wideness is not hereditary. More precisely, in order to prove that $C$ is strongly (uniformly) limit quasi-wide, we need to consider an arbitrary subgraph $G^*$ of an ultraproduct $\prod U G_n$ of graphs from $C$. In case of the uniformity condition, also an arbitrary subset $W^*$ of its vertices needs to be considered. Both $G^*$ and $W^*$ may not be defined as ultraproducts themselves, while the existence of large scattered sets in $\prod U G_n$ can have nothing to do with the existence of large scattered sets in $G^*$. Therefore, it seems difficult to use the assumed quasi-wideness of $C$ to reason about $G^*$ and $W^*$.

For this reason, we resort to invoking an implication known from the literature.

**Lemma 4.2** (Lemma 8.9 and Theorem 8.2 of [6]) Let $C$ be a hereditary class of finite graphs. If $C$ is quasi-wide with some margin $s$, then $C$ is also topologically nowhere dense.

Note that Lemma 4.2 provides the easy implication of the equivalence between quasi-wideness and nowhere denseness. Its proof essentially boils down to observing that a sufficiently large clique with each edge subdivided at most $2d$ times is a counterexample for quasi-wideness. For the harder implication — from nowhere denseness to quasi-wideness — in the next section we provide a proof for the limit variants. By combining this with Lemmas 3.1 and 4.1, we can infer the same implication for the standard variants.

We note that the assumption that $C$ is hereditary is necessary in Lemma 4.2. This is not the case for the implications starting with the limit variants of quasi-wideness, because we explicitly defined $C^*$ to be closed under taking subgraphs.

### 4.3 Quasi-wideness and nowhere denseness

We now link the limit variants of quasi-wideness and nowhere denseness. The proofs in this section are based on the known proofs for the standard, finite variants [6]. However, we would like to point out that the appropriate analogues of quasi-wideness and nowhere denseness for infinite graphs were already studied by Podewski and Ziegler [7]. More precisely, Podewski and Ziegler introduced the notions of flatness and superflatness for an arbitrary class of infinite graphs\(^2\), which are exactly (the negations of) conditions (4) and (3) of Lemma 3.1. Thus, Lemma 3.1 shows that flatness and superflatness coincide in the case when the considered class is the ultralimit of some class of finite graphs. Podewski and Ziegler also introduce a notion they call property $(\ast)$, which is equivalent to our definition of limit quasi-wideness. Then, they show that any class of infinite graphs has property $(\ast)$ if and only if it is flat (cf. Theorem 2 in [7]), so this result can be used to establish the equivalence of limit quasi-wideness and limit nowhere denseness in our setting as well. Actually, the proof of Podewski and Ziegler [7] is quite similar in principles to the proof for the finite variant presented in [6]. However, we choose to present our own proof of the equivalence of limit quasi-wideness and limit nowhere denseness (a) for the

\(^2\)Podewski and Ziegler [7] discuss one graph instead of a class, but the results can be easily extended to classes of graphs.
sake of completeness, and (b) to present how technical proofs for the standard notions can be lifted to more natural reasonings in the limit setting.

First we prove the easier direction.

**Lemma 4.3** If $C$ is limit quasi-wide, then $C$ is limit topologically nowhere dense.

**Proof.** To prove the contrapositive, suppose that for some $d \in \mathbb{N}$ it holds that $K_{\omega} \in C^* \nabla d$. We show that $C$ is not limit quasi-wide.

Since $C^*$ is closed under taking subgraphs by definition, there is a graph $H \in C^*$ that can be obtained from $K_{\omega}$ by subdividing each edge at most $2d$ times. Let $A$ be the set of vertices of infinite degree in $H$. Let $S \subseteq V(H)$ be any finite subset of vertices. Observe that every two vertices of $A$ can be connected by an infinite family of internally vertex-disjoint paths in $H$ of length at most $4d + 2$. As $S$ is finite, it follows that all the vertices of $A - S$ belong to the same connected component $C_0$ of $H - S$, and moreover they are pairwise at distance at most $4d + 2$ within $C_0$. Since each path connecting a pair of vertices from $A$ has length at most $2d + 1$, we infer that the diameter of $C_0$ is at most $8d + 2$. Each connected component of $H - S$ apart from $C_0$ is contained in the internal vertices of some path connecting a pair of vertices of $A$, and hence has size at most $2d - 1$. Moreover, there can be at most $\binom{|S|}{2}$ such components. We conclude that $H - S$ has a finite number of connected components, each of diameter at most $8d + 2$. As $S$ was chosen arbitrarily, $C$ cannot be limit quasi-wide.

We proceed to the more difficult direction. The proof of this implication is inspired by the proof of the analogous statement for the standard nowhere denseness and uniform quasi-wideness; see Section 8.3 of [6] for an exposition.

We first need an auxiliary lemma.

**Lemma 4.4** Suppose $H$ is a bipartite graph with $A$ and $B$ being the sides of the bipartition. Suppose further that $A$ is infinite and that every vertex of $B$ has a finite degree. Then one of the following conditions holds:

(a) There is an infinite set $X \subseteq A$ such that $N(u) \cap N(v) = \emptyset$ for all distinct $u, v \in X$.

(b) $H$ admits $K_{\omega}$ as a 1-shallow minor.

**Proof.** Color each pair $\{u, v\} \subseteq A$ white if $N(u) \cap N(v) = \emptyset$, and black otherwise. From Ramsey’s theorem it follows that there is either a white or a black infinite clique, i.e., an infinite subset $X \subseteq A$ such that either all the pairs of vertices from $X$ are white, or all of them are black. If all of them are white, then $X$ satisfies condition (a). Hence, suppose that for all distinct $u, v \in X$, we have that $N(u) \cap N(v) \neq \emptyset$. We prove that then $H$ admits $K_{\omega}$ as a 1-shallow minor.

We construct a minor model $\alpha$ of $K_{\omega}$ by induction, starting with the empty model. At step $n$ we define $\alpha(n)$ so that the already defined branch sets $\alpha(m)$, for $0 \leq m \leq n$, form a 1-shallow minor model of $K_{n+1}$. Moreover, we shall keep the invariant that each $\alpha(m)$ consists of exactly one vertex $u_m$ from $X$ and a finite number of vertices from $B$, all adjacent to $u_m$. Thus, it will be clear that $\alpha(m)$ has radius at most 1.
Suppose that we have performed steps 0, 1, \ldots, n-1, and now we need to define \( \alpha(n) \) so that it is adjacent to each \( \alpha(m) \) for \( m < n \). Let \( Z = \bigcup_{m=0}^{n-1} V(\alpha(m)) \), \( Z_A = Z \cap A \) and \( Z_B = Z \cap B \). From the invariant it follows that \( |Z_A| = n \) and \( Z_B \) is finite. Let \( Y = Z_A \cup N(Z_B) \). Since the vertices of \( B \) have finite degrees in \( H \), it follows that \( Y \) is finite. Set \( u_n \) to be an arbitrarily chosen vertex of \( X - Y \); such a vertex exists because \( X \) is infinite and \( Y \) is finite. Take any \( m \) with \( 0 \leq m < n \). Since \( u_m, u_n \in X \), there exists a vertex \( b_{m,n} \in B \) that is a common neighbor of \( u_m \) and \( u_n \). Moreover, \( b_{m,n} \) is not yet used in any branch set \( \alpha(m') \) for \( m' < n \), because then we would have that \( b_{m,n} \in Z_B \) and \( u_n \) is a common neighbor of \( u_m \) and \( u_n \). Therefore, we can set \( \alpha(n) = \{u_n\} \cup \{b_{m,n}: 0 \leq m < n\} \), which satisfies the required invariant. \( \square \)

**Lemma 4.5** If \( C \) is limit nowhere dense, then \( C \) is strongly uniformly limit quasi-wide with some margin \( s \).

**Proof.** By Lemma 3.1, the assumption is equivalent to the statement that \( \text{Graphs} \notin C^* \cap d \) for every \( d \in \mathbb{N} \). Let then \( \kappa: \mathbb{N} \to \mathbb{N} \) be a function such that \( K_{\kappa(d)+1} \notin C^* \cap d \), for all \( d \in \mathbb{N} \).

Take any graph \( G \in C^* \) and suppose \( W \subseteq V(G) \) is infinite. We inductively define sets \( \emptyset = S_0 \subseteq S_1 \subseteq S_2 \subseteq \ldots \) and \( W = X_0 \supseteq X_1 \supseteq X_2 \supseteq \ldots \) with the following properties:

- \( |S_{d+1} - S_d| \leq \kappa(3d + 1) \), for all \( d \in \mathbb{N} \).
- Each \( X_d \) is infinite, disjoint with \( S_d \), and \( d \)-scattered in \( G - S_d \).

As \( G \) and \( W \) are chosen arbitrarily, the existence of such sets \( (S_d)_{d \in \mathbb{N}} \) and \( (X_d)_{d \in \mathbb{N}} \) shows that \( C \) is strongly uniformly limit quasi-wide with margin \( s(d) = \sum_{i=0}^{d-1} \kappa(3i + 1) \). For the base of the induction, we can take \( S_0 = \emptyset \) and \( X_0 = W \).

Take \( d \in \mathbb{N} \) and suppose that \( S_d \) and \( X_d \) are defined. Let \( G' = G - S_d \); then \( X_d \) is \( d \)-scattered in \( G' \). For \( u \in X_d \), consider the ball \( N_u = N_{G'}^d[u] \). Then the balls \( \{N_u\}_{u \in X_d} \) are pairwise disjoint. For every pair of distinct vertices \( \{u,v\} \subseteq X_d \), color this pair black if \( N_u \) and \( N_v \) are connected by an edge, and white otherwise. Since \( X_d \) is infinite, from Ramsey’s theorem it follows that there is either a white or a black infinite clique, i.e., an infinite subset \( X' \subseteq X_d \) such that either all the pairs of distinct vertices of \( X' \) are colored white, or all of them are colored black. If they were all black, then mapping \( u \to G[N_u] \) for \( u \in X' \) would be a \( d \)-shallow minor model of an infinite clique in \( G \), a contradiction with the assumption that \( C \) is limit nowhere dense. Hence, for every pair of distinct vertices \( u, v \in X' \), there is no edge between the balls \( N_u \) and \( N_v \).

Let us construct a bipartite graph \( H \) as follows: Take \( A = X' \) and \( B = V(G') - \bigcup_{u \in X'} N_u \) to be the sides of the bipartition. For \( u \in A \) and \( v \in B \), put \( uv \in E(H) \) if and only if \( v \) has a neighbor in \( N_u \). As each ball \( N_u \) for \( u \in X' \) has radius at most \( d \), it follows that \( H \) is a \( d \)-shallow minor of \( G \).

Consider the following procedure performed in \( H \). Start with \( Y = A \) and \( R = \emptyset \), and as long as there exists a vertex \( w \in \overline{B - R} \) that has an infinite number of neighbors in \( Y \), add \( w \) to \( R \) and replace \( Y \) with \( Y \cap N_H(w) \). Thus, \( Y \) stays infinite throughout the whole procedure. We claim that the procedure stops after at most \( \kappa(3d + 1) \) steps. Indeed, otherwise at step \( \kappa(3d + 1) + 1 \) we would construct a set \( R \subseteq B \) with \( |R| = \kappa(3d + 1) + 1 \).
and an infinite set $Y \subseteq A$ such that $H[R \cup Y]$ is a biclique. In this biclique, we can find $K_{\kappa(3d+1)+1}$ as a 1-shallow minor. Since $H$ itself is a $d$-shallow minor of $G$, from Lemma 2.2 we would obtain that $K_{\kappa(3d+1)+1}$ is a $(3d+1)$-shallow minor of $G$, a contradiction with the definition of $\kappa(3d+1)$.

Therefore, at the end of the procedure we obtain a set $R \subseteq B$ with $|R| \leq \kappa(3d+1)$ and an infinite set $Y \subseteq A$ such that each vertex of $B - R$ has only a finite number of neighbors in $Y$. Consider $H' = H[Y \cup (B - R)]$. Then $H'$ satisfies the prerequisites of Lemma 4.4. Moreover, $H'$ cannot have $K_\omega$ as a 1-shallow minor, because then, by Lemma 2.2, $G$ would admit $K_\omega$ as a $(3d+1)$-shallow minor, a contradiction with $C$ being limit nowhere dense.

Hence, from Lemma 4.4 we infer that there is an infinite set $Z \subseteq Y$ such that vertices of $Z$ pairwise do not have common neighbors in $H'$. As $Y \subseteq X'$, this means that in $G' - R$ the balls of radius $d$ around vertices of $Z$ are pairwise disjoint, pairwise non-adjacent, and they pairwise do not have common neighbors. We infer that in $G' - R$ the balls of radius $d+1$ around vertices of $Z$ are pairwise disjoint; equivalently, $Z$ is $(d+1)$-scattered in $G' - R$. Hence we can take $X_{d+1} = Z$ and $S_{d+1} = S_d \cup R$. This concludes the induction step. 

We remark that if one is only interested in the implication from limit nowhere denseness to uniform limit quasi-wideness (i.e., without the strongness condition), then there is no need of using the slightly stronger assumption provided by Lemma 3.1 — the assumption $K_\omega \notin C^* \land \omega$ suffices. Namely, in this setting, when constructing $R$ we only need to argue that the procedure stops after a finite number of steps. If the procedure could be performed indefinitely, then it is easy to expose a 1-shallow minor of $K_\omega$ in $H$.

5 Splitter game

In this section we define and study the limit variant of the splitter game, introduced by Grohe et al. [3] in the context of proving fixed-parameter tractability of model checking first order logic on nowhere dense graph classes.

5.1 Definitions

We first recall the definition of the splitter game due to Grohe et al. [3]. Fix some graph $G$ and $\ell, m, d \in \mathbb{N}$. The $(\ell, m, d)$-splitter game on $G$ is a game played by two players: connector and splitter. The game proceeds in $\ell$ rounds. At the beginning of round $i+1$, the game is played on a subgraph $G_i$ of $G$ that we shall call the arena; the game starts with $G_0 = G$. In round $i+1$, connector first picks an arbitrary vertex $v_{i+1} \in V(G_i)$ of the arena. Then, splitter chooses a subset $W_{i+1} \subseteq V(G_i)$ of size at most $m$. The arena gets trimmed to $G_{i+1} = G_i[N_{G_i}^d[v_{i+1}] - W_{i+1}]$; that is, in the next round we consider only vertices that are at distance at most $d$ in $G_i$ from the vertex picked by connector, and moreover the vertices $W_{i+1}$ chosen by splitter are removed. Splitter wins the game if within $\ell$ rounds the arena becomes empty, i.e., $G_{i+1}$ is an empty graph for some $i \leq \ell$, and connector wins otherwise.
A winning strategy for connector is simply a function $\sigma$ that maps sequences of the form

$$(v_1, W_1, v_2, W_2, \ldots, v_i, W_i)$$

to vertices of $G$ such that (i) $\sigma(v_1, W_1, v_2, W_2, \ldots, v_i, W_i)$ is a valid move $v_{i+1}$ for connector; and (ii) by playing $v_{i+1} = \sigma(v_1, W_1, v_2, W_2, \ldots, v_i, W_i)$ in each round, where $v_1, v_2, \ldots, v_i$ and $W_1, W_2, \ldots, W_i$ are previous moves of connector and splitter, respectively, connector wins the $(\ell, m, d)$-splitter game. We similarly define winning strategies for splitter as functions $\tau$ the map sequences of the form

$$(v_1, W_1, v_2, W_2, \ldots, v_i, W_i, v_{i+1})$$
to sets $W_{i+1} \subseteq V(G)$.

We will say that a class $C$ of finite graphs is winning for splitter if for every $d \in \mathbb{N}$, there exist $\ell, m \in \mathbb{N}$ such that splitter has a winning strategy in the $(\ell, m, d)$-splitter game on every graph from $G$. Grohe et al. [3] proved that $C$ is winning for splitter if and only if it is nowhere dense. Our goal now is to give an alternative proof of this result by defining the limit variant of the splitter game, proving its equivalence with the standard variant by the means of Los’s theorem, and then showing that splitter wins in the limit game if and only if the graph class is limit nowhere dense.

Fix some graph $G$ and $d \in \mathbb{N}$. The limit $d$-splitter game has the same rules as the standard $(\ell, m, d)$-splitter game apart from the following differences:

- In splitter’s moves, we require that $W_{i+1}$ is finite (instead of bounding its size by $m$).
- Splitter wins if the arena becomes empty after a finite number of rounds (instead of after at most $\ell$ rounds).

The definitions of strategies for splitter and connector are the same as previously. We say that a class $C$ of finite graphs is limit winning for splitter if for every $d \in \mathbb{N}$, splitter has a winning strategy in the limit $d$-splitter game on every graph from $C^*$.

The following simple observation shows that in fact we can restrict ourselves to the game, where splitter always pick singleton sets $W_i$.

**Lemma 5.1** Let $G$ be a graph. If splitter has a winning strategy in the $(\ell, m, d)$-splitter game on $G$, then she has also a winning strategy in the $(\ell \cdot m, 1, d)$-splitter game on $G$. If splitter has a winning strategy in the limit $d$-splitter game on $G$, then she has also a strategy in this game where in each round she picks $W_i$ of size 1.

**Proof.** Both claims follow from an observation that instead of choosing a set $W$ in some round, splitter can use at most $|W|$ consecutive rounds to choose the vertices of $W$ one by one. The intermediate moves of connector can be ignored because they can only trim further the arena.

Since for $\ell, m, d \in \mathbb{N}$ and a finite graph $G$, the $(\ell, m, d)$-splitter game on $G$ is finite, the fact that splitter does not have a winning strategy in this game implies that connector has one. This statement, however, is not obvious for the limit game. Even though it is not essential for our later reasonings, we state and prove it for the sake of completeness.
Proposition 5.2 Let $G$ be a (possibly infinite) graph and let $d \in \mathbb{N}$. Then splitter has a winning strategy in the $d$-splitter game on $G$ if and only if connector does not have a winning strategy in this game.

Proof. The $d$-splitter game on $G$ can be regarded as a Gale-Stewart game on $A := P_{lm}(V(G))$, the set of finite subsets of $V(G)$, with an open winning condition. Namely, the players alternate choose consecutive entries of a sequence from $A^\omega$. Some moves are invalid for the players: for connector, it is invalid to choose a subset of cardinality different than 1, and for both players it is invalid to choose any vertex outside the current arena. We assume that if some player performs an invalid move, then the game continues indefinitely with this player being the losing one at the end. Let $X_C$ and $X_S = A^\omega - X_C$ be the sets of all sequences from $A^\omega$ that encode the plays winning for connector and splitter, respectively. Then $X_S$ is the set of all the infinite sequences where the first invalid move was performed by connector. It follows that $X_S$ is open in the product topology on $A^\omega$. Hence, the claim follows from Martin’s theorem [5] that states that Gale-Stewart games with a Borel winning condition are determined.

5.2 Linking the standard and limit games

We first prove a simple auxiliary result.

Lemma 5.3 For every $\ell, m, d \in \mathbb{N}$, there exists a first-order sentence $\phi_{\ell,m,d}$ such that, for any graph $G$, $G \models \phi_{\ell,m,d}$ if and only if connector wins in the $(\ell, m, d)$-splitter game on $G$.

Proof. We simply quantify the existence of the strategy for connector. That is, $\phi_{\ell,m,d}$ has $2\ell$ alternating blocks of quantification, where connector’s moves are quantified existentially as single vertices $v_i$, and splitter’s moves are quantified universally as $m$ variables $w_1^1, w_1^2, \ldots, w_1^m$ (not required to be distinct). To verify that the quantified variables form a valid play of the $(\ell, m, d)$-splitter game on $G$, and at the end the arena is non-empty, we use formulas $\psi_i$ for $i = 0, 1, \ldots, \ell$ with the following syntax and semantics: the formula $\psi_i$ has free variables $\{v_j\}_{j \leq i} \cup \{w^q_j\}_{q \leq m, j \leq i} \cup \{x\}$, and is true if and only if $x$ belongs to the arena $G_i$ defined by the previous moves $\{v_j\}_{j \leq i} \cup \{w^q_j\}_{q \leq m, j \leq i}$. We can put $\psi_0 = \top$, and $\psi_{i+1}$ can be defined inductively using $\psi_i$ as follows: $x$ belongs to $G_i$, $x$ is different from all $\{w^q_j\}_{q \leq m}$, and moreover there is a path in $G_i$ of length at most $d$ from $x$ to $v_{i+1}$. Note that here we use formula $\psi_i$ both to say that $x$ belongs to $G_i$, and to verify that the existentially quantified vertices of the path belong to $G_i$.

Lemma 5.4 Let $\mathcal{C}$ be a class of finite graphs. Then $\mathcal{C}$ is winning for splitter if and only if $\mathcal{C}$ is limit winning for splitter.

Proof. Suppose first that $\mathcal{C}$ is winning for splitter. Fix any $d \in \mathbb{N}$. Then there exist $\ell, m \in \mathbb{N}$ such that splitter wins in the $(\ell, m, d)$-splitter game on each graph of $\mathcal{C}$. We claim that splitter wins also in the $(\ell, m, d)$-splitter game on each graph of $\mathcal{C}^*$, so in particular also in the limit $d$-splitter game on each graph of $\mathcal{C}^*$. Indeed, take any graph $H \in \mathcal{C}^*$; then $H$ is a subgraph of a graph of the form $G^* = \prod_{\ell \in \mathbb{N}} G_n$ for some sequence $(G_n)_{n \in \mathbb{N}}$ of graphs from $\mathcal{C}$. To show that splitter wins in the $(\ell, m, d)$-splitter game on
$H$, it suffices to show that she wins in this game on $G^*$, because then the same strategy trimmed to $V(H)$ will work on $H$. However, this follows immediately from Lemma 5.3 and Łoś’s theorem: we have that $G_n \models \neg \phi_{\ell,m,d}$ for all $n \in N$, so by Łoś’s theorem also $G^* \models \neg \phi_{\ell,m,d}$.

Suppose now that $C$ is limit winning for splitter. For the sake of contradiction, suppose $C$ is not winning for splitter. This implies that there exist $d \in N$ and a sequence of graphs $(G_n)_{n \in N}$ such that, for each $n \in N$, connector has a winning strategy $\sigma_n$ in the $(n, 1, d)$-splitter game on $G_n$. Let $G^* = \prod U G_n$. Using $(\sigma_n)_{n \in N}$, we will construct a strategy $\sigma^*$ for connector in the limit $d$-splitter game on $G^*$ that wins with all the strategies of splitter, where splitter uses only singleton sets $W_i$. By Lemma 5.1, this will be a contradiction with $C$ being limit winning for splitter.

Let $(v_1, w_1, v_2, w_2, \ldots, v_i, w_i)$ be the sequence of connector’s and splitter’s moves during the first $i$ rounds of the limit $d$-splitter game on $G^*$. Here, we assume that splitter always answers with singleton sets, so we denote the $j$-th move of splitter as $\{w_j\}$. Recall that $v_j$ and $w_j$ are vertices of $G^*$, which are equivalence classes of relation $\sim_{U}$ on the product $\prod_{n \in N} V(G_n)$. For each $j$, let us fix an arbitrary representative $(v_{j,n})_{n \in N} \in \prod_{n \in N} V(G_n)$ of the equivalence class $v_j$, and similarly let $(w_{j,n})_{n \in N}$ be an arbitrarily chosen representative of $w_j$.

For $n \in N$ and $i < n$, let

$$v_{i+1,n} = \sigma_n(v_{1,n}, w_{1,n}, v_{2,n}, w_{2,n}, \ldots, v_{i,n}, w_{i,n}).$$

For $i \geq n$, define $v_{i+1,n}$ to be an arbitrary vertex of $G_n$. Let us define

$$v_{i+1} = [(v_{i+1,n})_{n \in N}]_{\sim_U}.$$

Note that the definition of $v_{i+1}$ does not depend on the particular choice of representatives $(v_{j,n})_{n \in N}$ and $(w_{j,n})_{n \in N}$, for $j \leq i$. Put

$$\sigma^*(v_1, w_1, v_2, w_2, \ldots, v_i, w_i) = v_{i+1}.$$

It remains to prove that $\sigma^*$ indeed is a strategy that guarantees that connector wins against any strategy of splitter that uses only singleton sets. For this, we need to show that each move $v_{i+1}$ of connector belongs to the arena $G_i$, for all $i \in N$.

To this end, define a first-order formula $\psi_i$ for $i \in N$ as in the proof of Lemma 5.3: $\psi_i$ has free variables $\{v_1, w_1, \ldots, v_i, w_i, x\}$ and is true in $G$, $v_1, w_1, \ldots, v_i, w_i, x$ if and only if $x$ is in arena $G_i$ defined by previous moves $v_1, w_1, \ldots, v_i, w_i$ of connector and splitter. We can put $\psi_0 = T$, and define $\psi_i$ inductively as follows: $x$ belongs to arena $G_i$, is different from $w_{i+1}$, and there is a path in $G_i$ of length at most $d$ from $x$ to $v_{i+1}$. By the definition of $\sigma_n$, we have that

$$G_n, v_{1,n}, w_{1,n}, v_{2,n}, w_{2,n}, \ldots, v_{i,n}, w_{i,n}, v_{i+1,n} \models \psi_i$$

for all $0 \leq i < n$. Therefore, for a fixed $i \in N$ and variable $n \in N$, the above holds $\mu$-almost-everywhere. From Łoś’s theorem we thus infer that

$$G^*, v_1, w_1, v_2, w_2, \ldots, v_i, w_i, v_{i+1} \models \psi_i$$
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for all \( i \in \mathbb{N} \). Hence, for all \( i \in \mathbb{N} \) the \((i + 1)\)-st move of connector is always in the arena \( G_i \), and thus is valid. \( \square \)

We remark that by applying the proof of Lemma 5.4 in both directions, and then Lemma 5.1, we obtain the following corollary: If splitter wins in the limit \( d \)-splitter game on every graph from \( \mathcal{C}^* \), then there is a constant \( \ell \in \mathbb{N} \) such that she wins in the \((\ell, 1, d)\)-splitter game on every graph from \( \mathcal{C}^* \). In other words, the lengths of the game can be bounded universally.

### 5.3 Equivalence with nowhere denseness and quasi-wideness

The proofs in this section are inspired by the analogous proofs for the finite variants, due to Grohe et al. [3].

**Lemma 5.5** If a class of finite graphs \( \mathcal{C} \) is uniformly limit quasi-wide, then \( \mathcal{C} \) is limit winning for splitter.

**Proof.** Fix a graph \( G \in \mathcal{C}^* \) and \( d \in \mathbb{N} \). We give a winning strategy \( \tau \) for splitter in the limit \( d \)-splitter game on \( G \). Suppose \( (v_1, W_1, v_2, W_2, \ldots, v_{i-1}, W_{i-1}, v_i) \) were the previously performed moves in the game. Since connector’s move \( v_i \) is within the arena \( G_{i-1} \) and the arenas in the game form a chain in the subgraph order, for each \( 1 \leq j < i \) there exists a path \( P_{j,i} \) in arena \( G_{j-1} \) that has endpoints \( v_j \) and \( v_i \), and length at most \( d \). Then splitter answers with move \( W_i := (\{v_1\} \cup \bigcup_{0 \leq j < i} V(P_{j,i})) \cap V(G_{i-1}) \); note that thus \( W_i \) is finite and contains \( v_i \).

Suppose that this strategy is not winning for splitter, that is, there exists an infinite sequence \( (v_1, v_2, \ldots) \) of connector’s moves that are always within the arena. Since \( v_i \in W_i \) for each \( i = 1, 2, \ldots \), all \( v_i \)'s are pairwise different. Let \( M = \{v_1, v_2, \ldots\} \); then \( M \) is infinite. As \( G \in \mathcal{C}^* \) and \( \mathcal{C} \) is uniformly limit quasi-wide, there is a finite set \( S \subseteq V(G) \) and infinite subset \( M' \subseteq M - S \) that is \( d \)-scattered in \( G - S \).

For \( n \in \mathbb{N} \), let \( R_n = \bigcup_{1 \leq j < i \leq n} V(P_{j,i}) \). Since \( (R_n)_{n \in \mathbb{N}} \) is an increasing inclusion chain and \( S \) is finite, there exists \( N \in \mathbb{N} \) such that \( S \cap (R_m - R_N) = \emptyset \) for all \( m \geq N \). Note that by the definition of the sets \( W_i \) it follows that \( R_N \cap V(G_N) = \emptyset \). Since \( M' \) is infinite, there exist two distinct indices \( m > n > N \) such that \( v_m, v_n \in M' \). Consider the path \( P_{n,m} \). This path is entirely contained in arena \( G_{m-1} \subseteq G_N \), and hence \( R_N \cap V(P_{n,m}) = \emptyset \). Therefore, \( V(P_{n,m}) \subseteq R_m - R_N \), and hence \( P_{n,m} \) does not traverse any vertex of \( S \). However, \( P_{n,m} \) has length at most \( d \) and connects two different vertices of \( M' \). This is a contradiction with \( M' \) being \( d \)-scattered in \( G - S \). \( \square \)

**Lemma 5.6** If a class of finite graphs \( \mathcal{C} \) is limit winning for splitter, then \( \mathcal{C} \) is limit topologically nowhere dense.

**Proof.** The proof is by the contraposition. Suppose there is \( d \in \mathbb{N} \) such that \( K_\omega \in \mathcal{C}^* \upharpoonright d \). Since \( \mathcal{C}^* \) is closed under taking subgraphs by definition, we have that there is a graph \( H \in \mathcal{C}^* \) such that \( H \) can be obtained from \( K_\omega \) by subdividing each edge at most \( 2d \) times. We now present a strategy for connector in the limit \((4d + 2)\)-splitter game.
Let $A$ be the set of vertices of infinite degree in $H$. Every pair of vertices $\{u, v\} \subseteq A$ can be connected by an infinite family of internally vertex-disjoint paths of length at most $4d + 2$. Hence, for every finite set $W \subseteq V(G)$, all the vertices of $A - W$ belong to the same connected component of $H - W$, and moreover they are pairwise at distance at most $4d + 2$ in $H - W$.

The strategy for connector is as follows: in each round, pick an arbitrary vertex of $A$ that was not chosen by splitter in the previous rounds. Such a vertex always exists, because $A$ is infinite and after any finite number of rounds, only a finite number of vertices have been chosen by splitter. If connector follows this strategy, then the argument of the previous paragraph shows that all the vertices of $A$ apart from the ones chosen by splitter will be always in the arena. Hence the moves of connector will be always valid and the arena will never become empty. 

\[\Box\]

6 Conclusions

All the implications presented in the previous sections, depicted on Figure 1, together prove the following result.

**Theorem 6.1** Let $C$ be a class of finite graphs. The following conditions are equivalent.

(i) $C$ is nowhere dense;

(ii) $C$ is topologically nowhere dense;

(iii) $C$ is limit nowhere dense;

(iv) $C$ is limit topologically nowhere dense;

(v) $C$ is strongly limit quasi-wide with some margin $s$;

(vi) $C$ is strongly uniformly limit quasi-wide with some margin $s$;

(vii) $C$ is limit quasi-wide;

(viii) $C$ is uniformly limit quasi-wide;

(ix) $C$ is winning for splitter.

(x) $C$ is limit winning for splitter.

Moreover, if $C$ is hereditary, then the following conditions are also equivalent with the ones above:

(xi) $C$ is quasi-wide with some margin $s$;

(xii) $C$ is uniformly quasi-wide with some margin $s$;

Thus, the proof of Theorem 6.1 gives also an alternative proof of the existing results of the theory of sparse graphs, namely the equivalence of
(a) (topological) nowhere denseness of $\mathcal{C}$;

(b) (uniform) quasi-wideness of $\mathcal{C}$;

(c) $\mathcal{C}$ being winning for splitter.

The main advantage of the presented technique is that it simplifies the conceptually difficult part of the reasoning. One could argue that the direct proofs in the standard setting are technical translations of more natural reasonings about properties of infinite graphs. However, this translation using Łoś’s theorem, while usually being conceptually straightforward, requires some technical effort and can lead to caveats, as is the case for quasi-wideness.

Another drawback of the presented methodology is that it is inherently non-constructive and can give only qualitative results. In a direct proof in the standard setting, say of the equivalence between nowhere denseness and quasi-wideness, one can usually trace the relation between the parameters of the notions involved. Proofs that use Łoś’s theorem and a reasoning in the limit setting can only prove the existence of some finite parameters, and cannot be leveraged to show any bounds on their magnitudes.

As for the future work, there are multiple other, equivalent definitions of nowhere denseness that use edge density in shallow minors of $\mathcal{C}$, or various parameters connected to coloring and ordering graphs from $\mathcal{C}$ [6]. In these cases, it is most common that nowhere denseness of $\mathcal{C}$ is equivalent to a bound of the form $p(G) \leq |V(G)|^\varepsilon$, where $p(\cdot)$ is a relevant graph parameter, holding for every $\varepsilon > 0$ and a sufficiently large graph $G \in \mathcal{C}$. Definitions of these form can be in principle translated to the ultraproduct setting using non-standard arithmetics, but we failed to observe any conceptual gain that would emerge from such considerations. Therefore, it remains open to find a meaningful extension of the presented methodology to these quantitative definitions of nowhere denseness.

As noted in the related work section of the introduction, the paper [1] of Adler and Adler provides a link between the theory of sparse graphs with model theory, by observing that the notion of (topological) nowhere denseness parallels the notion of superflatness from model theory (see related work in Section 1). Our paper studies another such link, via ultralimits. Namely, a class of finite graphs $\mathcal{C}$ is nowhere dense if and only if every ultraproduct of graphs from $\mathcal{C}$ is superflat (cf. Lemma 3.2). In particular, if $\mathcal{C}$ is nowhere dense, then every ultraproduct of graphs from $\mathcal{C}$ is stable, by the results of Podewski and Ziegler.

As suggested in the paper of Adler and Adler [1], it would be interesting to see whether stability theory could be used to obtain results about sparse graphs – in particular, algorithmic results. It is known from [3] that every first-order property can be evaluated in almost linear time on graphs from a nowhere dense class, in a uniform way, formalized by using the notion of Fixed Parameter Tractability. Generalizing this to classes which are not nowhere dense is a big challenge which requires considering classes which are not closed under subgraphs (indeed, it is observed in [4] that if a class of graphs is closed under subgraphs and is not nowhere dense, then evaluation of first-order formulas is not Fixed Parameter Tractable, assuming $\text{FPT} \neq \text{AW}[\ast]$). Perhaps the links with stability theory using ultralimits can help develop such a notion.
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