Counting gluings of octahedra
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Abstract

Three–dimensional colored triangulations are gluings of tetrahedra whose faces carry the colors 0, 1, 2, 3 and in which the attaching maps between tetrahedra are defined using the colors. This framework makes it possible to generalize the notion of two–dimensional 2p–angulations to three dimensions in a way which is suitable for combinatorics and enumeration. In particular, universality classes of three–dimensional triangulations can be investigated within this framework. Here we study colored triangulations obtained by gluing octahedra. Those which maximize the number of edges at fixed number of octahedra are fully characterized and are shown to have the topology of the 3–sphere. They are further shown to be in bijection with a family of plane trees. The enumeration is performed both directly and using this bijection.

1 Introduction

Combinatorial maps are proper embeddings of graphs into surfaces and can be thought of as discretizations of surfaces. They have been the subject of numerous studies since the seminal works of Tutte, with a special focus on the enumeration of maps. Here we are interested in the extension of this framework to three dimensions. Combinatorial maps can be built by gluing polygons: triangles, quadrangles and so on. In higher dimensions, one is interested in gluing tetrahedra or other three–dimensional building blocks.

Several approaches exist to enumerate and study properties of maps: Tutte’s recursive approach [1], matrix models developed by physicists [2], bijections with labeled trees [3, 4],
the topological recursion [5], etc. Most of them do not exist or are very little developed in the three–dimensional case. For instance, the approach via matrix models generalize to tensor models [6, 7]. However, some powerful methods used to study matrix models, such as orthogonal polynomials, are not available to tensor models. This calls for more direct combinatorial approaches.

Interest in tensor models (initially introduced by physicists [8]) and enumeration of higher–dimensional “maps” was revived through the idea of considering colored triangulations (by triangulations in three–dimensions we mean gluings of tetrahedra). Colored triangulations have been introduced and studied in topology as a graph–theoretical representation of PL–manifolds for quite some time already (see [9, 10] and further references therein). We will briefly recall in Section 2 the equivalence between colored triangulations and a family of edge–colored graphs. This equivalence is the reason why colored triangulations seem better suited to the combinatorial analysis of three–dimensional structures than other families of gluings of tetrahedra. However, they had not been considered as combinatorial objects to be enumerated yet.

Numerous families of combinatorial maps have been defined, for instance with constraints on the degrees of faces (faces are the complements of the 1-skeleton graph and are homeomorphic to discs). Enumeration projects aim in particular at identifying the universality class of each family of maps of interest (see [2] for numerous calculations of critical exponents). Colored triangulations also provide a framework suitable to the investigation of universality classes. Colored tetrahedra can indeed be glued together to form objects with boundary which can in turn be used as new building blocks, as for instance an octahedron made of eight internal tetrahedra. Closed (pseudo–)manifolds are then generated by gluing copies of that octahedron. This way, families of colored triangulations built from gluings of only certain building blocks can be defined and studied. We call such building blocks bubbles.

Combinatorial maps are typically classified by the genus of the corresponding surface. For $p$–angulations, i.e. maps whose faces have degree $p$, the number of edges and the number of faces are not independent. Therefore, at fixed number of faces, the genus is linearly equivalent to the number of vertices of the map. In particular, planar $p$–angulations can be seen as those which maximize the number of vertices at fixed number of edges. There also is a geometrical aspect to it. Consider indeed a triangulation as made of equilateral and flat triangles. This endows the map with a geometry whose curvature lies on the vertices. In higher dimensions, following the idea of Regge calculus [11], a gluing of tetrahedra gets a geometry by declaring all tetrahedra regular and flat, and curvature lies around the edges. We will thus be interested in three–dimensional colored triangulations, obtained from gluing certain building blocks (octahedra, here), which maximize the number of edges.

This problem has been solved for very few families of building blocks. To grasp the difficulty, it must be noted that there is a classification of colored triangulations with respect to Gurau’s degree $\omega(T)$, by Gurau and Schaeffer [12],

$$\omega(T) = \frac{3}{2} t(T) + 3 - e(T) \geq 0,$$  \hspace{1cm} (1)
where \( t(T), e(T) \) are the numbers of tetrahedra and edges of the colored triangulation \( T \). The main theorem [13] is that \( \omega(T) \) is a non-negative integer, providing a linear bound on the number of edges of \( T \) at fixed number of tetrahedra. However, \( \omega(T) = 0 \) imposes severe restrictions, described at length in [14], which enforce a series-parallel structure on those triangulations called melonic. Moreover, melonic triangulations can only be built from specific building blocks, called melonic bubbles, which are 3-balls made of tetrahedra glued in a series-parallel way [15].

However, if melonic building blocks are not used, it is expected from [12] that not only are there no triangulations of vanishing degree, but there are no infinite families of triangulations at fixed degree. This is because gluing non-melonic bubbles does not grow as many edges as it does with melonic ones. One therefore expects the existence of a modified degree with a balance between the numbers of tetrahedra and edges which depends on the choice of bubble. Several strategies to prove this and mostly find examples where the modified degree can be written explicitly are exposed in [7]. So far, this has worked for building blocks of either arbitrary size (number of tetrahedra) but very simple structures, or for explicit building blocks with at most six tetrahedra. In the latter case, the working strategy was a generic bijection which turns colored triangulations into edge-colored maps with prescribed submaps (reminiscent of hypermaps). It was introduced in [16].

An octahedron can be built by gluing eight colored tetrahedra, as shown in Figure 3. It can then be used as a building block (bubble) and we will here study the triangulations obtained by gluing octahedra together. More precisely we will characterize the gluings which maximize the number of edges, show that they have the topology of the 3-sphere and enumerate them. As it turns out, they form a family in bijection with trees. At the end of the day, the universality class of trees is the only one which has been found in three-dimensional colored triangulations yet.

The organization is as follows. In Section 2 we provide all the necessary definitions. We define colored triangulations, bubbles and more particularly the octahedral bubble. We further recall that colored triangulations can be represented as regular edge-colored graphs. In Section 3 we introduce our working representation, based on [16], which turns colored triangulations into hybrid objects made of two types of vertices: black vertices equipped with a cyclic order of their incident edges, and square-vertices which are specific cycles of length four. The bijection is given by Theorem 6 in Section 3.2. This representation makes it easier to count the edges of the colored triangulations. In Section 4 we prove our main result, Theorem 15, which characterizes the triangulations maximizing the number of edges, in the representation of Section 3 and then as edge-colored graphs. Section 5 shows that they are 3-spheres. Finally, the enumeration is performed in Section 6, where a simple bijection with trees is also briefly presented.

2 Gluings of octahedra

Colored triangulations in three dimensions consist of gluings of colored tetrahedra. A tetrahedron is said to be colored when its faces are labeled with the colors 0, 1, 2, 3. Those colors are used to define the attaching maps between tetrahedra. Indeed, first observe
Figure 1: This is a colored tetrahedron with faces colored 0, 1, 2, 3. Edges and vertices are respectively identified by induced pairs and triples of colors.

Figure 2: Colors provide an unambiguous attaching constraint: one glues two tetrahedra of opposite orientations along a face such that all induced colorings of the sub–simplices are preserved.

that all sub–simplices of a single tetrahedron can be uniquely identified by sets of colors. Obviously, the triangles carry the colors 0, 1, 2, 3. Moreover, an edge is shared by two triangles, say of colors $a$ and $b$, so that the edge is identified by the pair of colors $(ab)$ (the order does not matter). Similarly, a vertex of the tetrahedron is shared by three triangles say of colors $a, b, c$ (or equivalently by three edges with pairs of colors $(ab), (bc), (ca)$) and is thus completely identified by the triple of colors $(abc)$ (again, the order does not matter). This is represented in Figure 1.

Two tetrahedra of opposite orientations can then be glued unambiguously along a given face: it is the gluing which preserves all induced colorings of sub–simplices. One matches the faces of color $a \in \{0, 1, 2, 3\}$ of both tetrahedra so that the edges of colors $(ab)$ for all $b \neq a$ are two by two identified, and so are the three vertices of colors $(abc)$ for all $b, c \neq a$. This is pictured in Figure 2.

To study the universality classes of triangulations, it is necessary to introduce subsets of triangulations. The subset of interest in the present article is based on gluings of octahedra. An octahedron can be formed by gluing eight colored tetrahedra as in Figure 3, using the attaching maps described above, and such that the eight triangles on the boundary all have the color 0. Each colored tetrahedron is thus glued to three others, along its triangles of colors 1, 2, 3. There are six inner edges. Following Figure 3, the octahedron can be thought of as a gluing of two up and down pyramids. The base of the pyramids consists of triangles of color 1 with four inner edges of colors (12) and (13) alternating. The heights of both pyramids are edges of colors (23). The octahedron is
symmetric under permutations of the colors 1, 2, 3.

**Definition 1.** The set $G$ denotes the subset of connected colored triangulations obtained by gluing copies of the octahedron of Figure 3.

Colored triangulations have a major combinatorial advantage: they can be represented by graphs with colored edges. The graph corresponding to a triangulation is simply obtained by taking the 1–skeleton of the dual. The 1–skeleton of the dual to a colored tetrahedron is simply a vertex with four incident edges (one for each triangle). Each edge is dual to a triangle and therefore comes with a color, as represented by the dashed edges of Figure 1. As shown in Figure 2, the gluing of two tetrahedra along a triangle of color $a$ is represented dually by an edge joining the two vertices dual to the tetrahedra. That edge carries the color $a$ of the triangle.

This way one obtains graphs which are: bipartite (due to gluings of tetrahedra with opposite orientations) with black and white vertices, regular of degree 4 (since a tetrahedron has four triangles), and such that the four colors are incident exactly once to each vertex. We simply call those graphs colored graphs in the remaining. Thanks to the edge coloring, a colored graph has all the information necessary to reconstruct the corresponding colored triangulation. In particular, cells of dimension $3 - k$ labeled by $k$ colors $a_1, \ldots, a_k$ are represented in the graph as maximally connected components whose edges only have the colors $a_1, \ldots, a_k$.

A bubble is a maximally connected sub–graph with the colors 1, 2, 3, but not 0. Obviously, all colored graphs are obtained by considering arbitrary (finite) subsets of bubbles and adding the color 0 to connect white to black vertices. Colored graphs with constrained bubbles are a generalization of combinatorial maps with constrained face degrees. A bubble can be seen as a building block and one is interested in the universality classes of the triangulations obtained by gluing bubbles which are chosen in a finite set.
The octahedron of Figure 3 can be described as a bubble denoted $B$, by taking the 1–skeleton of the dual and ignoring the triangles of color 0 (since they are not glued),

\[ B = \text{[diagram]} \]

The bubble $B$ simply comes from redrawing the red edges in a more readable fashion.

**Proposition 2.** The set $\mathcal{G}$ of gluings of octahedra can be equivalently thought of as the set of connected colored graphs built from gluing copies of $B$ via edges of color 0 between all black and white vertices\(^1\).

From now on we call colored triangulations or graphs the elements of $\mathcal{G}$. Our goal is to find those which maximize the number of edges as triangulations, and for fixed number of octahedra. Edges of a triangulation have pairs of colors. Each octahedron brings six edges with labels $(ab)$ for $a, b \in \{1, 2, 3\}$. The remaining edges have color type $(0a)$ for $a = 1, 2, 3$. They are the ones which are not fixed by the number of octahedra and that we want to maximize.

By duality, edges of the triangulation are represented by maximally connected components with pairs of colors in the colored graphs. They are obviously bicolored cycles with alternating colors. Therefore, we want to maximize the number of bicolored cycles with colors $(0a)$ at fixed number of bubbles.

**Definition 3.** We call a bicolored cycle with colors $(0a)$ a face of color $a$. For $G \in \mathcal{G}$ we denote $F_a(G)$ the number of faces of color $a$, $a \in \{1, 2, 3\}$, and $F(G) = F_1(G) + F_2(G) + F_3(G)$ the total number of faces. Maximizing the number of edges of a triangulation is equivalent to maximizing the number of faces of the corresponding colored graph.

Let us look at the colored graphs with a single bubble. They are obtained by adding edges of color 0 between the black and white vertices of $B$. There are $4! = 24$ ways to do so (ignoring symmetries), but not all of them maximize the number of faces. It can be checked explicitly that in order to maximize the number of faces, one must add the edges of color 0 parallel to the edges of a chosen color $a = 1, 2, 3$. Consequently, three graphs

\(^1\)The bubbles and vertices of each graph are not labeled.
with a single bubble maximize the number of faces,

\[
\begin{array}{c}
\begin{align*}
1 & 1 & 1 & 1 \\
3 & 3 & 3 & 3 \\
2 & 2 & 2 & 2 \\
3 & 3 & 3 & 3 \\
2 & 2 & 2 & 2 \\
1 & 1 & 1 & 1
\end{align*}
\end{array}
\begin{array}{c}
\begin{align*}
1 & 1 & 1 & 1 \\
3 & 3 & 3 & 3 \\
2 & 2 & 2 & 2 \\
3 & 3 & 3 & 3 \\
2 & 2 & 2 & 2 \\
1 & 1 & 1 & 1
\end{align*}
\end{array}
\begin{array}{c}
\begin{align*}
1 & 1 & 1 & 1 \\
3 & 3 & 3 & 3 \\
2 & 2 & 2 & 2 \\
3 & 3 & 3 & 3 \\
2 & 2 & 2 & 2 \\
1 & 1 & 1 & 1
\end{align*}
\end{array}
\]

From here onwards, edges of color 0 are represented with dashed edges. If the edges of color 0 are parallel to those of color \( a \), there are 4 faces of colors \((0a)\), 2 faces of colors \((0b)\) and 2 faces of colors \((0c)\) for the complementary colors \(\{b,c\} = \{1, 2, 3\} \setminus \{a\}\), leading to a total of 8 faces.

For colored triangulations \(T\) built from gluings of a given bubble \(B\) made of \(2p\) tetrahedra, Gurau’s degree (1) can be adapted and takes the form

\[
\omega_B(T) = \frac{p-1}{p} t(T) + 3 - e_0(T),
\]

where \(e_0(T)\) is the number of edges of color type \((0a)\) for all \(a \in \{1, 2, 3\}\) (i.e. the number of faces of the corresponding colored graph). However, when \(B\) is non–melonic, \(T\) cannot grow as many edges as in a melonic triangulation. One therefore expects the existence of \(s_B < (p-1)/p\) such that the modified degree

\[
\tilde{\omega}_B(T) = s_B t(T) + 3 - e_0(T)
\]

is still a non–negative integer. With eight tetrahedra, \(p = 4\) and \((p-1)/p = 3/4\), while we will find that \(\tilde{\omega}_B(T)\) is still non–negative for \(s_B = 5/8 < 3/4\). In particular for the graphs in (3), the number of tetrahedra is \(t(T) = 8\) and \(e_0(T) = F(T) = 8\), confirming \(\tilde{\omega}_B(T) = 0\). Moreover, all \(s > 5/8\) would make \(\tilde{\omega}(T)\) negative for an infinite number of \(T\). This will be a consequence of Theorem 15.

### 3 Another representation

#### 3.1 The new objects

A map is a graph equipped with a rotation system, i.e. a cyclic ordering of the edges incident to each vertex. A corner is a pair of consecutive edges around a vertex and it can be oriented say counter–clockwise. This gives rise to the notion of faces, which are cycles obtained by following the edges and the corners to go from one edge to another at a vertex.

**Definition 4.** We consider the following set \(\mathcal{M}\) of connected graphs made of
• cycles of length four with alternating colors 1, 2, 1, 2. We call those cycles square–vertices.

• black vertices of arbitrary (finite) degrees, every one of them being equipped with a cyclic ordering of its incident edges,

• edges connecting black vertices to square–vertices, so that the four vertices inside each square–vertex are connected to black vertices.

We call the edges and vertices of the square–vertices inner edges and inner vertices and we simply use edges for those which connect black vertices to inner vertices.

While the orders of the incident edges at black vertices matter, there is no order around inner vertices. We can therefore always represent square–vertices as squares with four exterior edges.

\[
\begin{array}{c}
\begin{array}{c}
\text{2} \\
\text{1}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{1} \\
\text{2}
\end{array}
\end{array}
\] 

(6)

An element \( M \in \mathcal{M} \) is a sort of hybrid between a graph and a map. It has two distinguished subgraphs which are maps and come from the colored structure of square–vertices. The map \( M^{(1)} \) of color 1 (respectively \( M^{(2)} \) of color 2) is obtained by deleting all inner edges of color 2 (respectively of color 1) from all square–vertices of \( M \). \( M^{(1)} \) and \( M^{(2)} \) are maps because after deleting the edges of color 2 (or 1), each inner vertex is bivalent and there is a unique cyclic order between its incident edge and inner edge.

**Definition 5.** The faces of \( M \in \mathcal{M} \) are defined as the faces of \( M^{(1)} \) and \( M^{(2)} \) as well as the black vertices.

The map \( M^{(1)} \) (or \( M^{(2)} \)) consists of the edges of \( M \) and the inner edges of color 1 (or 2). We can thus think of the edges of \( M \) as carrying the pair of colors (12) and of \( M^{(1)} \) (or \( M^{(2)} \)) as the map which has all the edges carrying the color 1 (or 2). The reason we consider black vertices as faces in addition is that no edges nor inner edges carry the color 3. Thus we could define a map \( M^{(3)} \) obtained by erasing all edges and inner edges which do not have the color 3, i.e. all of them. This way \( M^{(3)} \) would consist of isolated black vertices, each with an external face around it.

As outlined before, after deleting the inner edges of a given color, the inner vertices become bivalent. We can therefore remove them and merge their incident edge and inner edge. This way, the square–vertex of (6) becomes \( \begin{array}{c}
\begin{array}{c}
\text{1} \\
\text{2}
\end{array}
\end{array} \) in \( M^{(1)} \) and \( \begin{array}{c}
\begin{array}{c}
\text{2} \\
\text{1}
\end{array}
\end{array} \) in \( M^{(2)} \). As a consequence, the map \( M^{(c)} \), \( c = 1, 2 \), has \( 2b \) edges and \( V \) vertices, if \( b \) is the number of square–vertices of \( M \) and \( V \) its number of black vertices.
Let us give some examples with a single square–vertex. Those which maximize the number of faces are the following

The left one is a tree (with one square–vertex and four leaves). Its submap $M^{(1)}$ has two disconnected edges of color 1, hence two faces of color 1, and similarly for the color 2. There are four black vertices, hence a total of eight faces. The middle one has four faces of color 1 ($M^{(1)}$ has two disconnected loops), two faces of color 2 ($M^{(2)}$ has two vertices and two parallel edges joining them), plus two black vertices, giving eight faces again. The one on the right is obtained by permuting the colors 1 and 2.

By contrast, the following element of $\mathcal{M}$ only has six faces,

since both $M^{(1)}$ and $M^{(2)}$ consist of an edge and a loop attached at one end, giving rise to two faces (plus two black vertices).

3.2 The bijection

**Theorem 6.** There is a bijection between $\mathcal{G}$ and $\mathcal{M}$ which maps bubbles to square–vertices, faces of color 1 (respectively of color 2) to faces of $M^{(1)}$ (respectively $M^{(2)}$) and faces of color 3 to black vertices (it therefore preserves the numbers of faces as defined in 3 and 5).

**Proof.** We are going to show that elements of $\mathcal{G}$ and $\mathcal{M}$ can be described by the same system of permutations with the same symmetries. Let us start with $\mathcal{G}$.

**Elements of $\mathcal{G}$ as orbits of permutations.**

Let $G \in \mathcal{G}$ with $b$ bubbles (i.e. $b$ copies of $B$). It can be described through one permutation per color which sends white vertices to black vertices. To make it explicit, consider a labeling of the vertices of $B$, $\{1_o, 1_\star, 2_o, 2_\star, 3_o, 3_\star, 4_o, 4_\star\}$ where

- $i_o, i_\star$ are respectively white and black vertices connected by the color 3,
• the vertices $1_\circ, 1_\bullet$ are connected to $2_\bullet, 2_\circ$ by edges of color 1,
• the vertices $1_\circ, 1_\bullet$ are connected to $4_\bullet, 4_\circ$ by edges of color 2.

We refer to this labeling of $B$ as the standard labeling.

The bubble $B$ is then encoded in three permutations $\tau^{(1)}, \tau^{(2)}, \tau^{(3)}$. The permutation $\tau^{(c)}$ maps each white vertex to the black vertex it is connected to by the color $c = 1, 2, 3$. Using the cycle notation for permutations,

$$\tau^{(1)} = (12)(34), \quad \tau^{(2)} = (14)(23), \quad \tau^{(3)} = \text{id}$$

Label now the bubbles of $G$ from 1 to $b$. Using a standard labeling on each copy of $B$ in $G$ induces a labeling of the vertices of $G$, $\{i_{on}, i_{\bullet n}\}$ for $i = 1, 2, 3, 4$ and $n = 1, \ldots, b$. We also denote $V = \{i_n\}$ the set of labels and $|V| = 4b$ is the number of, say, white vertices of $G$. The structure of $G$ is then determined by permutations $\tau^{(c)}_G : V \to V$ which are obtained by concatenating the $b$ copies of $\tau^{(c)}$ for each color $c = 1, 2, 3$,

$$\tau^{(1)}_G = \prod_{n=1}^{b} (1n2n)(3n4n), \quad \tau^{(2)}_G = \prod_{n=1}^{b} (1n4n)(2n3n), \quad \tau^{(3)}_G = \text{id}_V$$

and adding a permutation $\tau^{(0)}_G : V \to V$ which maps the label of a white vertex to the label of the black vertex it is connected to by an edge of color 0 in $G$.

Clearly, the four permutations $(\tau^{(0)}_G, \tau^{(1)}_G, \tau^{(2)}_G, \tau^{(3)}_G)$ determine $G$. However, $G$ can be described by several such sets of permutations. Indeed, for each copy of $B$ in $G$, there are four standard labelings determined by the four possible choices for, say, the first white vertex $1_{on}$ of the $n$–th bubble. There is thus a group of symmetry which transforms $(\tau^{(0)}_G, \tau^{(1)}_G, \tau^{(2)}_G, \tau^{(3)}_G)$ through those re–labelings. For the bubble $n \in \{1, \ldots, b\}$, if $1_{on}$ is redefined to be $2_{on}$, then the labeling being standard imposes

$$1_{on} \to 2_{on}, \quad 2_{on} \to 1_{on}, \quad 3_{on} \to 4_{on}, \quad 4_{on} \to 3_{on}.$$  

It is thus generated by $\gamma_{2n} = (1n2n)(3n4n)$ (and the identity on the labels of the other bubbles), which acts on $(\tau^{(0)}_G, \tau^{(1)}_G, \tau^{(2)}_G, \tau^{(3)}_G)$ by conjugation on the four permutations. Since the labeling of the bubble $n$ is still standard, the permutations $\tau^{(1)}_G, \tau^{(2)}_G, \tau^{(3)}_G$ are unchanged (as can be checked by direct calculation). However, the conjugation affects $\tau^{(0)}_G$. 
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If one redefines $1_{on}$ to be $3_{on}$, the transformation is generated by $\gamma_{3n} = (1_n 3_n)(2_n 4_n)$ which also commutes with, and thus does not affect $\tau_G^{(1)}, \tau_G^{(2)}, \tau_G^{(3)}$. Similarly $\gamma_{4n} = (1_n 4_n)(2_n 3_n)$ generates the transformation to the standard labeling where $1_{on}$ becomes $4_{on}$ and does not change $\tau_G^{(1)}, \tau_G^{(2)}, \tau_G^{(3)}$. The group

$$\Gamma = \Gamma_1 \times \cdots \times \Gamma_b \quad \text{with } \Gamma_n = \langle \gamma_{2n}, \gamma_{3n}, \gamma_{4n} \rangle \quad \text{for } n = 1, \ldots, b \quad (13)$$

is the group of standard relabelings of the bubbles of $G$. It is a subgroup of $S_{|V|}$ the group of permutations on $V$.

In addition, the labeling of the bubbles from $1$ to $b$ can be changed at fixed $G$ while preserving the standard labelings. These transformations are generated by the symmetric group $S_b$ which acts as follows

$$\pi \in S_b : V \rightarrow V, \quad i_n \mapsto i_{\pi(n)} \quad (14)$$

which makes it a subgroup of $S_{|V|}$. Again, those transformations do not change $\tau_G^{(1)}, \tau_G^{(2)}, \tau_G^{(3)}$ which are therefore independent of $G$ and always given by (11). They are instead characteristic of the set $G$ and we denote them $\tau_G^{(1)}, \tau_G^{(2)}, \tau_G^{(3)}$ from now on.

$S_b$ and $\Gamma$ are both subgroups of $S_{|V|}$ and their product also is a subgroup, the one generated by $S_b$ and $\Gamma$, which we denote

$$\tilde{\Gamma} = \langle S_b, \Gamma \rangle . \quad (15)$$

A graph $G$ is thus an orbit $\{\gamma \tau_{(0)} \gamma^{-1}\}_\gamma \in \tilde{\Gamma}$, with an additional constraint on $\tau_{(0)} \in S_{|V|}$ so that it reconstructs a connected $G \in \mathcal{G}$. Connectedness of $G$ means that there is a path going from white to black to white vertices and so on between any two vertices of $G$. Going from a white to a black vertex is performed by an iteration of one of the four permutations $\tau_{(0)}, \tau_{(c)}$, $c = 1, 2, 3$ (and from a black to a white vertex is performed by the inverse permutations). Therefore the constraint on $\tau_{(0)}$ is that the group generated by $\tau_{(0)}, \tau_{(1)}^{(0)}, \tau_{(2)}^{(0)}, \tau_{(3)}^{(0)}$ acts transitively on $V$.

Furthermore, it is immediate to see that the faces of color $a = 1, 2, 3$ are the cycles of $\tau_{(0)}^{(a)} \tau_{(a)}^{-1}$. The number of such cycles $C(\tau_{G}^{(a)} \tau_{(a)}^{-1})$ is clearly invariant along the orbit generated by $\tilde{\Gamma}$, as expected and

$$F(G) = C(\tau_{G}^{(0)} \tau_{G}^{(1)}^{-1}) + C(\tau_{G}^{(0)} \tau_{G}^{(2)}^{-1}) + C(\tau_{G}^{(0)} \tau_{G}^{(3)}^{-1}). \quad (16)$$

**Elements of $\mathcal{M}$ as orbits of permutations.**

Let $M \in \mathcal{M}$ and label the square–vertices of $M$ from $1$ to $b$. We define a standard labeling of $M$ as a labeling of the edges of $M$ such that for each square–vertex of label $n$,

- the four incident edges receive the labels $(1_n, 2_n, 3_n, 4_n)$
- $1_n$ is connected to $2_n$ by an inner edge of color $1$,
- $1_n$ is connected to $4_n$ by an inner edge of color $2$. 
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The standard labeling puts for instance the label $1_n$ on the top–left edge of (6) and $2_n, 3_n, 4_n$ counter–clockwise. The edges of $M$ are thus labeled by the elements of $V = \{i_n\}_{i \in \{1, 2, 3, 4\}, n = 1, \ldots, b}$.

We define $\sigma_M$ as for ordinary combinatorial maps. Each black vertex of $M$ is equipped with a cyclic order of its incident edges. This gives a cyclic order of the corresponding labels which provides a cycle to $\sigma_M$.

While $\sigma_M$ is sufficient to reconstruct $M$, several permutations correspond to the same $M$. For each square–vertex, there are four standard labelings. From a given one, the other three are obtained by permuting the labels $(1_n, 2_n, 3_n, 4_n)$ via $\gamma_2, \gamma_3, \gamma_4$ precisely. Those permutations generate $\Gamma_n$ and act by conjugation on $\sigma_M$, as well as $\Gamma$ defined in (13). One can also relabel the $b$ square–vertices using a permutation in $S_b$. Therefore the group of symmetry is $\Gamma$ and $M$ is an orbit $\{\gamma \sigma_M \gamma^{-1}\}_{\gamma \in \Gamma}$, with an additional constraint on $\sigma_M \in S_{|V|}$ to ensure connectedness. Let us assume for a moment that the connectedness constraint is the same as for $\tau$ for graphs in $G$. This provides a bijection between $G$ and $M$.

The permutations $\sigma_M$ and $\tau_G^{(0)}$ are defined over $V = \{i_n\}_{i \in \{1, 2, 3, 4\}, n = 1, \ldots, b}$ where $b$ is in one case the number of square–vertices and in the other case the number of bubbles. The number of square–vertices in $M$ thus corresponds to the number of bubbles in $G$.

Black vertices are in correspondence with cycles of $\sigma_M$. Since $\tau_G^{(3)}$ is the identity on $V$, one can interpret black vertices as cycles of $\sigma_M \tau_G^{(3)-1}$. By replacing $\sigma_M$ with a corresponding $\tau_G^{(0)}$ (in the same orbit and thus having the same cycle structure), one finds that the black vertices of $M$ correspond to the faces of color 3 of $G$.

One needs to identify the faces of the submaps $M^{(1)}, M^{(2)}$. Faces of $M^{(1)}$ follow consecutively the corners of black vertices and the corners of color 1 of the square–vertices. Corners of black vertices correspond to the action of $\sigma_M$. Corners of color 1 on square–vertices are obtained by deleting the inner edges of color 2 in each square–vertex. These corners are thus given by the permutation $(1_n 2_n)(3_n 4_n)$ for the square–vertex $n$. Therefore, a face of $M^{(1)}$ is a cycle of $\sigma_M \tau_G^{(1)-1}$. Similarly, the faces of $M^{(2)}$ are the cycles of $\sigma_M \tau_G^{(2)-1}$.

Replacing $\sigma_M$ with $\tau_G^{(0)}$ in the same orbit does not change the number of such cycles. This gives a one–to–one correspondence between faces of $M^{(1)}$ and faces of color 1 in $G$ (and faces of $M^{(2)}$ and faces of color 2 in $G$).

Finally, connectedness of $M$ means that there is a path between any two edges of $M$. Such paths consist of corners around black vertices (action of $\sigma_M$) and corners of square–vertices (action of $\tau_G^{(1)}$ and $\tau_G^{(2)}$). The orbit $\{\gamma \sigma \gamma^{-1}\}_{\gamma \in \Gamma}$ thus reconstructs a connected $M$ if and only if the group generated by $\sigma, \tau_G^{(1)}, \tau_G^{(2)}$ acts transitively on $V$. Together with the fact that $\tau_G^{(3)} = \text{id}_V$, this is a the same constraint as for $G$. \qed
4 Maximizing the number of faces

4.1 Trees

Definition 7. We say $M \in \mathcal{M}$ is a tree if its edges (not inner edges) are all bridges. Equivalently, it is a tree if the graph obtained by replacing square-vertices with ordinary vertices of degree four is a tree in the ordinary sense.

Proposition 8. Let $T \in \mathcal{M}$ be a tree with $b(T)$ square-vertices. Its number of faces is $F(T) = 5b(T) + 3$.

Proof. The formula is true for the unique $T$ with $b(T) = 1$, as shown in (7). Let $T \in \mathcal{M}$ be a tree with $b(T) \geq 2$ and assume that the formula is true for all $b(T') < b(T)$. $T$ being a tree contains a square-vertex $v_\square$ incident to three leaves $v_1, v_2, v_3$, and a fourth edge incident to a black vertex $\bar{v}$ which is not a leaf. Consider the tree $T'$ obtained from $T$ by removing $v_\square$ and its four incident edges. It satisfies $b(T') = b(T) - 1$, so that $F(T') = 5b(T) - 2$ from the induction hypothesis. We then compare directly the number of faces lost from $T$ to $T'$. The map $T^{(1)}$ has a face going around, say, $v_1$ and $v_2$, and another one passing by $\bar{v}$ and all around $v_3$ back to $\bar{v}$, as indicated by the dotted lines below.

$$T'$$

The map $T'^{(1)}$ loses the face around $v_1$ and $v_2$ but the other one just gets shorter as it does not go around $v_3$ anymore. Therefore $F(T'^{(1)}) = F(T^{(1)}) - 1$, and similarly for $T^{(2)}$. Each black vertex being counted as a face, three of them are lost from $T$ to $T'$, so that $F(T) = F(T') + 5$, which concludes the induction.

4.2 Edge unhooking

If an edge is not a bridge, it can be unhooked in a unique way from its incident black vertex $\bar{v}$, thereby creating a new black vertex $\bar{v}'$ of degree one, decreasing the degree of $\bar{v}$, and without increasing the number of connected components.
Let us denote $\mathcal{I}_2(e) \subseteq \{1, 2\}$ the set of colors $c$ for which the edge $e$ is incident to two faces in the map $M^{(c)}$ ($e$ can be incident to one or two faces in $M^{(c)}$), and $|\mathcal{I}_2(e)|$ the number of colors in that set.

**Lemma 9.** Let $M \in \mathcal{M}$ and $e$ an edge of $M$ that is not a bridge, and $M_e \in \mathcal{M}$ obtained by unhooking $e$. Then the variation of the number of faces is

$$
\Delta(M, e) \equiv F(M_e) - F(M) = 3 - 2|\mathcal{I}_2(e)|.
$$

**Proof.** If there is a single face of color $c \in \{1, 2\}$ incident to $e$ in $M$, then this face splits into two in $M_e$. If there are two faces incident to $e$ in $M$, then they merge in $M_e$. There is moreover one additional black vertex in $M_e$. 

If $|\mathcal{I}_2(e)| \leq 1$, then $\Delta(M, e) > 0$, meaning that unhooking $e$ increases the number of faces of $M$. However, if $\mathcal{I}_2(e) = \{1, 2\}$, then $\Delta(M, e) = -1$ and a face is lost upon unhooking $e$.

### 4.3 The dominant gluings

**Definition 10.** We say that $M \in \mathcal{M}$ is dominant, or maximal, if it maximizes the number of faces among maps with the same number of square–vertices. We denote $\mathcal{M}_{\text{max}}$ the subset of dominant elements of $\mathcal{M}$.

To discuss the dominant elements of $\mathcal{M}$, it will be useful to adapt the usual definition of a bond to our context, using unhooking instead of edge–deletion. A $k$–bond is a minimal edge-cut comprised of $k$ edges, i.e. a set $S$ of edges such that unhooking all of them disconnects a connected graph into two connected components while unhooking the edges of any proper subset of $S$ does not.

**Proposition 11.** If $M \in \mathcal{M}_{\text{max}}$, then the four edges incident to every square–vertex of $M$ are either bridges or form two 2–bonds like in Figure 4a. Equivalently, 2–bonds and 4–bonds like in Figure 4b, 4c cannot occur.

**Proof.** From the Lemma 9 an edge $e$ in $M$ is either a bridge or satisfies $\Delta(M, e) = -1$ (or else $M$ would not be dominant). In this proof, we denote $e, e_1, e_2, e_3$ the four edges.
incident to a square–vertex, such that there is an inner edge of color 1 from $e$ to $e_1$ and an inner edge of color 2 from $e$ to $e_2$,

$$
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram1.png}
\end{array}
$$

(20)

Assume that $e$ is a bridge,

$$
\begin{array}{c}
\includegraphics[width=0.25\textwidth]{diagram2.png}
\end{array}
$$

(21)

so that $I_2(e) = \emptyset$, meaning that it is incident to a single face in $M^{(1)}$ and in $M^{(2)}$. This implies that there is also a single face incident to $e_1$ in $M^{(1)}$. Therefore $|I_2(e_1)| \leq 1$. If $e_1$ is not a bridge, then $\Delta(M, e_1) > 0$ and unhooking it increases the number of faces according to Lemma 9, which is impossible. Therefore $e_1$ must be a bridge. There is a similar reasoning with $e_2$ which is incident to a single face in $M^{(2)}$. When $e, e_1, e_2$ are bridges, so is $e_3$.

The 4-bond case of Figure 4c cannot occur. Indeed, unhooking an edge $e$ decreases the number of faces by 1. However, after $e$ is unhooked, $e_1$ ($e_2$) has a single incident face in $M^{(1)}$ ($M^{(2)}$), i.e. $|I_2(e_1)| \leq 1, |I_2(e_2)| \leq 1$ in $M_e$. Unhooking them provides two additional faces according to lemma 9 so that $M$ cannot be dominant.

Finally the case with two 2–bonds displayed in Figure 4b is not possible either. Say that $e$ and $e_3$ form a 2–bond. Unhooking $e$ leads to $M_e$ which has one face less than $M$. The edges $e$ and $e_3$ are then both bridges in $M_e$, meaning that they are both incident to a single face in both $M^{(1)}$ and $M^{(2)}$. Therefore $e_1$ (or $e_2$) is also incident to a single face in both $M^{(1)}$ and $M^{(2)}$, i.e. $I_2(e_1) = \emptyset$ in $M_e$. Unhooking it gives three additional faces, thus leading to more faces than $M$, which is impossible.

**Proposition 12.** If $M \in \mathcal{M}_{\text{max}}$, two edges incident to a square–vertex and forming a 2–bond are incident on the same black vertex.

**Proof.** An edge might either be a bridge, or be part of a 2–bond connecting a black vertex to a square–vertex (i.e. minimal set of two parallel edges), or neither of these two kinds. We denote $p(v)$ the number of the last type of edges incident to the black vertex $v$. They can be part of 2–bonds incident to different square–vertices and $k$–bonds for $k > 2$. We now prove by induction that for a dominant $M$, $p(v) = 0$ for any black vertex $v$. This way, the edges in $M \in \mathcal{M}_{\text{max}}$ around black vertices are either bridges or form 2–bonds incident on the same square–vertices.

For some black vertex $v$, the $p(v)$ considered edges ($e_1, \ldots, e_{p(v)}$) form an edge-cut since the other edges attached to $v$ are all either bridges or pairs of edges that form 2–bonds.
Let \( p_a \leq p_b \leq \ldots \) be the numbers of edges in each bond of the unique decomposition of the edge-cut \((e_1, \ldots, e_{p(v)})\).

Notice that there are no bridges in the bond decomposition of \((e_1, \ldots, e_{p(v)})\), as we excluded them by definition. Therefore \( p(v) = 0 \) or \( \forall a, p_a > 1 \). In particular, \( e_1 \) is always part of a \( k \)-bond with \( k > 1 \) and \( p(v) = 1 \) is impossible.

Let us look at the case \( p(v) = 2 \), i.e. two edges \( e_1 \) and \( e_2 \) which form a 2–bond but reach two different square–vertices. From Proposition 11, we know that to each of them is attached another 2–bond which does not contain \( e_1 \) or \( e_2 \). We denote them \((f_1, f_2)\) and \((g_1, g_2)\) as in the left of Figure 5 (note that the case in figure 5 is the most general case for which \((e_1, h_1)\) and \((e_2, h_2)\) form two 2–bonds). After unhooking \( e_1 \) one obtains \( M' \) with one face less than \( M \) (from lemma 9) and in which both \( e_1 \) and \( e_2 \) are bridges. This implies that \( f_1 \) and \( g_1 \) are bridges in at least \( M'^{(1)} \) or \( M'^{(2)} \), so that unhooking them both brings two additional faces (according to lemma 9). One thus obtains a new element \( M'' \) with more faces than \( M \), which is impossible.

Now suppose that for \( q > 1 \), it is proven that \( M \in \mathcal{M}_{\max} \) has no black vertex \( v \) for which \( 1 < p(v) \leq q \), and let \( M \in \mathcal{M}_{\max} \) with \( p(v) = q + 1 \) for some black vertex \( v \). Since \( e_1 \) is not a bridge, \( M' \) obtained by unhooking \( e_1 \) has one face less than \( M \). From Proposition 11, \( e_1 \) is incident to a square–vertex to which another pair of edges \((f_1, f_2)\) is attached and form a 2–bond as shown on the right of Figure 5. After detaching \( e_1 \), we may also detach one of these edges, e.g. \( f_1 \). As \( e_1 \) is unhooked, \( f_1 \) is now a bridge in either \( M'^{(1)} \) or \( M'^{(2)} \). Let us choose the case \( M'^{(2)} \) as in figure 5. Since \( M \in \mathcal{M}_{\max} \), \( f_1 \) was not a bridge in \( M^{(1)} \) and had two distinct incident faces of color 1, and this is still the case after unhooking \( e_1 \) (because \( e_1 \) and \( f_1 \) belonged to two different connected components in \( M^{(1)} \)). Unhooking \( f_1 \) therefore gives a graph \( M'' \) with one more face than \( M' \), hence \( F(M'') = F(M) \) and \( M'' \in \mathcal{M}_{\max} \). However \( M'' \) has a vertex \( v \) with \( p(v) = q \).
which contradicts our hypothesis. It is clear that \( p(v) = q \) in \( M'' \) when \( q \geq 3 \), but the case \( q = 2 \) is more subtle. Indeed, the quantity \( p(v) \) counts 2–bonds if their edges are not incident to the same square–vertex and we thus have to rule out that after detaching \( e_1 \), the two remaining edges of the edge-cut do not form a 2–bond incident on the same square–vertex. This situation corresponds to the case \( p(v) = 3 \) in \( M \) with the edges \( e_1, e_2, e_3 \) forming a 3–bond. The edges \( e_2 \) and \( e_3 \) cannot in fact be incident to the same square–vertex, else they would form a 2–bond. This ensures that \( p(v) = 2 \) in \( M'' \). This concludes the induction. \( \square \)

**Definition 13.** Assume that the edges incident to a square–vertex form two 2–bonds like in Figure 4a. The vertical cut of the square–vertex consists in removing the inner edges of color \( a \) of the square–vertex which connect both 2–bonds.

Let \( M \in \mathcal{M}_{\max} \) without bridges, and thus satisfying the properties of Propositions 11 and 12 without bridges. The vertical cut of \( M \) is obtained by performing the vertical cut of each square–vertex. It leads to a map \( VM \) which has a single black vertex per connected component. We say that \( M \) is planar if \( VM \) is a planar map.

**Proposition 14.** If \( M \in \mathcal{M}_{\max} \) without bridges, then \( M \) is planar.

**Proof.** From Propositions 11 and 12, we know that a square–vertex in \( M \in \mathcal{M}_{\max} \) without bridges is adjacent to exactly two distinct black vertices, and the vertical cut of the square–vertex separates \( M \) into two connected components,

![Diagram](image)

In the map \( M^{(a)} \), one deletes the inner edges of color \( b \), and the other way around for \( M^{(b)} \). In \( M^{(a)} \), the edges \( e_1 \) and \( e_4 \) are merged into a single edge, as well as \( e_2 \) with \( e_3 \), while in \( M^{(b)} \), the edges \( e_1 \) and \( e_2 \) are merged into a single loop, as well as \( e_3 \) with \( e_4 \). This turns the edges incident to the square–vertex into a pair of parallel edges in \( M^{(a)} \) and a pair of loops in \( M^{(b)} \),

\[
M^{(a)} = \quad M^{(b)} =
\]

From Euler’s formula, the number of faces of \( M^{(c)} \), \( c = 1, 2 \) is

\[
F(M^{(c)}) = 2b - V + 2(k^{(c)} - g^{(c)}),
\]

where we have used the fact that the number of edges of \( M^{(c)} \) is \( 2b \) (\( b \) the number of square–vertices) and the number of vertices of \( M^{(c)} \) is \( V \) the number of black vertices of
Moreover, \( k^{(c)}, g^{(c)} \) respectively denote the number of connected components and the genus of \( M^{(c)} \).

One can easily turn \( M^{(1)} \) and \( M^{(2)} \) into planar maps by permuting the order of the edges around the black vertices. For instance, one can make parallel edges occupy consecutive corners. This way, when edges are parallel in \( M^{(a)} \), they become a pair of disjoint loops in \( M^{(b)} \) (and the other way around) and there is no edges sitting at the corner inside each loop. This permuting of edges around black vertices does not change the number of connected components of \( M^{(c)} \), but only its genus. This thus maximizes \( F(M^{(c)}) \) and it can be concluded that \( M \in \mathcal{M}_{\text{max}} \) without bridges has planar maps \( M^{(1)} \) and \( M^{(2)} \).

Let \( v \) be a black vertex in \( M \). The faces of \( M^{(c)} \), \( c = 1, 2 \), can be partitioned as those which go through \( v \) (there are \( F_v^{(c)} \) of them) and those which do not (there are \( F_{\hat{v}}^{(c)} \) of them),

\[
F(M^{(c)}) = F_v^{(c)} + F_{\hat{v}}^{(c)}
\]  

Since \( M^{(1)} \) and \( M^{(2)} \) are planar, there are well defined notions of outside and inside the faces which are delimited by either parallel edges or loops. The face which leaves the black vertex \( v \) along the external (resp. internal) side of an edge which is part of a 2–bond in \( M^{(a)} \) comes back to \( v \) for the first time along the external (resp. internal) side of the edge in the same 2–bond,

This property is obvious for \( M^{(b)} \) as one travels outside or inside a loop. With some abuse of notation, it can be visualized on \( M \) itself, by saying that the external (internal) face leaving \( v \) along \( e_2 \) returns to \( v \) for the first time along the external (internal) side of \( e_1 \),

This shows that there is a bijection between the faces which go through \( v \) in \( M^{(1)} \) and \( M^{(2)} \), and \( F_{v}^{(1)} = F_{v}^{(2)} \).

Let \( M_0(v) \) be the connected component of the vertical cut of \( M \) which contains \( v \). For the square–vertex represented in (22), one deletes the inner edges of color \( a \) and gets two loops. In fact each square–vertex provides the vertical cut with two loops. Therefore, there is a bijection between the faces of \( M_0(v) \) and the faces of \( M^{(1)} \) which go through \( v \) (and \( M^{(2)} \) as well) and thus

\[
F(M^{(c)}) = F(M_0(v)) + F_{\hat{v}}^{(c)}
\]
At fixed $F_v^{(c)}$, one maximizes $F(M^{(c)})$ by maximizing $F(M_0(v))$. Since $M_0(v)$ is a 1–vertex map, this is done by selecting any planar configuration for $M_0(v)$. This reasoning applies to any black vertex of $M$ and shows that the vertical cut has to be planar. \hfill $\blacksquare$

**Theorem 15.** The set $\mathcal{M}_{\text{max}}$ is defined by the Propositions 11, 12 and 14. An element $M \in \mathcal{M}_{\text{max}}$ with $b(M)$ square–vertices has $F(M)$ faces given by $F(M) = 5b(M) + 3$.

An example of a generic dominant map is given in figure 6.

**Proof.** Let $\mathcal{M}_0$ be the set of elements of $\mathcal{M}$ satisfying the criteria given in Propositions 11, 12, 14. From those propositions, we already know $\mathcal{M}_{\text{max}} \subset \mathcal{M}_0$. It is therefore sufficient to show that all elements of $\mathcal{M}_0$ have $5b(M) + 3$ faces.

The criteria of Propositions 11, 12, 14 show that around a square–vertex of $M \in \mathcal{M}_0$, $M$ takes any one of the following forms

\begin{equation}
\begin{array}{c}
\includegraphics[scale=0.5]{fig29}\end{array}
\end{equation}

where the blobs reproduce the same pattern. In the case where the square–vertex is incident to two 2–bonds, one can unhook an edge in each 2–bond. Unhooking one decreases the number of faces by one. After that, the edges of the other 2–bond each have $|\mathcal{L}_2(e)| = 1$ (they are bridges in the color $a$ but still have two incident faces in the color $b$). Therefore, one gets from lemma 9 that unhooking a second edge gives a new element of $\mathcal{M}$ with exactly the same number of faces as $M$. Doing so for all square–vertices incident to 2–bonds, the number of faces is preserved and $M$ is transformed into a tree for which it is known from Proposition 8 that $F(M) = 5b(M) + 3$. \hfill $\blacksquare$

### 4.4 The colored graphs behind the dominant gluings

It is clear from the above analysis that if $\mathcal{M}$ is in $\mathcal{M}_{\text{max}}$ with $b$ square–vertices, then it has a square–vertex which is incident to only one other and looks like one of the two possibilities below,

\begin{equation}
\begin{array}{c}
\includegraphics[scale=0.5]{fig30}\end{array}
\end{equation}

where the blobs are elements of $\mathcal{M}_{\text{max}}$ with $b - 1$ square–vertices. From the point of view of the blobs, the case on the left is the insertion of a square–vertex via a bridge, and on the right via a 2–bond, with $a = 1, 2$.

Those insertions can be performed on arbitrary corners around black vertices and always create elements of $\mathcal{M}_{\text{max}}$. From the point of view of colored graphs, a corner is
an edge of color 0. The above bridge or 2–bond insertions correspond to cutting the edge of color 0 into two halves and gluing those halves onto a new bubble. Since the square–vertices with four incident bridges and with two incident 2–bonds are equivalent to the colored graphs given in (3), we find that the elements of $\mathcal{M}_{\max}$ are in bijection with the elements of $G_{\max} \subset G$ which we now describe.

Denote $P_1, P_2, P_3$ the graphs in (3) where the edges of color 0 are parallel to those of color $a$ in $P_a$. An element $G_b$ of $G_{\max}$ with $b$ bubbles is always obtained from an element $G_{b-1}$ of $G_{\max}$ with $b - 1$ bubbles by cutting open an edge of color 0 of $G_{b-1}$, an edge of color 0 of $P_a$ for $a \in \{1, 2, 3\}$, and reconnecting the half-edges to get a connected, bipartite graph,

\begin{align}
\begin{array}{c}
\fillcolor{cyan}{} \\
\begin{array}{c}
 a \\
 b \\
 c
\end{array}
\end{array}
\end{align}

For instance, the graphs with two bubbles are obtained by taking $P_a$ and $P_b$ and cutting an edge parallel to the color $a$ in $P_a$, an edge parallel to the color $b$ in $P_b$ and reconnecting them to connect $P_a$ with $P_b$. 

Figure 6: A generic example of a dominant map.
5 Topology

Although we are not primarily interested in the topology of the gluings, we can easily show that elements of \( M_{\text{max}} \) correspond to colored triangulations of the 3–sphere.

First, one shows that the three triangulations, represented in (3), with a single octahedron and which maximize the number of edges, are spheres. From the symmetry of the colors, it is sufficient to prove it for only one of them, say the one on the left of (3). To do so, notice that if one provides the colored graph with a well–chosen cyclic order of the colors around its vertices, then it becomes a planar map. Indeed, choose the cyclic order (0132) around white vertices and its reverse cycle (0231) around black vertices, as actually depicted in (3). This cyclic order makes it a map, called a jacket, which turns out to be planar. It is known in the topological theory of colored graphs that if a graph with four colors (i.e. in three dimensions) admits a planar jacket, then it is a sphere (see for instance [6]).

This paves the way for an induction. Consider \( M \in M_{\text{max}} \) and via the bijection of Section 3 let \( G \) be the corresponding graph. If \( M \) has at least two square–vertices (i.e. \( G \) has at least two bubbles), then it has a black vertex which is a cut–vertex (from the planarity of Proposition 14). In terms of colored graphs, this black vertex corresponds to a cycle of \( G \) alternating edges of colors 0 and 3. From the planarity of Proposition 14, this cycle has a pair of edges of color 0 forming an edge–cut,

Performing the cut and reconnecting the edges of color 0 on the left and on the right, one obtains two connected components,

They are both graphs with less bubbles than \( G \) and which maximize the number of faces for their numbers of bubbles. Let us assume that they are both spheres. We can now reconstruct \( G \) by the following sequence of operations. First, one inserts 3–dipoles on the two edges of color 0,
A 3–dipole is a pair of vertices connected by all the colors except 0. Topologically, it is a 3–ball consisting of two tetrahedra glued along three triangles and whose boundary consists of two triangles of color 0. The insertion of a 3–dipole therefore does not change the topology. Then, we contract a black vertex with a white vertex on both sides. It means that the two chosen vertices are removed and their incident edges are attached pairwise respecting the colors. We choose to do it on vertices of the 3–dipoles (here circled by a dotted line),

\[
\begin{array}{c}
\begin{array}{c}
\includegraphics[width=0.3\textwidth]{dipole}
\end{array}
\end{array}
\rightarrow
\begin{array}{c}
\begin{array}{c}
\includegraphics[width=0.3\textwidth]{contracted_dipole}
\end{array}
\end{array}
\]  

This contraction operation is topologically a connected sum [9], so that it leads to a sphere. Finally, the graph obtained is simply \( G \) with an additional 3–dipole on one edge of color 0. Removing that 3–dipole gives \( G \) without topology changes. Therefore \( G \) is a sphere too.

6 Enumeration

We now consider elements of \( \mathcal{M}_{\text{max}} \) equipped with a root, i.e. a distinguished corner at a black vertex called the root vertex. Due to the cyclic order at each black vertex, marking a corner is equivalent to distinguishing an edge (the one following the marked corner clockwise, for instance), which we call the root edge. Let \( \mathcal{A} \) be the set of rooted elements of \( \mathcal{M}_{\text{max}} \) and \( A(z) = \sum_{M \in \mathcal{A}} z^{b(M)} \) its generating function with respect to the number of square–vertices.

6.1 Using edge deletion and root vertex degree

It is standard in map enumeration to consider the process of deleting the root edge in order to obtain a recursion. We will follow this method in this subsection. This usually necessitates to take into account the degree of the root vertex. Let \( \mathcal{A}_n \) be the set of rooted elements of \( \mathcal{M}_{\text{max}} \) where the root vertex has degree \( n \). \( \mathcal{A}_0 \) has one element which consists of an isolated black vertex. The set of rooted elements of \( \mathcal{M}_{\text{max}} \) decomposes as \( \mathcal{A} = \sqcup_{n \geq 0} \mathcal{A}_n \), and we have the following generating functions

\[
A_n(z) = \sum_{M \in \mathcal{A}_n} z^{b(M)}, \quad A(z) = \sum_{M \in \mathcal{A}} z^{b(M)} = \sum_{n \geq 0} A_n(z). \tag{36}
\]

The root edge connects a black vertex to a square–vertex. According to Proposition 11, it is either a bridge or part of a 2–bond, which induces the partition

\[
\mathcal{A}_n = \mathcal{B}_n \sqcup \mathcal{C}_n \tag{37}
\]
where $B_n$ (resp. $C_n$) are rooted elements of $\mathcal{M}_{\text{max}}$ with a root edge on a black vertex of degree $n$ which is a bridge (resp. part of a 2–bond). We denote their generating functions $B_n(z)$ and $C_n(z)$ respectively.

1. If the root edge $e$ is a bridge, then it is incident to a black vertex $v$ which has $n-1$ other incident edges. The latter can form any contribution $M_0$ from $\mathcal{M}_{\text{max}}$ and rooted, e.g. on the corner incident to $e$ at $v$ in the clockwise direction, hence $M_0 \in \mathcal{A}_{n-1}$. We further know from Proposition 11 that the three other edges incident to the same square–vertex as $e$, say $e_1, e_2, e_3$, are bridges too. They are moreover connected to distinct black vertices to which any element of $\mathcal{A}$ can be attached. Indeed, those contributions are obviously arbitrary elements of $\mathcal{M}_{\text{max}}$ but they are also rooted, e.g. on the corners sitting clockwise to $e_1, e_2, e_3$, and there are no restrictions on the degrees of the vertices to which $e_1, e_2, e_3$ are attached. This leads to

$$B_n(z) = z A_{n-1}(z) A(z)^3.$$  

(38)

In particular, the generating function of $\mathcal{A}_1$ satisfies

$$A_1(z) = z A(z)^3$$  

(39)

since $A_1 = B_1$ and $A_0(z) = 1$.

2. If the root edge $e$ is not a bridge, it is part of a 2–bond. Denote $(e, e_1, \ldots, e_{n-1})$ the edges incident to $v$, cyclically ordered. The root edge $e$ forms a 2–bond with $e_{k+1}$ for $k \in \{0, \ldots, n-2\}$. They are connected to a square–vertex, in turn incident to a 2–bond $\{f, g\}$ incident on a black vertex $v'$. The edges $e, e_{k+1}$ divide the neighborhood of $v'$ into two angular regions, and similarly with $f, g$ at $v'$. Planarity from Proposition 14 imposes that all contributions to $M$ are attached to $v$ or $v'$ within those angular regions. This gives four elements of $\mathcal{A}$, say $M_1$ rooted on the corner next to $e$ in the clockwise direction, $M_2$ rooted on the corner next to $e_k$ in the clockwise direction, $M_3$ rooted on the corner next to $f$ in the clockwise direction and $M_4$ rooted on the corner next to $g$ in the clockwise direction. Moreover $M_1$ is rooted on a vertex with $k$ edges $(e_1, \ldots, e_k)$ and $M_2$ on a vertex with $n - k - 2$ edges $(e_{k+2}, \ldots, e_{n-1})$, i.e. $M_1 \in \mathcal{A}_k$ and $M_2 \in \mathcal{A}_{n-k-2}$ while there are no degree restrictions on the root of $M_3$ and $M_4$. Finally there are two ways to position the square–vertex so that $\{e, e_{k+1}\}$ is a 2–bond (with an inner edge of color 1 or of color 2 between them). This way it is found that

$$C_n(z) = 2z A(z)^2 \sum_{k=0}^{n-2} A_k(z) A_{n-k-2}(z).$$  

(40)

From $A_n(z) = B_n(z) + C_n(z)$ for $n \geq 2$, one gets

$$A_n(z) = z A(z)^3 A_{n-1}(z) + 2z A(z)^2 \sum_{k=0}^{n-2} A_k(z) A_{n-k-2}(z),$$  

(41)
for $n \geq 2$ and $A_1(z) = zA(z)^3$ and $A_0(z) = 1$. We sum those equations for all $n \geq 2$ so as to get an equation on $A(z) = \sum_{n \geq 0} A_n(z)$, which remarkably simplifies to

$$A(z) = 1 + 3z A(z)^4. \quad (42)$$

Expanding $A(z)$ as a power series $A(z) = \sum_{k \geq 0} a_k z^k$, this is equivalent to the recursion

$$a_{n+1} = 3 \sum_{k_1,k_2,k_3,k_4} a_{k_1} a_{k_2} a_{k_3} a_{k_4} \quad (43)$$

with $a_0 = 1$. One finds $1, 3, 36, 594, \ldots$.

The singularity analysis of $A(z)$ is completely straightforward. Singular points $(A_c, z_c)$ are solutions of $\Phi(A, z) = 1 - A + 3zA^4 = 0$ and $\partial_A \Phi(A, z) = -1 + 12zA^3 = 0$. The second equation gives $z_c = 1/(12A_c^3)$ which after being plugged into the first equation leads to $A_c = 4/3$ and $z_c = 9/256$. Expanding $1 - A(z) + 3zA(z)^4 = 0$ around that point gives the critical behavior

$$A(z) = \frac{4}{3} - \sqrt{\frac{2048}{243} \left(\frac{9}{256} - z\right)} + o \left(\sqrt{\frac{9}{256} - z}\right). \quad (44)$$

which lies in the universality class of trees.

6.2 Direct enumeration

Equation (42) suggests that the enumeration should be similar to a tree counting and does not require to take into account the degree of the root vertex. This can also be seen from the fact that no problem was encountered when summing the equations (41) over $n$ without using a catalytic variable, in contrast to the generic case of planar maps where this is not directly possible.

A direct counting\(^2\) can be given which clearly shows the tree structure of the maps in $\mathcal{A}$. Starting from the root corner and following the cyclic order around the root vertex (say clockwise), one can encounter an arbitrary sequence of two types of contributions. They correspond to the two cases of the above counting: they repeat the same arguments, simply without taking into account the degree of the root vertex (and taking a sequence of them). We re-state them quickly:

- **Case 1.** One can encounter a bridge connected to a square–vertex, itself connected to three other bridges. Those three other bridges are attached to arbitrary rooted maps in $\mathcal{A}$, thus contributing like $zA(z)^3$.

- **Case 2.** One can encounter an edge forming a 2–bond with another edge connected to the root vertex. Between those two edges, any rooted element of $\mathcal{A}$ can be found, contributing to $A(z)$. They are moreover connected to a square–vertex to which another pair of edges is attached. The latter form a 2–bond and are connected to

\(^2\)We would like to thank an anonymous referee for pointing out this direct counting to us.
another black vertex. They delimit two regions around this black vertex on which
two arbitrary rooted maps can be found, contributing to $A(z)^2$. This case thus
contributes like $2zA(z)^3$, where the factor 2 is due to the two choices of labels on
the square–vertex.

Taking a sequence of those two types of contributions leads to

$$A(z) = \sum_{n \geq 0} (3zA(z)^3)^n = \frac{1}{1 - 3zA(z)^3}, \quad (45)$$

as desired.

### 6.3 Explicit bijection with plane trees

Equation (42) suggests a bijection with trees. A direct interpretation would be as qua-
ternary trees, but one can also write the equation as $A(z) = 1/(1 - 3zA(z)^3)$ which
suggests an interpretation as plane trees of arbitrary degrees. The latter case is more
directly found.

One way to do it is inspired by the direct counting provided above in Section 6.2. That
counting is based on a specification of elements of $A$ which clearly unravels the tree–like
structure. In this section, we make it more explicit by constructing a bijection with plane
trees. Since we feel that it is quite straightforward from the previous section of the article
and it involves classical combinatorial steps, we only sketch the construction.

First, we notice that the root induces a root (i.e. a marked corner) on each black
vertex. Indeed, start from the root edge. If it is a bridge, we have already explained
above how to root the three other black vertices adjacent to the same square–vertex
(Case 1 of Section 6.1). If it is part of a 2–bond, there is another 2–bond attached to the
same square–vertex and we have already explained above how to root the black vertex of
that 2–bond (Case 2 of Section 6.1). Next, we repeat the same procedure from these new
marked corners. Furthermore, if the second edge sitting next to the root edge clockwise is
not the second edge of the 2–bond containing the root edge, we also apply this procedure
as if the second edge were the root edge, and so on. This way, every black vertex is visited
exactly once and receives a marked corner induced by the root.

The next step is to associate a tree to the neighborhood of each black vertex. There
are several rather standard ways to do so. Here are two constructions which lead to the
same tree.

- Consider the vertical cut of $M \in A$, obtained by deleting the inner edges of square–
vertices which separate 2–bonds, and delete the square–vertices incident to bridges.
  Assume for a moment that there are no bridges. Then the vertical cut has one
  connected component per black vertex, by construction, and each of them is thus a
  rooted planar 1–vertex map. It is well known that they are in bijection with planar
trees: this bijection is obtained by taking the dual of the rooted planar 1–vertex
  map. Each edge of such a tree corresponds to a 2–bond of $M$. Since there are
two types of 2–bonds (depending on the color of the inner edges adjacent to the
edges of the 2–bond), the edges of the tree can be colored with two possible colors. Moreover, the bridges can be added back into corners of the 1–vertex maps. Since those corners are mapped to corners of the dual trees, bridges can be inserted into the corners of the trees, and they have to be given a new color to remember that they come from bridges in $M$.

- An alternative is to visit each edge clockwise around a black vertex. Notice that the edges forming 2–bonds come in canonical pairs and for each of them there is an opening edge and a closing edge determined by the clockwise order starting from the root corner. We say that an edge is the child of the previous one if it is immediately after the opening edge of a 2–bond. We say that it is a sibling of the previous edge if the latter is either a bridge or the closing edge of a 2–bond. These children/sibling relationships give rise to a plane tree for each black vertex. Moreover, an edge of the tree corresponding to one of a 2–bond can have two colors (for the two choices of labels of the square–vertex), and an edge of tree corresponding to a bridge receives a third color.

One thus obtains for $M$ a collection of rooted planar trees whose edges can have three possible colors (note that if the color indicates a bridge in $M$, this stops the branch). This is still not enough to fully characterize $M$.

Consider two 2–bonds in $M$ incident to the same square–vertex. They are mapped to two edges in two different trees. To reconstruct the 2–bonds of $M$ from the trees, it is sufficient to pair (with a dashed edge connecting them for instance) the edges of the trees which corresponded to 2–bonds incident to the same square–vertex. In case of bridges, there are four edges in four different trees which have to be connected by dashed edges to remember that they are incident to the same square–vertex of $M$.

We can now repeat the counting of those objects. The root vertex (incident to the root edge) can have an arbitrary (finite) number $n \geq 0$ of children. In terms of generating function, the case $n = 0$ gives 1. For $n > 0$, the edges between the root and its children have three possible colors. If the color indicates a bridge in $M$, then this stops the branch. The edges are however connected via dashed edges to three other edges with the same color. Each of them has a (rooted planar) parent tree. Therefore an edge incident to the root with the color associated to bridges of $M$ gives a factor $zA(z)^3$ to the generating function.

In the case where the edge has a color indicating that it is a 2–bond in $M$, then it can have an arbitrary (rooted planar) child tree, hence contributing $A(z)$ to the generating function. It is moreover connected via a dashed edge to another edge representing a 2–bond. This edge in another tree has an arbitrary (rooted planar) parent tree and an arbitrary (rooted planar) child tree, yielding a factor $A(z)^2$. Since there are two colors in this case, the generating function receives a factor $2zA(z)^3$. Altogether, the counting equation reads exactly (45) as expected.
7 Conclusion

We have shown that the gluings of octahedra which maximize the number of edges are in bijection with a family of trees and can be enumerated explicitly. This is similar to the case of arbitrary colored triangulations: if one looks for the colored triangulations which maximize the number of edges among the set of all colored triangulations, one finds the melonic triangulations which are in bijection with trees. This is the premise of the classification of colored triangulations according to Gurau’s degree performed in [12]. This suggests to apply the techniques of [12] to classify the gluings of octahedra according to the enhanced degree

\[ \tilde{\omega}_B(T) = \frac{5}{8}t(T) + 3 - e_0(T) \]  

(46)

where the factor 3/4 of Gurau’s degree for bubbles with eight tetrahedra (4) is replaced with 5/8 < 3/2.

We showed in Section 6 that the generating function of dominant graphs with a marked edge of color 0 satisfies \( A(z) = 1 + 3zA(z)^4 \). In fact, the arguments of Sections 6 and 4.4 show that the generating function \( P(z) \) of dominant graphs with a marked bubble is

\[ P(z) = 3zA(z)^4. \]  

(47)

The interpretation is given in Section 4.4. One starts with the marked bubble. There are three ways to add four edges of color 0 and maximize the number of faces with this bubble only, shown in (3). Now to get \( P(z) \), one can cut any of those edges of color 0 and add a dominant graph with a marked edge of color 0 instead, whose generating function is \( A(z) \).

It would be interesting to study the generating functions of graphs with a marked bubble chosen arbitrarily. In the case where dominant graphs are defined by the vanishing of Gurau’s degree (4) (instead of the vanishing of (5) with \( s_B = 5/8 \) in our case), it is known [19] that the generating function \( P_{B'}(z) \) of dominant graphs with an arbitrary marked bubble \( B' \) is

\[ P_{B'}(z) = C_{B'}z\tilde{A}(z)^{p_{B'}} \]  

(48)

where \( p_{B'} \) is the number of black vertices of \( B' \), \( \tilde{A}(z) \) the generating function of graphs of vanishing Gurau’s degree with a marked edge of color 0 and \( C_{B'} \) is the number of ways to add \( p_B \) edges of color 0 to \( B' \) and maximize the number of faces. Obviously, our calculation of \( P(z) \), (47), is reminiscent of (48). However, the switch from Gurau’s degree to (5) is a priori non–trivial and the theorem of [19] cannot be applied in our case. The result (47) still suggests that there might exist an extension of [19] to our case.

The result of [19] was framed in the context of random tensors. Indeed, colored triangulations can be generated by specific probability distributions over a random tensor of size \( N \times N \times N \). A colored triangulation made of gluings of a bubble \( B \) and generated by a random tensor model is moreover weighted by \( N^{-\omega_B(T)} \) where \( \omega_B(T) \) is Gurau’s degree (adapted to \( B \)) (4). In this context, the theorem (48) of [19] states that the distribution on the random tensor becomes Gaussian when \( N \to \infty \). In our case, i.e. \( B \) corresponding to octahedra and replacing Gurau’s degree with (5), there still exists a random tensor
model which generates our gluings of octahedra weighted by $N^{-\tilde{\omega}_B(T)}$. The large $N$ limit therefore also restricts to dominant graphs (defined by $\tilde{\omega}_B(T) = 0$). It would thus be very interesting to know if that distribution becomes Gaussian when $N \to \infty$.

The case of octahedral gluings thus falls into the same universality class as the melonic one. However, the analysis is different. In the case of melonic bubbles, the most efficient strategy is to find a bijection in which the triangulations which maximize the number of edges are just (plane) trees (see for instance [17, 18]). Then, given an arbitrary triangulation in this representation, one can take a spanning tree in it and show that deleting the edges which are not in the spanning tree corresponds to increasing the number of edges of the corresponding triangulation. In the octahedral case, we have used a representation of the colored triangulations which generalize that of [17, 18] and which is a special case of [16]. However, the triangulations which maximize the number of edges are not simply trees in this representation, which makes the analysis a bit less straightforward. It would of course be very interesting to find a bijection for the gluings of octahedra such that those maximizing the number of edges directly become trees. If such a bijection could be found, it would be interesting to try and extend it to more generic bubbles in three dimensions. This way, it would actually be a promising strategy to investigate whether other universality classes can be found.
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