
Transition Restricted Gray CodesBette Bultena and Frank RuskeyDepartment of Computer ScienceUniversity of VictoriaVictoria, B.C. V8W 3P6, Canadaabultena@csr.uvic.ca, fruskey@csr.uvic.caSubmitted: November 16, 1995; Accepted: March 14, 1996.AbstractA Gray code is a Hamilton path H on the n-cube, Qn. By labeling each edge ofQn with the dimension that changes between its incident vertices, a Gray code canbe thought of as a sequence H = t1; t2; : : : ; tN-1 (with N = 2n and each ti satisfying1 � ti � n). The sequence H de�nes an (undirected) graph of transitions, GH, whosevertex set is f1; 2; : : : ; ng and whose edge set E(GH) = f[ti; ti+1] j 1 � i � N - 1g. AG-code is a Hamilton path H whose graph of transitions is a subgraph of G; if H is aHamilton cycle then it is a cyclic G-code. The classic binary re
ected Gray code is acyclic K1;n-code. We prove that every tree T of diameter 4 has a T-code, and that notree T of diameter 3 has a T-code.Mathematical Reviews Subject Number: 05C45.1 IntroductionThe utility of the ubiquitous binary re
ected Gray code is undisputed. See, for example,the books of Nijenhuis and Wilf [5], Reingold, Nievergelt, and Deo [6], and Wilf [8]. Forcertain applications, however, other Gray codes are desired. Many other Gray codes havebeen proposed, both for speci�c values of n and general constructions. For example, God-dyn, Lawrence, and Nemeth [3], motivated by an issue in the design of photon detectors,study the problem of �nding a Gray code that maximizes the minimum number of edgesbetween the use of edges of the same dimension. In a recent paper, Savage and Winkler [7]�nd a Gray code in which all subsets of size k appear before any of size k+2, and use thisGray code to improve the best known results on the notorious \middle levels" problem.1



the electronic journal of combinatorics 3 (1996), #R11 2The n-cube, Qn, has vertex set, V(Qn), consisting of all bitstrings of length n. Its edgeset, E(Qn), consists of all pairs, [x;y]1, in which x and y have Hamming distance one; i.e.,that di�er in exactly one position. For [x;y] 2 E(Qn), de�ne �(x;y), the transitionbetween x and y, to be the position of the bit that is di�erent. A Gray code is a Hamiltonpath H on the n-cube, Qn; a cyclic Gray code is a Hamilton cycle on Qn. Given a Graycode H = b1;b2; : : : ;bN, where N = 2n, its transition sequence, �(H), is the sequence�(H) = t1; t2; : : : ; tN-1, where ti = �(bi;bi+1). If H is a cyclic Gray code, then in a cyclictransition sequence we append the additional transition tN = �(bN;b1). The transitionsti-1 and ti are said to delimit the bitstring bi. The sequence �(H) de�nes an (undirected)graph of transitions, GH, whose vertex set is [n] = f1; 2; : : : ; ng and whose edge set isE(GH) = f[ti; ti+1] j 1 � i � N- 1g.A motivation for this paper was the construction of a particular type of Hamilton cyclein the cube-connected-cycle, CCCn. A cube-connected-cycle is a certain cubic Cayleygraph of the wreath product of an n-cycle and an n-cube, and is a well-known topologyfor computer networks. Formally, the vertex set V(CCCn) consists of all pairs (d;x) wherex is a length n bitstring and d 2 Zn is an integer mod n. The edge set E(CCCn) is asshown below.E(CCCn) = f[(d;x); (d+ 1;x)] j x 2 V(Qn) and 0 � d < ng [f[(d;x); (d;y)] j [x;y] 2 E(Qn) and 0 � d < ngA basic fact about cube-connected-cycles is that they are Hamiltonian; an easily under-stood proof may be found Leighton [4]. We would like to �nd a particular type of Hamiltoncycle | one that contiguously traverses all vertices of the form (d;x), for x �xed, beforemoving onto a vertex with a di�erent value of x. Such a Hamilton cycle can be written inthe form �1; �2; : : : ; �N, with N = 2n, where each �i has the form (arithmetic done mod n)(di;xi); (di + 1;xi); (di + 2;xi); : : : ; (di + (n- 1);xi); or(di;xi); (di - 1;xi); (di - 2;xi); : : : ; (di - (n- 1);xi):The sequence x1; x2; : : : ; xN must be a Hamilton cycle in Qn, and d1; d2; : : : ; dN is itstransition sequence. Clearly, we must have di = di-1 � 1.The question naturally occurs as to whether a Hamilton cycle H in the n-cube canbe \lifted" to a Hamilton cycle in the cube-connected cycle CCCn by always traversingsucessively all vertices of an n-cycle, either in increasing or decreasing order, as describedabove. Such a Hamilton cycle exists if and only if the dimension of the successive edgesused in H di�ers by one (mod n). This question is a special case of the problems consideredbelow.1Lower case bold letters always denote bitstrings.



the electronic journal of combinatorics 3 (1996), #R11 3Given any graph G, with n vertices, a G-code is a Hamilton path on Qn whose graphof transitions is a subgraph of G. A cyclic G-code is a Hamilton cycle whose graph oftransitions is a subgraph of G. Every G-code has a unique G-transition sequence, whoselength is 2N if the G-code is cyclic, and is 2N - 1 otherwise. In either case, we refer tothe starting vertex and ending vertex as those numbered 1 and 2N - 1 in the sequence.Note that to prove the existence of a G-code for graph G, it is su�cient to produce aG-transition sequence. The question raised in the previous paragraph amounts to that of�nding a cyclic Cn-code, where Cn denotes an n-cycle.The classic binary re
ected Gray code (BRGC) has transition sequence Tn de�nedrecursively as follows. The initial condition is T0 = 1 and if n > 0, then Tn = Tn-1; n; Tn-1.For example, T4 = 1; 2; 1; 3; 1; 2; 1; 4; 1; 2; 1; 3; 1; 2; 1. The cyclic transition sequence for theBRGC is Tn; n. For the BRGC the graph of transitions is K1;n-1. The graph K1;n-1 forn � 3 is called a star, denoted Sn. It is a tree with one central vertex and n - 1 leaves.The following useful theorem is due to Gilbert [2].Theorem 1.1 The following statements characterize non-cyclic and cyclic transitionsequences:� Let T be a sequence of 2n - 1 integers from [n]. The sequence T is a transitionsequence if and only if every non-empty consecutive subsequence of T containssome integer an odd number of times.� Let T be a sequence of 2n integers from [n]. The sequence T is a cyclic transitionsequence if and only if every non-trivial consecutive subsequence of T containssome integer an odd number of times, and every integer in [n] occurs in T aneven number of times.We will also think in an algebraic sense of transitions as operations on bitstrings, sothat bt denotes the bitstring that results from 
ipping the tth bit of b. We note thefollowing obvious equalities. The operation is commutative: bst = bts. The operation isan involution: btt = b or, equivalently, if bt = c, then ct = b.A graph G is completely Gray if there is a G-transition sequence starting from everyvertex of G. Observe that if there is a cyclic G-code, then G is completely Gray. A graphG is Gray-connected if, for every pair of vertices u and v, there is a G-transition sequencestarting at u and ending at v. A bipartite graph G is Gray-laceable if, for every pair ofvertices u and v in the same partite set, there is a G-transition sequence starting at u andending at v.The diameter of a graph G is the maximum distance between any two vertices of G.For a tree T the diameter is thus the length of the longest path in T. A center of a tree



the electronic journal of combinatorics 3 (1996), #R11 4is a vertex of minimum distance from all others. Every tree has one or two centers, and ifit has two, then they are adjacent. A tree with one center is unicentral, a tree with twois bicentral.We will refer to several standard graphs. The complete graph is denoted Kn. Thecomplete bipartite graph is denoted Kn;m. The path with n vertices (and n - 1 edges) isdenoted Pn. The cycle of length n is denoted Cn.2 Undirected G-codesBelow are two simple lemmata.Lemma 2.1 If there is a G-code, then G is connected.Lemma 2.2 If there is a G-transition sequence starting at u, then it must end at avertex v of G for which there is an even length path from u to v. In particular, if Gis bipartite, then a G-transition sequence must start and end at vertices in the samepartite set.Proofs: Every bit must change at least once in a G-code. This means that each vertex isencountered at least once in the G-transition sequence. Therefore, G must be connected.If a G-transition sequence starts at u, then it lists 2n - 2 other vertices, which is aneven number. By the property of bipartite graphs, the last vertex is in the same partiteset as u. 2Stars have interesting properties and are useful as subgraphs in succeeding construc-tions.Lemma 2.3 (a) There is a cyclic Sn-transition sequence which starts and ends atthe central vertex. (b) For any leaves u and v of Sn, there is a cyclic Sn-transitionsequence which starts at u and ends at v if and only if u 6= v.Proof: (a) Note that the BRGC's graph of transitions is Sn, and that Tn begins and endson the central vertex 1.(b) To show the necessity of u 6= v, let � be the Sn-transition sequence that starts atu and ends at v. Let r be the central vertex. We can create a cyclic transition sequence,�c = t1; t2; : : : ; tN, with u = t1, v = tN-1, and r = tN, where N = 2n, that meets therequirements of Theorem 1.1. Because �c is cyclic, we can start on tN-1, producing asubsequence tN-1; tN; t1; t2 = vrur, which is illegal when u = v.Consider Sn, with distinct leaves u and v, and central vertex, r. Relabel r as v andremove the leaf v, creating Sn-1. Using the BRGC and starting at u, we can form a cyclic
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Figure 1: The short tree T5(3; 3; 1; 1; 0).transition sequence, �c = uv � � �vpv, where p is any leaf in Sn-1, and the length of thesequence is 2n-1. We can then place an r between each ti; ti+1 pair, (1 � i � 2n-1 - 1),producing a new sequence � = urvr � � � rvrprv, with length 2n - 1. Note that any propersubsequence of the original sequence contains some vertex an odd number of times. Addingthe r's maintains this property, and by appending an r to the end of �, we create thecondition that every vertex is visited an even number of times. This means that we cancreate a cyclic transition sequence from �. The graph of transitions for � is clearly Sn andthe starting and ending leaves have been chosen arbitrarily. 2Corollary 2.1 The complete graph Kn is Gray-connected.Proof: Note that Kn contains Sn as a spanning tree. Because you can choose any vertex asthe root or any two distinct vertices as leaves, all combinations of start and �nish verticescan produce a G-transition sequence. 2De�ne a short tree to be a rooted tree of height at most 2, where the height of a treeis the length of the longest path from the root to a leaf. A short tree may be speci�edby the number of children of each of the nodes at level 1. Let Tt(n1; n2; : : : ; nt), wheren1 � n2 � � � � � nt be the unique short tree in which the i-th node at level 1 has nichildren. For example, Figure 1 shows the tree T5(3; 3; 1; 1; 0). The number of nodes inthe tree Tt(n1; n2; : : : ; nt) is 1+ t+n1 +n2+ � � �+nt. Every free tree of diameter at least2 and at most 4 can be made into a short tree by taking a center to be the root.Theorem 2.2 For every t � 2 and n � 1 there is a cyclic Tt(n; 1; 0; : : : ; 0)-code.
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Figure 2: How to weave together the BRGC sequences T4 and T5 to get a T4(3; 1; 0; 0)-code.Proof: We weave together a cyclic BRGC transition sequence over Qt together with oneover Qn+2. Thinking of Qt+n+2 as Qt �Qn+2, one sees that the Hamilton cycles given bythe BRGC for t and n+ 2 induce a 2t by 2n+2 toroidal grid structure in Qt+n+2.Assume that the nodes are labelled so that 1 is the root, that its children are n +3; : : : ; n + t + 2, that n + t + 2 has only child 2, and that the children of n + 3 are3; 4; : : : ; n + 2. Label the rows of the grid with the cyclic transition sequence for theBRGC, using n + 3; : : : ; n+ t+ 2, and the columns with 1; 2; : : : ; n+ 2. On this toroidalspanning subgraph, we weave a speci�c Hamilton cycle which starts at the left upper pointand follows the patterns illustrated in Figure 2, which uses t = 4 and n+2 = 5. Beginningwith a vertical move, we zigzag down the 2t rows, wrapping round in column 2, then zigzagback up. This up-down zig-zag is repeated 2n times and ends at the right upper point,which attaches to the left upper point to create the Hamilton cycle on Qt+n+2.In the columns, note that if a transition is not 1 (these transitions occur only in the�rst and last rows), then it is adjacent only to n + 3 or n + t + 2; furthermore, it is only2, which occurs 2n times as a column, that is adjacent to n+ t+ 2; the remaining vertices3; 4; : : : ; n+ 2 are adjacent only to n+ 3. 2Corollary 2.3 For any complete multipartite graph G, there is a cyclic G-code.



the electronic journal of combinatorics 3 (1996), #R11 7Proof: Let the number of vertices in G be n. Consider any 2 of the partite sets, R and P,in G, where jPj = m: If either set has only 1 vertex, then G contains Sn as a spanning treeand we can generate a BRGC from it. If R and P each contain 2 vertices, and G is bipartite,then the sequence 1; 2; 3; 2; 1; 2; 3; 4; 3; 2; 1; 2; 3; 2; 1; 4, using vertices labelled sequentiallyon the 4-cycle, can be used.Otherwise, choose vertex r 2 R and mark its edges that are incident with a vertex inP. Choose another vertex in R and mark its edge to some speci�c vertex s 2 P. Chooseanother vertex q 6= s 2 P and mark its incident edges to every remaining unconsideredvertex in R and the other partite sets. We can see that the marked edges of G constitutea spanning Tm(n-m- 2; 1; 0; : : : ; 0) subgraph of G, with r as the root. By Theorem 2.2,this spanning subgraph guarantees a cyclic G-code. 2Theorem 2.4 For every tree T of diameter 4, there is a cyclic T-code.Proof: Let m = n1+n2+ � � �+nt be the total number of leaves in T = Tt(n1; n2; : : : ; nt),and let n = 1 + t +m be the total number of vertices. Consider the multipartite graphG whose partite sets have sizes n1; n2; : : : ; nt; label its vertices with the correspondingleaves of Tt(n1; n2; : : : ; nt). By Corollary 2.3, there is a cyclic G-transition sequence,� = g1; g2; : : : ; gM, where M = 2m.Now, consider St+1, with central vertex being the root of Tt(n1; n2; : : : ; nt) and theleaves being the children of the root: By Lemma 2.3, we can choose any 2 distinct leaves asa start-�nish combination, to produce a St+1-transition sequence of length 2t+1-1. Choosesuch a sequence, �i, for each gi; gi+1 pair in �, such that the starting vertex is adjacent to giand the ending vertex is adjacent to gi+1, using Tt(n1; n2; : : : ; nt) to determine adjacencies.Also, choose a sequence �M such that the starting vertex is adjacent to gM and the �nishvertex is adjacent to g1. Form a new sequence, 
 = g1; �1; g2; �2; : : : ; gM; �M of length2m(2t+1 - 1) + 2m = 2n.We show that 
 is the cyclic transition sequence for a cyclic Tt(n1; n2; : : : ; nt)-code:Each gi bit change is matched with a Gray code corresponding to the St+1-bits, and thegi's themselves are a cyclic G-transition sequence. Essentially, we are tracing out a H-pathin a 2m by 2t+1 grid graph.To show that the transition sequence is cyclic, we investigate the parity of all thevertices in the �i's. Each �i has length 2t+1 - 1 and can be made cyclic by appending anr to it, meaning it encounters only the central vertex (the original root) an odd numberof times. But since there are an even number of �i's, the total number of r's in 
 is even.Therefore, by Theorem 1.1, we know 
 is a cyclic transition sequence. 2Theorem 2.5 For every tree T of diameter 3, there does not exist a cyclic T-code.



the electronic journal of combinatorics 3 (1996), #R11 8Proof: Given the diameter 3 tree T = Tt(m; 0; : : : ; 0), let r and f be its centers, and let theleaves adjacent to f be w1; w2; : : : ; wm. Assume that H = b1;b2 : : : ;bN is a cyclic T-code,whose cyclic transition sequence is �(H); we will derive a contradiction.Divide �(H) into all the subsequences which begin with and contain exactly 1 occurenceof any wi; subsequences of three possible forms result: The A-type may exist and has theform wif. The B-type may exist and has the form wifrf. The C-type is necessary and hasthe form wifr � � � rf.Since �(H) = t1t2 � � � tN is cyclic we may assume that it begins with a subsequence thatis a C-type. Let k be the index of the last f in this subsequence. Let x 0 = Ont1t2 � � � tk-2,x = x 0tk-1 = x 0r, y = xtk = xf, and y 0 = yr = x 0f.There must be a unique index j for which y 0 = bj. Denote u = bj-1 and v = bj+1. Thereare four mutually exclusive cases to consider since either r or a wi, but not both, mustdelimit y 0, either on the right or on the left. These cases are (a) �(u;y 0) = r, (b) �(y 0;v) =r, (c) �(u;y 0) = wi, and (d) �(y 0;v) = wi. In case (a), we must have u = y 0r = y, and incase (b), we must have v = y 0r = y. But both these cases cannot occur as y by de�nitionis delimited by f and wi, and not by r. In case (c), we must have bj+1 = y 0f = x 0 whichmeans that the subsequence, wifrf is contained within this subsequence. But by de�nition,a C-type subsequence cannot contain a B-type subsequence. In case (d), we conclude thatbj-1 = y 0f = x 0. This means that x 0 is delimited on the right by f, which is not true. 2Conjecture 2.1 If T is a tree then there is a cyclic T-code if and only if the diameterof T is 2 or 4.If the conjecture is true, then for n � 6, Pn-codes do not exist, where Pn is a path oflength n. A natural way to add edges is to take the square of the graph.Question 2.2 Does a P2n-code exist for all n � 1?The question asked in the introduction about Gray codes being lifted to Hamiltoncycles on the cube-connected cycle is equivalent to the following question.Question 2.3 Does a cyclic Cn-code for n � 5 exist?2.1 Experimental resultsWe have obtained a complete classi�cation of all G-codes for graphs on at most 6 vertices,and for some graphs on 7 vertices. Refer to Figure 3. Any graph G of order at most sixnot illustrated contains, as a spanning subgraph, one or more of these graphs having acyclic Gray Code, and thus itself possesses a cyclic G-code. For example, any 6 vertexconnected graph with 6 edges, which is not a 6-cycle, must contain (6.2) or (6.3) as aspanning subgraph.
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KEYno transition sequence possibletransition sequence possiblecyclic transition sequence possibleFigure 3: Minimal subgraphs of order 3 to 6. Every connected graph contains one of theseas a spanning subgraph.



the electronic journal of combinatorics 3 (1996), #R11 103 Directed G-codesLet G be a directed graph. We make a make here a few small observations about directedG-codes All the de�nitions in the Introduction carry over to directed G-codes.Lemma 3.1 If there is a cyclic G-code, then G is strongly connected.Proof: Choose any 2 vertices, u and v in G. Let H = b1;b2; : : : ;bN be a cyclic G-codesuch that u = �(b1;b2). Since the bit in position v must change, there must be a pathfrom u to v in the graph of transitions, which is a subgraph of G. 2That a strongly connected graph is not su�cient to produce a G-code is demonstratedby considering any directed cycle of n vertices. This graph forces the transition sequenceto repeat the sequence after 2n which is less than 2n for n � 3.Question 3.1 Does a cyclic transition sequence require that its graph of transitionshave at least one bi-directional edge?4 AcknowledgementWe thank Stephen Chen of the Department of Computer Science of Gri�ths University,Australia, for motivating this paper by posting the essence of Question 2.3 to the news-group sci.math.research. We also thank Luis Goddyn, Wendy Myrvold, and GlennHurlbert for helpful comments on an earlier draft of this paper.References[1] J. Bitner, G. Ehrlich, and E. Reingold, \E�cient Generation of the Binary Re
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