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the electronic journal of combinatorics 3 (1996), #R12 2It su�ces to prove Weyl's denominator formula for irreducible root systems. Aroot system is irreducible if it cannot be written as a disjoint union of two nonempty,mutually orthogonal subsets. With �ve exceptions, every irreducible root systembelongs to one of four in�nite families, denoted A, B, C, and D (cf. [H], 11.4, 12.1).The root system of rank n in family A is called An, and similarly for the otherfamilies. Gessel [G] was the �rst to prove Weyl's formula combinatorially for anin�nite family of root systems. He gave a combinatorial proof of Vandermonde'sdeterminant formulaX�2Sn(�1)�xn�1�(1)xn�2�(2) � � �x�(n�1) = det hxn�ji ini;j=1 = Y1�i<j�n(xi � xj);where Sn is the symmetric group on f1, 2, : : : , ng and (�1)� denotes the sign ofthe permutation �. This identity is equivalent to Weyl's formula for An�1. Later,Bressoud [B] found combinatorial proofs of Weyl's formula for Bn, Cn, and Dn.Each of the three identities we shall prove implies Weyl's formula for two of thethree root systems Bn, Cn, Dn. Two of the identities proved here are due to Okada[O], though one of them is stated there without proof. The third identity appearsin the author's doctoral thesis [S], upon which this work is based.OrganizationIn Section 2, we introduce the concepts and notation we need in order to stateour results. The results themselves are given in Theorems 2.2 and 2.4. We alsoshow how one of the three identities implies two cases of Weyl's formula.We begin proving the identities in Section 3. Each of them has a \sum side" anda \product side." Our method is like that of [G] and [B], using weighted digraphsto represent the terms on each side of each identity. Section 3 introduces digraphterminology and the particular sets of digraphs and weight functions we shall use.We show that the product side of each identity can be written as a sum of weightsof digraphs belonging to a particular set.We claim that the sum side of each identity can be written as a sum of weightsof digraphs belonging to a proper subset of the set that corresponds to the productside. In Section 4, we describe such a subset for each of the identities to be proved.In Section 5, we state and prove some technical lemmas to be used in the next twosections.Sections 6 and 7 are where most of the work is done. To prove the claim above,we show in Section 6 that the digraphs not belonging to the subset described inSection 4 have weights that add to 0. In Section 7, we show that the digraphs thatdo belong to this subset have weights that add to the sum side of the identity.Finally, there is an Appendix, which contains some discussion of the connectionbetween the usual way of writing Weyl's denominator formula and the way we writeit in Section 2.



the electronic journal of combinatorics 3 (1996), #R12 3Notational ConventionsWe write N, N0, and Z for the sets of positive integers, nonnegative integers,and all integers; R denotes the set of all real numbers.For any n 2 N, we de�ne [n] = f1; 2; : : : ; ng. If X is any set, then Xn denotesthe Cartesian product of n copies of X. If X has an algebraic structure, then sodoes Xn; for instance, Rn is a real vector space and Zn a free Abelian group.We use cycle notation for permutations. For instance, � = (1 3 4) means that�(1) = 3, �(3) = 4, �(4) = 1, and �(i) = i otherwise. Permutations are composedright-to-left.Given a statement A, we de�ne �(A) to be 1 if A is true, 0 if A is false.2. Statement of ResultsWe begin this section by introducing partitions and Schur functions, which weneed in order to state Theorems 2.2 and 2.4.PartitionsA partition is a nonincreasing sequence � = (�1; �2; : : :) of nonnegative integers,with only �nitely many nonzero terms. The nonzero terms of � are called its parts.The number of parts of a partition � is its length, which we denote `(�). For anyn � `(�), we may identify � with the �nite sequence (�1; �2; : : : ; �n) 2 Nn0 . Thusthe expressions (5; 4; 2; 1), (5; 4; 2; 1; 0;0; 0), and (5; 4; 2; 1; 0; : : :) all describe thesame partition of length 4. The weight of a partition �, which we denote j�j, isthe sum of its parts. We say that � is a partition of n into k parts if j�j = n and`(�) = k. For instance, (5; 4; 2; 1; 0; : : :) is a partition of 12 into 4 parts. We denotethe unique partition of length and weight zero by 0.A useful idea in the study of partitions is that of the Ferrers diagram of a partition�. This is the set D(�) = f(i; j) 2 N2 : 1 � i � `(�); 1 � j � �ig. One often thinksof D(�) as a left-justi�ed array of unit squares, in which the number of squares inthe ith highest row is �i. Figure 2.1 portrays the Ferrers diagram of (5; 4; 2; 1).
Figure 2.1



the electronic journal of combinatorics 3 (1996), #R12 4The rank of a partition �, denoted p(�), is the largest i such that (i; i) 2 D(�).Equivalently, p(�) = maxfi : �i � ig. For example, the partition (5; 4; 2; 1) hasrank 2.If � is a partition, then the set f(j; i) : (i; j) 2 D(�)g is the Ferrers diagram ofa partition �0, called the conjugate of �. For example, the conjugate of (5; 4; 2; 1)is (4; 3; 2; 2; 1). We have `(�0) = �1, j�0j = j�j, p(�0) = p(�), and �00 = � for anypartition �. We say that � is self-conjugate if � = �0. An alternative de�nition of�0, which does not require Ferrers diagrams, is given by �0i = maxfj : �j � ig.We now de�ne the Frobenius representation of a partition �. For each i 2 [p(�)],let �i = �i � i and �i = �0i � i. Both (�1; : : : ; �p(�)) and (�1; : : : ; �p(�)) arestrictly decreasing sequences of nonnegative integers. The Frobenius representationof � is (�1; : : : ; �p(�) j �1; : : : ; �p(�)), or more concisely (� j �). We note that j�j =p(�) +Pp(�)i=1 (�i + �i). And if the Frobenius representation of � is (� j �), then�0 = (� j�).If � and � are partitions, then D(�) � D(�) if and only if �i � �i for all i � 1.It is customary to identify partitions with their Ferrers diagrams, so one usuallywrites � � � instead of D(�) � D(�). The relation � is a partial order on theset of all partitions. In case � � �, we de�ne the skew diagram � � �; this issimply the set-theoretic di�erence D(�) nD(�). One may think of it as an array ofunit squares in which the ith highest row is indented �i units and contains �i � �isquares. For example, Figure 2.2 depicts the skew diagrams (5; 3; 3; 1)� (3; 2; 2; 1)and (4; 2; 2; 1)� (3; 2; 1).
Figure 2.2Observe that no row of (4; 2; 2; 1)� (3; 2; 1) contains more than one square. Askew diagram with this property is called a vertical strip. Evidently � � � is avertical strip if 0 � �i � �i � 1 for all i.Schur FunctionsLet x1; x2; : : : ; xn be commuting indeterminates and let � = (�1; : : : ; �n) 2Nn0 . We denote by x� the monomial x�11 x�22 � � �x�nn . The ring Z[x1; : : : ; xn] ofpolynomials in x1; : : : ; xn with integer coe�cients is generated as a free Z-moduleby the monomials.The symmetric group Sn acts on Z[x1; : : : ; xn] by permuting indeterminates.We de�ne x�(�) = x�1�(1)x�2�(2) � � �x�n�(n) for any � 2 Sn and � 2 Nn0 . A polynomial



the electronic journal of combinatorics 3 (1996), #R12 5f = P� f�x� 2 Z[x1; : : : ; xn] is said to be symmetric if it is invariant under thisaction of Sn, in other words, iff(x1; : : : ; xn) =X� f�x� =X� f�x�(�) = f(x�(1); : : : ; x�(n))for all � 2 Sn. A polynomial a 2 Z[x1; : : : ; xn] such thata(x1; : : : ; xn) = (�1)�a(x�(1); : : : ; x�(n))for all � 2 Sn is called antisymmetric. If a is antisymmetric, then a = 0 wheneverxi = xj for some i 6= j. This implies that a is divisible by�n = Y1�i<j�n(xi � xj):And since �n is itself antisymmetric, the quotient a=�n is symmetric.Let � be a partition of length at most n and let � = �n = (n� 1; : : : ; 1; 0). Thepolynomiala�+�(x1; : : : ; xn) = X�2Sn(�1)�x�(�+�) = det hx�j+n�ji ini;j=1is antisymmetric, and therefore(2.1) s�(x1; : : : ; xn) = a�+�(x1; : : : ; xn)�n(x1; : : : ; xn) = a�+�a�is a symmetric polynomial, called the Schur function corresponding to �. Note thatVandermonde's determinant formula implies the equality of the two denominatorsin (2.1). Littlewood's IdentitiesIn his study of the characters of representations of orthogonal groups, Littlewoodderived several identities involving Schur functions ([L], p. 238). Our results aregeneralizations of three of these identities.For any integer t, let Pt(n) denote the set of all partitions� = (�1 + t; �2 + t; : : : ; �p + t j�1; �2; : : : ; �p)such that `(�) � n. For instance, (5; 4; 2; 1) 2 P1(n) for all n � 4. We write Ptto denote the set of all partitions belonging to Pt(n) for su�ciently large n. If t isodd, then the partitions in Pt all have even weight; if t is even, then j�j + p(�) iseven for all � 2 Pt.



the electronic journal of combinatorics 3 (1996), #R12 6We now state the three of Littlewood's Schur function identities that our resultsgeneralize:nYi=1 (1� xi) Y1�i<j�n(1� xixj) = X�2P0(n)(�1)(j�j+p(�))=2s�(x1; : : : ; xn);(2.2b) nYi=1 (1� x2i ) Y1�i<j�n(1� xixj) = X�2P1(n)(�1)j�j=2s�(x1; : : : ; xn);(2.2c) Y1�i<j�n(1� xixj) = X�2P�1(n)(�1)j�j=2s�(x1; : : : ; xn):(2.2d)Multiply these by Vandermonde's determinant to obtain the equivalent identitiesnYi=1 (1� xi) Y1�i<j�n(1� xixj)(xi � xj) = X�2P0(n)�2Sn (�1)(j�j+p(�)=2)(�1)�x�(�+�n);(2.3b)nYi=1 (1 � x2i ) Y1�i<j�n(1� xixj)(xi � xj) = X�2P1(n)�2Sn (�1)j�j=2(�1)�x�(�+�n);(2.3c) Y1�i<j�n(1� xixj)(xi � xj) = X�2P�1(n)�2Sn (�1)j�j=2(�1)�x�(�+�n):(2.3d)We think of the latter identities as cases ofWeyl's denominator formula. Macdon-ald ([M], p. 46) observed that Weyl's formula for the root system Bn (respectively,Cn, Dn) implies (2.2b) (respectively, (2.2c), (2.2d)). Bressoud's [B] combinatorialproofs of Weyl's formula for Bn, Cn, and Dn are in fact proofs of (2.3b), (2.3c), and(2.3d). See the Appendix for details on the relation between Littlewood's identitiesand Weyl's formula. GeneralizationsWe begin by de�ning the sets of partitions that will index the terms on the \sumsides" of our generalizations of Weyl's formula:P�1;0(n) consists of all � = (�1; : : : ; �p j �1; : : : ; �p) such thatn� 1 � �1 � �1 � �2 � �2 � � � � � �p � �p:P0;1(n) consists of all � = (�1; : : : ; �p j �1; : : : ; �p) such thatn � �1 + 1 � �1 � �2 + 1 � �2 � � � � � �p + 1 � �p:P�1;1(n) is the set of all � with `(�) � n such that for some � 2 P�1(n), we have0 � �i � �i � 2 for all i 2 [n] and fi 2 [n] : �i � �i = 1g is a disjoint union of pairsfj; j + 1g with �j = �j+1.



the electronic journal of combinatorics 3 (1996), #R12 7An alternative de�nition of P�1;1(n) may be given in terms of Ferrers diagrams.A domino is a subset of Z2 of the form f(i; j), (i; j+1)g or f(i; j), (i+1; j)g. Just aswe visualize Ferrers diagrams as arrays of unit squares, we think of dominos as pairsof squares having a common edge. A partition � of length at most n is in P�1;1(n)if and only if ��� can be written as a disjoint union of dominos, with at most onedomino per row, for some � 2 P�1(n). In Figure 2.3, we have two partitions � suchthat �� � is a disjoint union of dominos for � = (3; 2; 2; 1) 2 P�1(4). The diagramon the left shows that (5; 3; 3; 1) is in P�1;1(n) for any n � 4, because no row hasmore than one domino. This condition is violated on the right, as indeed it mustbe, since the partition (4; 4; 3; 1) is not in P�1;1(4).
Figure 2.3We have Pi(n) [ Pj(n) � Pi;j(n) for �1 � i < j � 1. We also note that j�j iseven whenever � 2 P�1;1(n).To state the �rst of our three generalizations, we shall need to describe, for anypartition � 2 P�1;0(n), the largest � 2 P�1(n) such that � � �. To state the secondgeneralization, we shall need, given � 2 P0;1(n), the largest � 2 P0(n) such that� � �. The partitions � and � may be described in terms of their Ferrers diagramsas follows.For any partition �, we de�ne the following subsets of N2:M (�) = f(i; j � 1) : i < j; �i + �j � i + j � 1g;M 0(�) = f(j; i) : (i; j � 1) 2M (�)g;N (�) = f(i; j) : �i + �j � i+ jg:The sets M (�)[M 0(�) and N (�) are Ferrers diagrams of partitions. Let � = �(�)and � = �(�) denote these partitions, so that D(�) = M (�) [M 0(�) and D(�) =N (�). There is some p � 0 and �1 > �2 > � � � > �p � 1 such thatD(�) = p[i=1f(i; i); : : : ; (i; i+ �i � 1); (i+ 1; i); : : : ; (i+ �i; i)g:This shows that �(�) 2 P�1(n) for all su�ciently large n. Meanwhile, we have(i; j) 2 N (�) if and only if (j; i) 2 N (�), which implies that �(�) is self-conjugate,or equivalently that �(�) 2 P0(n) for large enough n. The table in Figure 2.4compares �i + �j to i + j � 1, where � = (5; 4; 4; 3; 2). The diagram depicts D(�),the bold line separating M (�) from M 0(�).
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2,10Figure 2.4The following lemma tells us that � and � have the properties we need. We shallprove it in Section 7.Lemma 2.1. ([S], Lemma 3.1.1) (a) If � 2 P�1;0(n), then �(�) � �, and we have� � �(�) for any � 2 P�1(n) such that � � �.(b) If � 2 P0;1(n), then �(�) � �, and we have � � �(�) for any � 2 P0(n) suchthat � � �.Given any partition �, we de�ney(�) = jf(i; j) : i < j; �i + �j = i+ j � 1gjand z(�) = jf(i; j) : i < j; �i + �j = i+ jgj:We are ready to state the �rst two of our three generalizations of Weyl's formula:Theorem 2.2. ([S], Theorem 3.1.2) We have(BD) Y1�i�n(1� txi) Y1�i<j�n(1� xixj)(xi � xj)= X�2P�1;0(n)�2Sn (�1)j�j�j�j=2 tj�j�j�j(1� t2)y(�)(�1)�x�(�+�n)and(BC) Y1�i�n(1� xi)(1 + txi) Y1�i<j�n(1� xixj)(xi � xj)= X�2P0;1(n)�2Sn (�1)(j�j+p(�))=2 tj�j�j�j(1� t)�(9i;�i=i)(1� t2)z(�)(�1)�x�(�+�n)



the electronic journal of combinatorics 3 (1996), #R12 9for all n � 1.In [O], Okada proves an identity (Lemma 3.5) equivalent to (BC). He also stateswithout proof an identity equivalent to (BD).At the end of this section, we shall show how (BD) specializes to (2.3d) at t = 0and to (2.3b) at t = 1. A similar argument shows that (BC) gives us (2.3b) and(2.3c) at t = 0 and t = 1 respectively.In order to state the third of our generalizations of Weyl's formula, we shall need,given � 2 P�1;1(n), the largest � 2 P�1(n) such that � � � and �� � is a disjointunion of dominos with no more than one domino per row. We have not found anelegant description of this partition � like those of � and � above.Given a partition �, let K(�) be the set of all partitions � � � such that:� 2 P�1(n) for some n, and �� � is a disjoint union of dominos with no more thanone domino in any one row of D(�). Observe that � 2 P�1;1(n) for some n if andonly if K(�) 6= ;.Figure 2.5 shows that � = (6; 5; 5; 3; 3;2) is in P�1;1(n) for n � 6. The par-titions (3; 2; 1 j 4;3; 2) and (3; 1; 0 j 4; 2;1) belong to K(�). On the other hand,� = (3; 2; 0 j 4; 3;1) is not in K(�), even though 0 � �i � �i � 2 for all i, because�� � cannot be written as a disjoint union of dominos.
Figure 2.5Lemma 2.3 tells us that there is a largest partition in K(�) for any � 2 P�1;1(n).We shall prove it in Section 7.Lemma 2.3. ([S], Lemma 3.1.3) For any � 2 P�1;1(n), there is a partition � =�(�) 2 K(�) such that � � � for all � 2 K(�).The role � will play in our third generalization is like that of � in (BD) and of �in (BC). We remark that � is de�ned only for partitions in P�1;1(n), whereas thede�nitions of � and � make sense for any partition.Given � 2 P�1;1(n), let q(�) be the number of \horizontal" dominos in � � �.Equivalently, q(�) is the cardinality of the set fi 2 [n] : �i � �i = 2g. For instance,



the electronic journal of combinatorics 3 (1996), #R12 10with � as in Figure 2.5, we have � = (3; 2; 1 j 4; 3;2) and q(�) = 2. We can nowstate our third generalization of Weyl's formula:Theorem 2.4. ([S], Theorem 3.1.4) We have(CD) Y1�i�n(1� tx2i ) Y1�i<j�n(1� xixj)(xi � xj)= X�2P�1;1(n)�2Sn (�1)j�j=2+q(�) t(j�j�j�j)=2(1� t)�(9i;�i=i)(1� t2)z(�)(�1)�x�(�+�n)for any n � 1.We obtain (2.3d) from (CD) by setting t = 0 and (2.3c) by setting t = 1.Obtaining (2.3d) and (2.3b) from (BD)If t = 0, then the product side of (BD) is the same as that of (2.3d). The sumside of (BD), meanwhile, is X�2P�1;0(n): j�j=j�j�2Sn (�1)j�j=2(�1)�x�(�+�n):Lemma 2.1(a) tells us that � � � for any � 2 P�1;0(n). If � � � and j�j = j�j, thenclearly � = �. Therefore the latter sum is taken over P�1(n); it is the sum side of(2.3d).Now suppose t = 1. The product sides of (BD) and (2.3b) coincide, whereas thesum side of (BD) is X�2P�1;0(n):y(�)=0�2Sn (�1)j�j�j�j=2(�1)�x�(�+�n):If � 2 P�1;0(n) and y(�) = 0, then the quantities j�i � i + 12 j, i 2 [n], are distinct.And they are not larger than n � 12 , since �1 � n. In this situation, LemmaA.1 (in the Appendix) implies that � 2 P0(n), and it remains only to show thatj�j � j�j2 = j�j+p(�)2 , or equivalently, j�j � j�j = p(�). To this end, let p = p(�) andq = p � �(�p = p). Then for 1 � i � q and i < j � �i, we have (i; j) 2 D(�), andsince � = �0, we have (j; i) 2 D(�). Therefore �i � j, �j � i, �i + �j > i + j � 1,and we have (i; j � 1); (j; i) 2 D(�). Meanwhile, for 1 � i � p and j � �i + 1, wehave �i + �j < i + j � 1. This means that if � = (�1; : : : ; �p j�1; : : : ; �p), then� = (�1 � 1; : : : ; �q � 1 j�1; : : : ; �q). We conclude that j�j � j�j = p as required.



the electronic journal of combinatorics 3 (1996), #R12 113. The Product SidesWe shall now introduce the digraphs and weight functions to be used in proving(BD), (BC), and (CD).Let V be a set, whose elements we call vertices. We shall say that a subset g ofV � V is a digraph on V if it has the following two properties:For all i 2 V , (i; i) =2 g.If (i; j) 2 g, then (j; i) =2 g.We call the elements of g arcs; we say that (i; j) is an arc from i to j. Observe thatby our de�nition, a digraph cannot have an arc from a vertex to itself, nor can ithave more than one arc between two distinct vertices. We say that g is complete ifit has an arc between any two distinct vertices. In other words, g is complete if wehave either (i; j) 2 g or (j; i) 2 g whenever i 6= j. Complete digraphs on �nite setsof vertices are often called tournaments.We shall work exclusively with digraphs on �nite vertex sets. Such digraphs canbe visualized, using points in the plane to represent vertices and arrows from onepoint to another to represent arcs. In Figure 3.1, g1 = f(a; d), (b; a), (b; d), (e; c)gand g2 = f(1; 2), (1; 3), (2; 3), (3; 4), (4; 1), (4; 2)g are digraphs on fa; b; c; d; eg and[4] respectively.
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Figure 3.1The out-degree of a vertex i in a digraph g is the number of arcs in g from ito other vertices. We denote this number by o(i; g). In Figure 3.1, for example,o(b; g1) = 2 and o(3; g2) = 1. A path from i to j is a sequence of arcs (i; k1),(k1; k2), : : : , (kn�1; j) in g. The length of a path is the number of arcs it contains.A cycle is a path from a vertex to itself. By our de�nition of digraphs, any cyclemust have length at least 3. We say g is transitive if it contains no cycles. Forinstance, g1 is transitive, but g2 has a cycle. If g is a digraph on V and W � V ,then g \ (W �W ) is a digraph on W , the restriction of g to W . For example, therestriction of g2 to [3] is f(1; 2); (1; 3); (2;3)g.We are ready to de�ne the sets of digraphs we shall use in our proofs of Theorems2.2 and 2.4. Given a positive integer n, let Vn = f�n; : : : ;�1; 0; 1; : : : ; ng. De�nesets Cn and Bn of digraphs on Vn as follows:



the electronic journal of combinatorics 3 (1996), #R12 12Cn consists of all complete digraphs c on Vn such that (�j;�i) 2 c whenever(i; j) 2 c.Bn consists of all digraphs b on Vn such that: for all i 2 Vn, (i;�i) =2 b; for alli; j 2 Vn with j 6= �i, either (i; j) 2 b or (j; i) 2 b; and (�j;�i) 2 b whenever(i; j) 2 b. (Given c 2 Cn, the digraph b we obtain from c by deleting all arcs of theform (i;�i) is in Bn.)We shall use Bn in our proof of (BD) and Cn in our proofs of (BC) and (CD).Observe that for any g 2Bn [Cn, the restriction of g to [n] is a complete digraph,which we call the positive subtournament of g and denote by g+.Our proofs begin with the assignment of a weight to each digraph in the appro-priate set. Given a digraph g, we assign a weight w(i; j) to each arc (i; j) in g. Theproduct of all these weights is the weight of g: w(g) = Q(i;j)2gw(i; j). We use thefollowing functions to assign weights to arcs:ŵ(i; j) = (�1)�(i>jjj)(xit�(j=0))�(i>0);~w(i; j) = (�1)�(i>jjj)(xit�(j=�i))�(i>0);�w(i; j) = (�1)�(i>jjj)(xit�(j=0 or j=�i)=2)�(i>0):We remark that if p � 0, then ŵ(p; q) = ~w(p; q) = �w(p; q) = 1 for all q, and that ifp and q are nonzero and q 6= �p, then ŵ(p; q) = ~w(p; q) = �w(p; q). For example, ifg is the digraph in B3 shown in Figure 3.2, then ŵ(g) = tx41x2x33.
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-tx3Figure 3.2



the electronic journal of combinatorics 3 (1996), #R12 13We can now write the product sides of (BD), (BC), and (CD) as sums indexedby digraphs: Y1�i�n(1� txi) Y1�i<j�n(1� xixj)(xi � xj) = Xb2Bn ŵ(b);(3.1bd) Y1�i�n(1� xi)(1 + txi) Y1�i<j�n(1� xixj)(xi � xj) = Xc2Cn ~w(c);(3.1bc) Y1�i�n(1� tx2i ) Y1�i<j�n(1� xixj)(xi � xj) = Xc2Cn �w(c):(3.1cd)To prove (3.1cd), consider a digraph c 2 Cn. For each pair i; j of integers with1 � i < j � n, we have either (i; j) and (�j;�i) in c, contributing xi and 1 to�w(c), or we have (j; i) and (�i;�j) in c, contributing �xj and 1. We have either(i;�j); (j;�i) 2 c, contributing �xixj to �w(c), or (�i; j); (�j; i) 2 c, contributing1. For each i with 1 � i � n, we have either (i;�i) or (�i; i), contributing eithert1=2xi or 1, and either (i; 0); (0;�i) or (0; i); (�i; 0), contributing either �t1=2xi or1. This accounts for all the arcs of c. We conclude that the sum of �w(c) as c rangesover Cn is equal toY1�i�n(1 � t1=2xi)(1 + t1=2xi) Y1�i<j�n(1� xixj)(xi � xj);which is equal to the product side of (CD). The proofs of (3.1bd) and (3.1bc) aresimilar.4. The Sum SidesTo describe the subsets of Bn and Cn that correspond to the sum sides of (BD),(BC), and (CD), we need to study these sets of digraphs in more detail. Thepositive subtournaments of digraphs in Bn [ Cn will be important in this study,and we shall also use partially ordered sets.Transitive Tournaments and PermutationsSuppose g is a digraph on V such that no two vertices of V have the same out-degree in g. We claim that g is complete and transitive, or in other words, that itis a transitive tournament. This is obvious (and vacuous) if jV j = 1. Otherwise,observe that the possible out-degrees of any vertex in any digraph on V are 0,1, : : : , jV j � 1; therefore g must have exactly one vertex of each possible out-degree. If i is the vertex whose out-degree is jV j � 1, then i is not part of anycycle and there is an arc between i and any other vertex in g. The restriction ofg to V n fig has no two vertices with the same out-degree, and if it is completeand transitive, then so is g. Conversely, suppose g is complete and transitive. If(i; j) 2 g, then we have (i; k) 2 g whenever (j; k) 2 g. Since (j; j) is not in g, wesee that fk : (j; k) 2 gg is a proper subset of fk : (i; k) 2 gg. We conclude that



the electronic journal of combinatorics 3 (1996), #R12 14o(i; g) > o(j; g). This means that no two vertices have the same out-degree in g.We have shown that a digraph g on (a �nite set) V is complete and transitive ifand only if fo(i; g) : i 2 V g = f0; 1; : : : ; jV j � 1g.The above result allows us to identify transitive tournaments g on [n] with per-mutations � 2 Sn. Given such an g, de�ne �(i) to be the unique j such thato(j; g) = n � i. Then g = f(�(i); �(j)) : 1 � i < j � ng. This correspondencebetween permutations and digraphs is of great importance here and in [G] and [B].Alternative Description of g When g+ is TransitiveLet g be a digraph in Bn [ Cn whose positive subtournament g+ is transitive.There is a unique permutation � = �(g) 2 Sn such that o(�(i); g+) = n � i foreach i 2 [n]. Observe that � completely determines all arcs in g between twopositive vertices or between two negative vertices. We now introduce some setsthat, together with �, will determine all arcs in g not between two positive or twonegative vertices.First, we introduce �[n]2 � (\[n] choose 2") and 
[n]2 � (\[n] repeat-choose 2" or \[n]choose 2 with repetition"): �[n]2 � = f(i; j) : 1 � i < j � ng and 
[n]2 � = f(i; j) : 1 �i � j � ng. Then we de�ne� = � (g) = f(i; j) 2 �[n]2 � : (�(i);��(j)) 2 gg;� = � (g) = � (g) [ f(i; i) : (�(i); 0) 2 g)g;!0 = !0(g) = fi : (�(i); 0) 2 gg;and for g 2 Cn, !� = !�(g) = fi : (�(i);��(i)) 2 gg:We shall use these sets throughout Sections 6 and 7. For instance, if g is the digraphin Figure 3.2, then g+ is transitive with �(g) = (2 3), � (g) = f(1; 2), (1; 3), (2; 2)g,and !0(g) = f2g.We are going to de�ne a partial order on �[n]2 � and 
[n]2 �. Recall ([St], Chapter3) that a partial order is a binary relation � that is reexive (x � x for any x),antisymmetric (if x � y and y � x, then x = y), and transitive (if x � y and y � z,then x � z). One writes x � y if x � y and x 6= y; also, if x � y or x � y, one maywrite y � x or y � x. A set on which a partial order is de�ned is called a partiallyordered set, or poset for short.Let P be a poset with partial order �. A subset Q of P is an order ideal withrespect to � if we have x 2 Q whenever x � y and y 2 Q. A dual order ideal is asubset Q of P such that y 2 Q whenever x � y and x 2 Q. Evidently Q is a dualorder ideal of P if and only if P nQ is an order ideal.Given ordered pairs of integers (i; j) and (k; l), we say that (i; j) � (k; l) if andonly if i � k and j � l. It is easy to see that � is a partial order on �[n]2 � and
[n]2 �. We shall visualize �[n]2 � and 
[n]2 � as in Figure 4.1, which shows T1 = f(1; 2),(2; 3)g � �[3]2 � and T2 = f(1; 1), (1; 2), (2; 2)g � 
[3]2 �. Observe that T2 is an orderideal and T1 is not.
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3Figure 4.1The map b 7! (�(b); � (b)) is a bijection of fb 2 Bn : b+ transitiveg onto Sn �Pow 
[n]2 �, where PowX denotes the set of all subsets of X. We also have bijectionsc 7! (�(c); � (c); !�(c)) and c 7! (�(c); � (c); !0(c); !�(c)) of fc 2 Cn : c+ transitivegonto Sn�Pow 
[n]2 ��Pow[n] and Sn�Pow �[n]2 ��Pow[n]�Pow[n] respectively. InChapter 2 of [S], it is shown that b 2Bn is transitive if and only if b+ is transitiveand � (b) is an order ideal of 
[n]2 �. Similarly, c 2 Cn is transitive if and only if c+ istransitive, � (c) is an order ideal of 
[n]2 �, and !0(c) = !�(c).The last concept we need in this section is that of interchangeability. Let T bea subset of �[n]2 � or of 
[n]2 � and let i and j be distinct integers in [n]. Supposewithout loss of generality that i < j. We say i and j are interchangeable in T ifthe following conditions hold:For 1 � k < i, (k; i) 2 T if and only if (k; j) 2 T .For i < k < j, (i; k) 2 T if and only if (k; j) 2 T .For j < k � n, (i; k) 2 T if and only if (j; k) 2 T .(i; i) 2 T if and only if (j; j) 2 T (this is vacuous if T � �[n]2 �).We are ready to de�ne the sets of digraphs that will index the sum sides of ourthree generalizations of Weyl's formula. These sets are B�n � Bn, C�n � Cn, andC��n � Cn, de�ned as follows:b 2B�n if b+ is transitive, � (b) is an order ideal of �[n]2 �, ando(�(1); b) > o(�(2); b) > � � � > o(�(n); b):c 2 C�n if c+ is transitive, � (c) is an order ideal of 
[n]2 �, ando(�(1); c) > o(�(2); c) > � � � > o(�(n); c):c 2 C��n if c+ is transitive, � (c) is an order ideal of �[n]2 �,o(�(1); c) > o(�(2); c) > � � � > o(�(n); c);and !0(c) � !�(c), with !�(c) n!0(c) being a disjoint union of pairs fj; j+1g suchthat the elements of each such pair are interchangeable in � (c).Section 6 will be devoted to the proof of



the electronic journal of combinatorics 3 (1996), #R12 16Lemma 4.1. ([S], Lemma 3.3.1) We haveXb2BnnB�n ŵ(b) = Xc2CnnC�n ~w(c) = Xc2CnnC��n �w(c) = 0for all n � 1.In Section 7, we shall proveLemma 4.2. ([S], Lemma 3.4.1) We haveXb2B�n ŵ(b) = X�2P�1;0(n)�2Sn (�1)j�j�j�j=2tj�j�j�j(1 � t2)y(�)(�1)�x�(�+�n);Xc2C�n ~w(c)= X�2P0;1(n)�2Sn (�1)(j�j+p(�))=2tj�j�j�j(1� t)�(9i;�i=i)(1� t2)z(�)(�1)�x�(�+�n);Xc2C��n �w(c)= X�2P�1;1(n)�2Sn (�1)j�j=2+q(�)t(j�j�j�j)=2(1� t)�(9i;�i=i)(1� t2)z(�)(�1)�x�(�+�n);for all n � 1, where �, �, �, y, z, and q are as de�ned in Section 2.Theorems 2.2 and 2.4 follow from these lemmas and from (3.1bd), (3.1bc), and(3.1cd).5. Lemmas on Order Ideals and PartitionsBefore we begin to prove Lemmas 4.1 and 4.2, we shall need some more resultsconcerning order ideals, partitions, and interchangeability.Let T be a subset of 
[n]2 �. For any i 2 [n] and any t � �1, we de�ne#t(i; T ) = jfj : j < i; (j; i) 2 Tgj+ jfj : j > i; (i; j) 2 Tgj+ (t+ 1)�((i; i) 2 T ):In other words, #t(i; T ) is the number of ordered pairs in T with at least onecomponent equal to i, plus t times the number of ordered pairs in T with bothcomponents equal to i. Observe that #t is independent of t whenever T � �[n]2 �.We shall write # instead of #t in case T is known to be a subset of �[n]2 �. Weremark that #(i; T \ �[n]2 �) = #�1(i; T ) for any T � 
[n]2 �.The following lemmaestablishes an important correspondence between partitionsand order ideals of �[n]2 � and 
[n]2 �.



the electronic journal of combinatorics 3 (1996), #R12 17Lemma 5.1. ([S], Lemma 2.3.3) (a) If T is an order ideal of �[n]2 � and � =(#(1; T ); : : : ;#(n; T )), then � 2 P�1(n) and jT j = j�j=2.(b) If T is an order ideal of 
[n]2 � and � = (#t(1; T ); : : : ;#t(n; T )), then � 2 Pt(n)and, if t � 0, then jT j = (j�j+ (1� t)p(�))=2.Proof. (a) Suppose T is an order ideal of �[n]2 �. Consider the setD = f(i; j � 1); (j; i) : (i; j) 2 Tg:We visualize D as being made of two copies of T , one copy reected about thediagonal of N2 and glued to the other as shown in Figure 5.1.
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i = Figure 5.1We claim that D is the Ferrers diagram of a partition � 2 P�1(n). Indeed, if Tis an order ideal of �[n]2 �, then T is of the formf(1; 2); (1; 3); : : : ; (1; 1 + �1); (2; 3); : : : ; (2; 2 + �2); : : : ; (p; p+ 1); : : : ; (p; p+ �p)gfor some p � n � 1 and �1 > �2 > � � � > �p � 1, and D is the Ferrers diagramof � = (�1 � 1; : : : ; �p � 1 j�1; : : : ; �p). It is clear that jT j = j�j=2. So we cancomplete the proof of (a) by showing that �i = #(i; T ) for each i 2 [n]. This is nothard to see. Given (i; j) 2 D, either j < i and (i; j) corresponds to (j; i) 2 T , orj � i and (i; j) corresponds to (i; j + 1) 2 T ; so each of the �i squares in the ithrow of D corresponds to a distinct ordered pair in T with one component equal toi, and this is clearly a one-to-one correspondence.(b) Suppose T is an order ideal of 
[n]2 �. Then T \ �[n]2 � is an order ideal of �[n]2 �,and since #�1(i; T ) = #(i; T \ �[n]2 �) for all i 2 [n], the case t = �1 reduces to thecase considered in (a).Now suppose t = 0. Consider the setD = f(i; j); (j; i) : (i; j) 2 Tg;we think of D as being made of two copies of T , one copy being reected aboutthe diagonal and glued to the other with overlap along the diagonal. Observe thatD is the Ferrers diagram of a partition � 2 P0(n). We see that p(�) is the largest



the electronic journal of combinatorics 3 (1996), #R12 18i such that (i; i) 2 T , and that jT j = (� + p(�))=2. To see that �i = #0(i; T ) foreach i, observe that for any given (i; j) 2 D, either j < i and (j; i) 2 T , or j � iand (i; j) 2 T . Each of the �i squares in the ith row of D corresponds to a distinctordered pair in T with at least one component equal to i. This takes care of thecase t = 0.If t � 1, then letD = f(i; j + t); (j; i) : (i; j) 2 Tg [ f(i; i + 1); : : : ; (i; i+ t� 1) : 1 � i � pg;where p is the largest i such that (i; i) 2 T . In this case, D is made of two copies ofT , with one copy reected about the diagonal as before, but the copies are separatedby a diagonal strip of width t�1 and length p. Figure 5.2 shows an example in thecase t = 2.
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i = Figure 5.2We �nd that D is the Ferrers diagram of a partition � 2 Pt(n), that p(�) = p,and that jT j = (j�j+ (1 � t)p(�))=2. To see that �i = #t(i; T ) for each i, observethat if (i; j) 2 D, then either: j < i and (j; i) 2 T , or i � j � i + t and (i; i) 2 T ,or j > i + t and (i; j � t) 2 T . So the ith row of D contains one square for eachordered pair in T having just one component equal to i, and t + 1 squares for theordered pair (i; i) if it is in T . �The correspondence described by Lemma5.1(a) is one-to-one, as is that describedby Lemma 5.1(b) for t � 0. Given � 2 P�1(n), then T = �[n]2 � \ f(i; j + 1) : (i; j) 2D(�)g is the unique order ideal of �[n]2 � for which #(i; T ) = �i for all i; if � 2 Pt(n)and t � 0, then T = 
[n]2 � \ f(i; j � t) : (i; j) 2 D(�)g is the unique order ideal of
[n]2 � such that #t(i; T ) = �i for all i.The next lemma we shall prove concerns interchangeability. Consider the sub-set � of �[6]2 � shown in Figure 5.3. The arrows indicate which pairs of elements of�[6]2 � must be examined for membership in � to decide whether 2 and 4 are inter-changeable in � . For each arrow, the element of �[6]2 � at one end belongs to � ifand only if the element at the other end belongs to � ; this shows that 2 and 4 areinterchangeable.
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Figure 5.3It is easy to see that if i and j are interchangeable in T � 
[n]2 �, then #t(i; T ) =#t(j; T ) for any t � �1, and if i and j are interchangeable in T � �[n]2 �, then#(i; T ) = #(j; T ). For instance, we have #(2; � ) = #(4; � ) when � is as in Figure5.3. We also have #(5; � ) = #(6; � ) in this case, although 5 and 6 are not inter-changeable in � . The following lemma tells us that this cannot happen when T isan order ideal:Lemma 5.2. ([S], Lemma 3.2.1) (a) If T is an order ideal of �[n]2 � and #(i; T ) =#(j; T ), then i and j are interchangeable in T .(b) If T is an order ideal of 
[n]2 � and #t(i; T ) = #t(j; T ) for some t � 0, then iand j are interchangeable in T .Proof. Assuming the hypothesis of (a), with i < j, let r be the common value of#(i; T ) and #(j; T ). It is easy to see that r � i � 1 if (i; j) =2 T and r � j � 1 if(i; j) 2 T . In the former case, we �nd that (k; i) 2 T if and only if (k; j) 2 T if andonly if 1 � k � r, while any other (k; l) with k or l equal to i or j is not in T . Thelatter case is similar, except that we have: (k; i); (k; j) 2 T whenever 1 � k < i;(i; k); (k; j) 2 T whenever i < k < j; for k > j, (i; k) 2 T if and only if (j; k) 2 T ifand only if j + 1 � k � r + 1. This proves (a); the proof of (b) is almost identical.We mention that the condition t � 0 in (b) is necessary to ensure that (i; i) and(j; j) are counted by #t(i; T ) and #t(j; T ) whenever they belong to T . �Suppose T is a subset of 
[n]2 � and T = T \ �[n]2 �. Clearly, T is an order idealof �[n]2 � if T is an order ideal of 
[n]2 �, but the converse does not hold. For T tobe an order ideal of 
[n]2 �, it is necessary that T be an order ideal of �[n]2 �, but notsu�cient. The last lemma of this section gives the additional conditions we needin order for T to be an order ideal. To state it, we need to introduce what we shallcall extreme points of an order ideal of a poset.



the electronic journal of combinatorics 3 (1996), #R12 20Let P be a poset and T an order ideal of P . We say that p 2 T is an innerextreme point of T if T n fpg is an order ideal of P . Meanwhile, p is an outerextreme point of T if p =2 T and T [fpg is an order ideal of P . We denote by I(T )and O(T ) the sets of all inner and outer extreme points of T . Evidently I(T ) isthe smallest set S such that T = fp : p � s for some s 2 Sg, while O(T ) is thesmallest S for which P n T = fq : q � s for some s 2 Sg. Figure 5.4 portrays orderideals T � �[5]2 � and T 0 � 
[5]2 �; we see that I(T ) = f(3; 4); (1; 5)g, O(T ) = f(2; 5)g,I(T 0) = f(2; 3); (1; 5)g, and O(T 0) = f(3; 3); (2; 4)g.
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Figure 5.4We are ready to state and prove:Lemma 5.3. ([S], Lemma 3.2.2) Let � � 
[n]2 � and � = � \ �[n]2 �. Then � is anorder ideal of 
[n]2 � if and only if all the following conditions hold:(i) � is an order ideal of �[n]2 �.(ii) For all (i; j) 2 I(� ), (i; i) 2 � or (j; j) 2 � .(iii) For all (i; j) 2 O(� ), (i; i) =2 � or (j; j) =2 � .(iv) fi : (i; i) 2 �g is of the form f1; 2; : : : ; rg for some r, 0 � r � n.Furthermore, if (i){(iii) hold and (iv) does not, there exists i 2 [n] such that(i; i) =2 � , (i + 1; i+ 1) 2 � , and i and i + 1 are interchangeable in � .Proof. \Only if": Suppose � is an order ideal of 
[n]2 �. If (i; j) 2 � and (k; l) � (i; j),then (k; l) 2 � ; if (k; l) 2 �[n]2 �, then (k; l) 2 � . Therefore (i) holds. If (i; j) 2 I(� ),then (i; j) 2 � , which implies (i; i) 2 � , so (ii) holds. Similarly, for (i; j) 2 O(� ) wehave (i; j) =2 � , which means (j; j) =2 � , and (iii) holds. If (i; i) 2 � , then (j; j) 2 �for any j � i, so (iv) holds.\If": Suppose � is not an order ideal of 
[n]2 �. Then there exist i; j 2 [n] withi � j and either (i; j) =2 � , (i; j + 1) 2 � or (i � 1; j) =2 � , (i; j) 2 � . If i < j, then �is not an order ideal of �[n]2 �. If � is an order ideal of �[n]2 � but (i; i) =2 � , (i; i+1) 2 �for some i, then there exist j; k with k > j � i and (j; k) 2 I(� ). If either (j; j)or (k; k) is in � , then (iv) is violated; otherwise (ii) does not hold. If � is an order



the electronic journal of combinatorics 3 (1996), #R12 21ideal of �[n]2 � and (i � 1; i) =2 � , (i; i) 2 � , then we have (j; k) 2 O(� ) for some j; kwith i � k > j. If (j; j) =2 � or (k; k) =2 � , then (iv) does not hold; otherwise (iii)fails.\Furthermore": Suppose � � 
[n]2 � is such that (i){(iii) hold and (iv) does not.Choose i such that (i; i) =2 � , (i + 1; i + 1) 2 � . If i and i + 1 are interchangeablein � , we are done. If not, then either (i; j) 2 � , (i + 1; j) =2 � for some j � i + 2 or(k; i) 2 � , (k; i+ 1) =2 � for some k � i� 1. In the former case, choose the smallestj with this property. Then (i+ 1; j) 2 O(� ); since (iii) holds and (i+ 1; i+ 1) 2 � ,we must have (j; j) =2 � . There is some l � j such that (i; l) 2 I(� ), and since (ii)holds and (i; i) =2 � , we must have (l; l) 2 � , which tells us l > j. We �nd that#(q; � ) = i for each q with j � q � l; Lemma 5.2(a) tells us that j, j + 1, : : : , lare pairwise interchangeable in � , and for some q with j � q < l, we must have(q; q) =2 � , (q + 1; q+ 1) 2 � . A similar argument applies in the latter case. �Figure 5.5 shows a subset � of 
[7]2 � for which only condition (iv) fails. The boldline separates �[7]2 � from pairs of the form (i; i). We have (6; 6) =2 � , (7; 7) 2 � , but6 and 7 are not interchangeable in � . We see that (2; 7) 2 O(� ) and (4; 6) 2 I(� );3 and 4 are interchangeable in � and (3; 3) =2 � , (4; 4) 2 � .
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Figure 5.56. CancellationBefore beginning the proof of Lemma 4.1, we need to introduce some operationson digraphs. We shall use these operations to \pair o�" the digraphs in Bn nB�n,Cn nC�n, and Cn nC��n . Each such digraph will be paired with another, whose weightis �1 times that of the �rst.



the electronic journal of combinatorics 3 (1996), #R12 22Arc Reversal and Vertex InterchangeGiven a digraph g on V , we can obtain other digraphs on V by reversing someof the arcs in g. Speci�cally, we reverse the arcs in a subset R of g by replacing Rwith R0 = f(j; i) : (i; j) 2 Rg. This gives us the digraph g0 = R0 [ g nR. If R is adisjoint union of cycles, then we have o(i; g0) = o(i; g) for every i 2 V . In this case,R0 is also a disjoint union of cycles. Whatever R may be, we recover g from g0 byreversing the arcs in R0.Another way of obtaining a new digraph on V from an existing one is by in-terchanging vertices. Let g be a digraph on V and let p; q 2 V . Let �pq be thebijection on V that interchanges p and q while �xing everything else in V . Thengpq = f(�pq(i); �pq(j)) : (i; j) 2 gg is another digraph on V ; we say that gpqis obtained from g by interchanging p and q. Observe that o(p; gpq) = o(q; g),o(q; gpq) = o(p; g), and o(r; gpq) = o(r; g) for any r other than p or q. Evidently gis obtained from gpq by interchanging p and q.Suppose that g, p, and q satisfy the following condition: for each r 2 V n fp; qg,the digraph g has an arc between p and r if and only if it has an arc between qand r. (This condition holds for all p; q 2 V if g is complete.) Then the digraphobtained from g by interchanging p and q can also be obtained from g by reversingarcs. Let R consist of all pairs of arcs f(p; r), (r; q)g or f(q; r), (r; p)g such thatboth arcs are in g, plus the arc between p and q if there is one in g. Then gpqis obtained from g by reversing the arcs in R. Recall the digraphs of Figure 3.1.We �nd that reversing the arcs (2; 3), (3; 4), and (4; 2) has the same e�ect on g2as interchanging 2 and 3. On the other hand, there is no set of arcs in g1 whosereversal gives us the digraph we obtain from g1 by interchanging b and c.Proof of Lemma 4.1Given a set X, on whose elements a weight function w is de�ned, one wayto prove that Px2X w(x) = 0 is by de�ning a function � : X ! X such thatw(�(x)) = �w(x) and �(�(x)) = x for all x 2 X. We say that � is a weight-preserving and sign-reversing involution on X if it has these properties. In e�ect,� \pairs o�" each x with �(x).We shall prove Lemma 4.1 by constructing weight-preserving and sign-reversinginvolutions '̂, ~', and �' on the sets Bn nB�n, Cn n C�n, and Cn n C��n respectively.The construction will involve arc reversal and will proceed in several phases. In the�rst two phases, the arcs to be reversed will all be of the form (i; j) and (�j;�i),where jij and jjj are distinct and nonzero. This will allow '̂, ~', and �' to be de�nedsimultaneously, because ŵ(i; j) = ~w(i; j) = �w(i; j) whenever j is not 0 or �i. Inlater phases, the functions will be de�ned separately. In Phases 1 and 3, we shallassume a total order has been de�ned on the set �[n]2 �.



the electronic journal of combinatorics 3 (1996), #R12 23Phase 1This phase takes care of all those g 2Bn [ Cn for which g+ is not transitive.If g+ is not transitive, then we have o(i; g+) = o(j; g+) for some (i; j) 2 �[n]2 �. Let(i0; j0) be the smallest (i; j) (relative to the total order on �[n]2 �) with this property.Let g� be the negative subtournament of g, i.e., g� = f(�j;�i) : (i; j) 2 g+g. Weobtain '̂(g), ~'(g), or �'(g) by interchanging i0 and j0 in g+ and interchanging �i0and �j0 in g�. This corresponds to reversing the arc between i0 and j0, the arcbetween �i0 and �j0, and all the arcs that belong to subsets of g of the formsf(i0; k); (k; j0); (�j0;�k); (�k;�i0)g; k > 0(a)and f(j0; k); (k; i0); (�i0;�k); (�k;�j0)g; k > 0:(b)Let g0 denote the result of interchanging i0 and j0 in g+ and �i0 and �j0 in g�.We �nd that (g0)+ is not transitive and that o(k; (g0)+) = o(k; g+) for all k 2 [n],so we interchange the same vertices when applying '̂, ~', or �' to g0 as we hadinterchanged to obtain g0 from g. This means that we recover g from g0 by applyingthe same function that gave us g0 when applied to g.We must now show that the weight of g0 is �1 times the weight of g. Let a andb be the number of subsets of g of types (a) and (b) respectively. We have0 = o(i0; g+)� o(j0; g+) = a� b+ � 1 if (i0; j0) 2 g;�1 if (j0; i0) 2 g:Observe that reversing the arcs in a subset of type (a) multiplies the weight of gby xj0=xi0 , while reversing the arcs in a subset of type (b) multiplies the weightby xi0=xj0 . If (i0; j0) 2 g, then there is one more subset of type (b) than of type(a), so reversing the arcs in all subsets of both types multiplies the weight byxi0=xj0. Reversing (�j0;�i0) has no e�ect on the weight, whereas reversing (i0; j0)multiplies the weight by �xj0=xi0 . So the weight of g0 is �1 times the weight of gas required. Similarly if (j0; i0) 2 g.This completes Phase 1. From now on, we shall work only with digraphs whosepositive subtournaments are transitive. Recall the de�nitions of �(g), � (g), � (g),!0(g), and !�(g) for digraphs g with g+ transitive.Phase 2In this phase, we de�ne '̂, ~', and �' for all g such that g+ is transitive but � (g)is not an order ideal of �[n]2 �. We begin with a discussion of how reversing a certainset of arcs in g a�ects � (g) and � (g).Suppose T and T 0 are subsets of a set A. If there exist disjoint subsets of A ofthe form fai : i 2 Ig and fa0i : i 2 Ig such that for each i 2 I, we have ai 2 Tif and only if a0i 2 T 0 and a0i 2 T if and only if ai 2 T 0, then we say that T 0 isobtained from T by exchanging the pairs ai and a0i for each i 2 I. For example, we



the electronic journal of combinatorics 3 (1996), #R12 24obtain f1; 4; 5; 6; 10g from f2; 3; 5; 6;9g by exchanging 1 and 2, 3 and 4, 5 and 6, 7and 8, and 9 and 10. If g is a digraph on the set V and gpq is obtained from g byinterchanging the vertices p and q, then gpq is also obtained from g by exchanging(p; r) and (q; r) for all r 2 V nfp; qg; exchanging (r; p) and (r; q) for all r 2 V nfp; qg;and exchanging (p; q) and (q; p). Evidently if T 0 is obtained from T by exchangingai and a0i for each i 2 I, then T is obtained from T 0 by the same process.Now let g 2 Bn [ Cn with g+ transitive and � = �(g). Given i; j 2 [n] withi < j, we create a new digraph g0 by reversing the arcs(�(i); �(k)); (�(k); �(j)); (��(k);��(i)); (��(j);��(k)); i < k < j;and reversing (�(i); �(j)) and (��(j);��(i)). It is easy to see that (g0)+ is transi-tive, with �(g0) = � � (i j). We �nd that � (g0) and � (g0) are generally not the sameas � (g) and � (g). This is because � and � depend upon �. Indeed, � (g0) and � (g0)are obtained from � (g) and � (g) by exchanging (k; i) and (k; j), 1 � k < i; (i; k)and (k; j), i < k < j; (i; k) and (j; k), j < k � n; and (i; i) and (j; j). For instance,if g 2 B6 [ C6 is such that � (g) is the set shown in Figure 5.3, with i = 2 andj = 4, then the pairs of elements of �[6]2 � to be exchanged to obtain � (g0) are thoseconnected by arrows in the �gure. Observe that � (g0) = � (g) exactly when i and jare interchangeable in � (g), and similarly for � .We now begin the second phase of the description of '̂, ~', and �'. Given g 2Bn [ Cn with � = � (g) not an order ideal of �[n]2 �, we either have (q; p) =2 � ,(q; p + 1) 2 � for some q < p or (p; q) =2 � , (p + 1; q) 2 � for some q > p + 1. Ineither case, g contains a pair of cycles of the form(y) f(�(p); �(p+ 1)); (�(p+ 1);��(q)); (��(q); �(p))gand f(��(p); �(q)); (�(q);��(p + 1)); (��(p+ 1);��(p))g:We shall reverse some such pair of cycles (i.e., reverse all the arcs in the cycles) toobtain '̂(g), ~'(g), or �'(g). Let g0 denote the result of this cycle reversal. It is easyto see that (g0)+ is transitive, with corresponding permutation �(g0) = � � (p p+1),and that ŵ(g0) = �ŵ(g), ~w(g0) = � ~w(g), and �w(g0) = � �w(g). To ensure that werecover g by applying '̂, ~', or �' to g0, we must have some way of choosing whichcycles to reverse. This is the purpose of the following discussion.We say there is a violation in the ith row of � if there is some l such that (i; l) =2 �and (i; l + 1) 2 � . We say the kth row of � extends farther than the ith row ifmaxfj : (k; j) 2 �g > maxfj : (i; j) 2 �g. Find the smallest i such that eitherthere is a violation in the ith row of � , or there is a k > i such that the kth rowof � extends farther than the ith row. (Since � is not an order ideal, there is ani satisfying one of these two conditions.) Find the smallest j such that (k; l) =2 �whenever k � i and l > j. Then we have (k; l) 2 � whenever k < i and l � j, sincethere are no violations in the �rst i�1 rows and no row below the (i�1)st extendsfarther than any of the �rst i � 1 rows. For example, with � as in Figure 6.1, we�nd that i = 2 and j = 6.
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Figure 6.1Now either (i; j) is in � , or it is not. If (i; j) =2 � , as is the case for � as in Figure6.1, then there must be a row below the ith that extends farther than the ith row,since we found the smallest j such that (k; l) =2 � whenever k � i and l > j. Sothere must be an l with i+ 1 � l � j � 1, (l � 1; j) =2 � , and (l; j) 2 � . Choose thesmallest such l; then let p = l � 1 and q = j and reverse the cycles shown in (y). Ifg0 is the digraph that results from these cycle reversals, then �(g0) = � � (l�1 l) and� 0 = � (g0) is obtained from � by exchanging (k; l � 1) and (k; l) for 1 � k � l � 2and exchanging (l � 1; k) and (l; k) for l + 1 � k � n; k 6= j. In the situation ofFigure 6.1, we have l = 4, and the arrows in the �gure indicate the exchanges bywhich � 0 is obtained from � . Observe that the jth column of � 0 is the same as thatof � ; (k; l) =2 � 0 whenever k � i and l > j; and (k; l) 2 � 0 whenever k < i and l � j.This means that when we examine � 0 to choose which cycles in g0 to reverse, weshall �nd the same i and j and the same l as we had found for � . So we recover gby applying '̂, ~', or �' to g0, as required.If (i; j) 2 � , then no row below the ith extends farther than the ith row, so theremust be a violation in the ith row of � ; we must have some k with i+1 � k � j�1such that (i; k) =2 � and (i; k + 1) 2 � . Choose the largest such k. Let p = k andq = i and reverse the cycles shown in (y). If g0 is the digraph that results fromthese reversals, then we have �(g0) = � � (k k + 1) and � 0 = � (g0) is obtained from� by exchanging (l; k) and (l; k + 1) for 1 � l � k � 1, l 6= i, and exchanging (k; l)and (k + 1; l) for k + 2 � l � n. We �nd that the ith row of � 0 is the same as thatof � , and that (k; l) is in � whenever k < i and l � j and not in � whenever k � iand l > j. So when we look at � 0 to decide which cycles in g0 to reverse, we shall



the electronic journal of combinatorics 3 (1996), #R12 26�nd the same i, j, and k as we had found for � . Again, we recover g from g0 byapplying '̂, ~', or �'. We are �nished with Phase 2.Phase 3From now on, we assume g+ is transitive and � = � (g) is an order ideal of �[n]2 �.Lemma 5.1(a) implies that #(1; � ) � #(2; � ) � � � � � #(n; � ). If g 2 Bn, then wehave o(�(i); g) = n� i +#(i; � ) + �(i 2 !0)for all i 2 [n]; if g 2 Cn, theno(�(i); g) = n� i+#(i; � ) + �(i 2 !0) + �(i 2 !�)= n� i+#0(i; � ) + �(i 2 !�)for all i 2 [n].Construction of '̂. Given g 2 Bn, with g+ transitive and � an order ideal of�[n]2 �, we have g 2 B�n unless o(�(i); g) � o(�(i + 1); g) for some i. Since #(1; � ) �#(2; � ) � � � � � #(n; � ), the only way we can have o(�(i); g) � o(�(i + 1); g) is if#(i; � ) = #(i+1; � ), i =2 !0, and i+1 2 !0; this gives us o(�(i); g) = o(�(i+1); g).Let i0 be the smallest i with these properties. We obtain '̂(g) from g by reversingthe pair of cycles f(�(i0); �(i0 + 1)); (�(i0 + 1); 0); (0; �(i0))gand f(��(i0); 0); (0;��(i0 + 1)); (��(i0 + 1);��(i0))g:We �nd that '̂(g)+ is transitive, with �('̂(g)) = � � (i0 i0 + 1), and that ŵ('̂(g)) =�ŵ(g). Lemma 5.2(a) tells us that i0 and i0 + 1 are interchangeable in � ; there-fore � ('̂(g)) = � . Finally, we observe that !0('̂(g)) = !0(g). We conclude that'̂('̂(g)) = g, as required. This completes the proof that Pg2BnnB�n ŵ(g) = 0.Construction of ~'. Suppose g is in Cn, with g+ transitive, � an order ideal of�[n]2 �, but � not an order ideal of 
[n]2 �. For any T � 
[n]2 � such that T = T \ �[n]2 � isan order ideal of �[n]2 �, let X(T ) be the set of all (i; j) 2 �[n]2 � such that either(i; j) 2 I(T ) and (i; i); (j; j) =2 Tor (i; j) 2 O(T ) and (i; i); (j; j) 2 T :In Figure 6.2, for example, we have a subset � of 
[6]2 � for which X(� ) = f(2; 5)g.
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Figure 6.2If X(� ) 6= ;, then let (i0; j0) be the smallest element of X(� ) relative to our totalorder on �[n]2 �. If (i0; j0) 2 I(� ), then we obtain ~'(g) from g by reversing the cyclesf(�(i0);��(j0)); (��(j0); 0); (0; �(i0))gand f(��(i0); 0); (0; �(j0)); (�(j0);��(i0))g:Otherwise, (i0; j0) 2 O(� ), in which case we obtain ~'(g) by reversingf(�(i0); 0); (0;��(j0)); (��(j0); �(i0))gand f(��(i0); �(j0)); (�(j0); 0); (0;��(i0))g:It is easy to see that ~w( ~'(g)) = � ~w(g). Observe that ~'(g)+ = g+, so ~'(g)+ istransitive. We also have !�( ~'(g)) = !�(g).Let � 0 = � ( ~'(g)) and � 0 = � ( ~'(g)). We see that if (i0; j0) 2 I(� ) (respectively,O(� )), then (i0; j0) 2 O(� 0) (respectively, I(� 0)). If k is not i0 or j0, then (k; k) 2 � 0if and only if (k; k) 2 � , whereas (i0; i0) and (j0; j0) are in � 0 if and only if they arenot in � . This tells us that (i0; j0) 2 X(� 0); we shall now prove that X(� 0) = X(� ),which implies that (i0; j0) is the smallest element in X(� 0). This in turn meansthat ~'( ~'(g)) = g if X(� ) is nonempty.Suppose (i; j) 2 X(� 0) nX(� ). Either (i; j) 2 I(� 0) or (i; j) 2 O(� 0). Assumingthe former, we have (i; i); (j; j) =2 � 0. If i 6= i0 and j 6= j0, then (i; i); (j; j) =2 � .In this case, we must have (i; j) =2 I(� ) in order to have (i; j) =2 X(� ). For thisto happen with (i; j) in I(� 0), one of (i + 1; j), (i; j + 1) must be in � and mustbe removed from � to yield � 0. Since � 0 is either � [ f(i0; j0)g or � n f(i0; j0)g, itmust be that (i0; j0) equals (i+ 1; j) or (i; j + 1). This contradicts our assumptionthat i 6= i0 and j 6= j0. So assume that i = i0 or j = j0. Then either (i0; i0) =2 � 0or (j0; j0) =2 � 0, by our assumption that (i; j) 2 I(� 0). But (i0; j0) 2 X(� 0), so(i0; i0) =2 � 0 if and only if (j0; j0) =2 � 0 if and only if (i0; j0) 2 I(� 0). Since no row or



the electronic journal of combinatorics 3 (1996), #R12 28column of �[n]2 � can contain two distinct inner extreme points of � 0, our assumptionthat i = i0 or j = j0 now tells us that (i; j) = (i0; j0), which contradicts ourassumption that (i; j) =2 X(� ). The argument is similar if we begin by assuming(i; j) 2 O(� 0). We conclude that X(� 0) � X(� ); similarly, X(� ) � X(� 0).There is another possibility to be considered if � is an order ideal of �[n]2 � but �is not an order ideal of 
[n]2 �: that X(� ) is empty (this is the case for � as in Figure5.5). In this case, Lemma 5.3 tells us that there is some i 2 [n] such that (i; i) =2 � ,(i + 1; i+ 1) 2 � , and i and i + 1 are interchangeable in � . Let i0 be the smallestsuch i. Then we obtain ~'(g) from g by reversing the cyclesf(�(i0); �(i0 + 1)); (�(i0 + 1); 0); (0; �(i0))gand f(��(i0); 0); (0;��(i0 + 1)); (��(i0 + 1);��(i0))g:We see that ~'(g)+ is transitive, with �( ~'(g)) = � �(i0 i0+1), and that ~w( ~'(g)) =� ~w(g). We obtain !�( ~'(g)) from !�(g) by exchanging i0 and i0+1, but !0( ~'(g)) =!0(g). Meanwhile, � ( ~'(g)) = � , due to the interchangeability of i0 and i0 + 1 in � .So �( ~'(g)) = � , and this ensures that we shall obtain g by applying ~' to ~'(g).Construction of �'. Let g 2 Cn with g+ transitive, � an order ideal of �[n]2 �,and o(�(i); g) = o(�(j); g) for some i; j 2 [n] with i < j. Let i0 be the smallesti for which this occurs. Then j must be either i0 + 1 or i0 + 2, since we haveo(�(k); g) � #(k; � )+ n� k+2 < #(k; � )+ n� i0 � #(i0; � )+ n� i0 � o(�(i0); g)whenever k > i0 + 2.Suppose o(�(i0); g) = o(�(i0 + 1); g). There are several ways in which this canoccur:(1) #(i0; � ) = #(i0 + 1; � ), i0 =2 !0, i0 + 1 2 !0, and i0 2 !� if and only ifi0 + 1 2 !�.(2) #(i0; � ) = #(i0 + 1; � ), i0 =2 !�, i0 + 1 2 !�, and i0 2 !0 if and only ifi0 + 1 2 !0.(3) #(i0; � ) = #(i0 + 1; � ) + 1, i0 =2 !0, i0 =2 !�, i0 + 1 2 !0, i0 + 1 2 !�.For (1), we obtain �'(g) from g by reversing the cyclesf(�(i0); �(i0 + 1)); (�(i0 + 1); 0); (0; �(i0))gand f(��(i0); 0); (0;��(i0 + 1)); (��(i0 + 1);��(i0))g:We observe that �'(g)+ is transitive, with corresponding permutation ��(i0 i0+1).Meanwhile, !0( �'(g)) = !0 and !�( �'(g)) = !�. Since #(i0; � ) = #(i0 + 1; � ) inthis case, i0 and i0 + 1 are interchangeable in � and we have � ( �'(g)) = � . Fromthese observations, we conclude that �'( �'(g)) = g. And it is easy to see that�w( �'(g)) = � �w(g).(2) is very similar to (1). We obtain �'(g) by reversing the cyclef(�(i0); �(i0 + 1)); (�(i0 + 1);��(i0 + 1)); (��(i0 + 1);��(i0)); (��(i0); �(i0))g:



the electronic journal of combinatorics 3 (1996), #R12 29The observations in (1) apply in this case, and we have �'( �'(g)) = g and �w( �'(g)) =� �w(g).(3) is a little more di�cult. Suppose that #(i0; � ) = #(i0+1; � )+1 = r. Observethat r 6= i0: it is not hard to see that if � is an order ideal of �[n]2 � and #(i; � ) = ifor some i, then #(i+ 1; � ) = i as well. If r < i0, then we have(1; i0); (2; i0); : : : ; (r� 1; i0); (r; i0) 2 �;(1; i0 + 1); (2; i0 + 1); : : : ; (r � 1; i0 + 1) 2 �; (r; i0 + 1) =2 �;and(k; i0); (k; i0 + 1) =2 � for r < k < i; (i0; k); (i0 + 1; k) =2 � for i0 + 1 < k < n:The only thing preventing i0 and i0 + 1 from being interchangeable in � is that(r; i0) 2 � but (r; i0 + 1) =2 � . So if we reverse the arcs (�(i0); �(i0 + 1)) and(��(i0 + 1);��(i0)), we must also reverse the arcs connecting ��(r) to ��(i0)and to ��(i0 + 1) in order to preserve � . This is part of what we do to obtain�'(g). In addition, we reverse the arcs connecting 0, �(i0), and ��(i0) and the arcsconnecting 0, �(i0 + 1), and ��(i0 + 1). The set of all these arcs may be writtenas a disjoint union of cycles:f(�(i0); �(i0 + 1)); (�(i0 + 1); 0); (0;��(i0 + 1))g;f(��(i0 + 1);��(i0)); (��(i0); 0); (0; �(i0))g;and f(�(i0);��(r)); (��(r); �(i0 + 1)); (�(i0 + 1);��(i0 + 1));(��(i0 + 1); �(r)); (�(r);��(i0)); (��(i0); �(i0))g:If r > i0, then the only thing preventing i0 and i0 + 1 from being interchangeablein � is that (i0; r + 1) 2 � but (i0 + 1; r + 1) =2 � . The cycles we reverse to obtain�'(g) are those shown above, except that r is replaced with r + 1.The digraph g 2 C3 portrayed in Figure 6.3 gives an example of the situation incase (3). We have �(2) = 1, �(3) = 3, and o(1; g) = o(3; g) = 2. We obtain �'(g) byreversing the bold arcs, which contribute tx21x2x23 to �w(g).
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-2Figure 6.3We �nd that �'(g)+ is transitive, corresponding to � � (i0 i0 + 1); meanwhile,� ( �'(g)) = � , !0( �'(g)) = !0, and !�( �'(g)) = !�. So once again, we have �'( �'(g)) =g and �w( �'(g)) = � �w(g). This completes the description of �' in case o(�(i0); g) =o(�(i0 + 1); g).Now suppose o(�(i0); g) = o(�(i0+2); g). There is only one way this can happen:#(i0; � ) = #(i0+1; � ) = #(i0+2; � ) and i0 =2 !0, i0 =2 !�, i0+2 2 !0, i0+2 2 !�.To obtain �'(g), we reverse the arcs between 0 and ��(i0), between 0 and ��(i0+2),between �(i0), �(i0 + 1), and �(i0 + 2), and between ��(i0), ��(i0 + 1), and��(i0 + 2). This set of arcs may be written as a disjoint union of cycles:f(�(i0); �(i0 + 1)); (�(i0 + 1); �(i0 + 2)); (�(i0 + 2); 0); (0; �(i0))g;f(��(i0); 0); (0;��(i0 + 2)); (��(i0 + 2);��(i0 + 1)); (��(i0 + 1);��(i0))g;andf(�(i0); �(i0 + 2)); (�(i0 + 2);��(i0 + 2)); (��(i0 + 2);��(i0)); (��(i0); �(i0))g:Now �'(g)+ is transitive, with �( �'(g)) = � � (i0 i0 + 2), and we have !0( �'(g)) =!0 and !�( �'(g)) = !�. Meanwhile, i0 and i0 + 2 are interchangeable in � , so� ( �'(g)) = � . These observations tell us that �'( �'(g)) = g, and it is easy to see that�w( �'(g)) = � �w(g).We are now done with Phase 3. Phase 4This will be the last phase of our construction of ~' and �'; we are already �nishedwith '̂.



the electronic journal of combinatorics 3 (1996), #R12 31Construction of ~'. Given g 2 Cn n C�n, with g+ transitive and � = � (g) an orderideal of 
[n]2 �, we must have o(�(i); g) � o(�(i + 1); g) for some i. Let i0 be thesmallest i with this property. Then we have #0(i0; � ) = #0(i0+1; � ), i0 =2 !�, andi0 + 1 2 !�. We obtain ~'(g) from g by reversing the cyclef(�(i0); �(i0 + 1)); (�(i0 + 1);��(i0 + 1)); (��(i0 + 1);��(i0)); (��(i0); �(i0))g:Evidently ~w( ~'(g)) = � ~w(g). Meanwhile, ~'(g)+ is transitive, with correspondingpermutation � � (i0 i0+1), and !�( ~'(g)) = !�. Finally, Lemma 5.2(b) tells us thati0 and i0 + 1 are interchangeable in � ; this means that � ( ~'(g)) = � . We concludethat ~'( ~'(g)) = g. This completes the proof that Pg2CnnC�n ~w(g) = 0.Construction of �'. The only g 2 Cn nC��n that remain after Phases 1{3 are thosefor which g+ is transitive and � is an order ideal of �[n]2 �, but at least one of thefollowing conditions holds:(i) o(�(i); g) < o(�(i + 1); g) for some i;(ii) !0 6� !�;(iii) !� n !0 cannot be written as a disjoint union of pairs fj; j + 1g with theelements of each pair being interchangeable in � .For such g, we shall obtain �'(g) by reversing a cycle of one of the following forms:f(�(i); 0); (0;��(i)); (��(i); �(i))g;f(�(i);��(i)); (��(i); 0); (0; �(i))g;or f(�(i); �(i + 1)); (�(i + 1);��(i + 1)); (��(i + 1);��(i)); (��(i); �(i))g:It is easy to see that for any g0 obtained from g by reversing such a cycle, we have�w(g0) = � �w(g). To ensure that �'(g) 2 Cn n C��n and �'( �'(g)) = g, we need someway of deciding which cycle to reverse. The following discussion explains how thisdecision is made.Let c1 = fi 2 [n � 1] : o(�(i); g) < o(�(i + 1); g)g and let c2 = !0 n !�. Thesesets correspond to conditions (i) and (ii) above. To describe a set correspondingto (iii) takes a little more e�ort. We begin by writing !� n !0 as a disjoint unionof sets Rj = fij ; ij + 1; : : : ; ij + rj � 1g such that (a), the elements of Rj arepairwise interchangeable in � ; and (b), no subset of !� n!0 with elements pairwiseinterchangeable in � contains Rj as a proper subset. Observe that g 2 C��n only ifevery rj is even.Figure 6.4 shows a triple (�; !0; !�) of sets corresponding to some digraphs inC6. In this and several later �gures, the sets !0 and !� are described by the squareson the diagonal: the square (i; i) is vertically lined if i 2 !0 and horizontally linedif i 2 !�. Here, we see that !� n !0 = f2; 3; 4; 5g and the sets Rj are f2; 3; 4g andf5g.
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Figure 6.4Having written !� n !0 as a disjoint union of sets Rj in the manner describedabove, let c3 be the set containing the largest element of each set Rj of odd cardi-nality. This is the set corresponding to condition (iii). For a digraph correspondingto the sets shown in Figure 6.4, we would have c3 = f4; 5g. Observe that the setsc1, c2, and c3 are pairwise disjoint: c2 = !0n!� and c3 � !�n!0, whereas if i 2 c1,then we must have i =2 !0 and i =2 !�.Now we are ready to de�ne �'(g). If g survived Phases 1{3 and the sets c1,c2, and c3 described above are all empty, then g is in C��n . Otherwise, let i0 =min(c1 [ c2 [ c3). Exactly one of the following conditions holds:(1) i0 2 c1: in this case, i0 =2 !0, i0 =2 !�, i0 + 1 2 !0, i0 + 1 2 !�, and i0 andi0 + 1 are interchangeable in � .(2a) i0 2 c2, with i0 < n; i0 and i0+1 interchangeable in � ; and i0+1 2 !� n!0.(2b) i0 2 c2, with i0 = n, or i0 and i0+1 not interchangeable in � , or i0+1 2 !0,or i0 + 1 =2 !�.(3) i0 2 c3: in this case, i0 = n, or i0 and i0 + 1 are not interchangeable in � , ori0 + 1 2 !0, or i0 + 1 =2 !�.Suppose (1) holds. Then we obtain �'(g) by reversing the cyclef(�(i0); �(i0 + 1)); (�(i0 + 1);��(i0 + 1)); (��(i0 + 1);��(i0)); (��(i0); �(i0))g:We �nd that �( �'(g)) = � � (i0 i0 + 1) and that � ( �'(g)) = � , since i0 and i0 + 1 areinterchangeable in � . Furthermore, !0( �'(g)) = fi0g[!0 n fi0+1g and !�( �'(g)) =!�. These observations imply that when we apply �' to �'(g), we shall �nd the samei0 as before, but condition (2a) will hold.If (2a) holds, then we obtain �'(g) by reversing the same cycle described inthe previous paragraph, and we �nd that (1) holds for �'(g). Combined with the



the electronic journal of combinatorics 3 (1996), #R12 33previous paragraph, this shows that �'( �'(g)) = g for all g such that (1) or (2a) issatis�ed.If (2b) holds, then we obtain �'(g) by reversing the cyclef(�(i0); 0); (0;��(i0)); (��(i0); �(i0))g:Evidently this reversal does not change � or � ; it simply removes i0 from !0 andadds it to !�. So when we apply �' to �'(g), we shall �nd the same i0 as before,and (3) will hold. Finally, if (3) holds, then to obtain �'(g), we reverse the cyclef(�(i0);��(i0)); (��(i0); 0); (0; �(i0))g;condition (2b) will hold for the digraph we obtain from this cycle reversal. Weconclude that �'( �'(g)) = g whenever g is such that (2b) or (3) is satis�ed.With this, we have completed the proof of Lemma 4.1.7. CorrespondenceWe shall prove Lemma 4.2 by showing that the weight of each digraph in B�n isa term on the sum side of (BD), and similarly for C�n and (BC) and for C��n and(CD). From Digraphs to PartitionsFor any g 2 Bn [ Cn with g+ transitive, let � = �(g) 2 Nn0 be such that�i + n� i = o(�(i); g) for each i 2 [n]. In other words, �i = #(i; � ) + �(i 2 !0) ifg 2 Bn and �i = #0(i; � ) + �(i 2 !�) = #(i; � ) + �(i 2 !0) + �(i 2 !�) if g 2 Cn.We can express the weight(s) of g in terms of �. Namely,ŵ(g) = (�1)�(�1)j�j+j!0 jtj!0jx�(�+�n); for g 2Bn;(7.1) ~w(g) = (�1)�(�1)j� jtj!�jx�(�+�n); for g 2 Cn;(7.2) �w(g) = (�1)�(�1)j�j+j!0 jt(j!0j+j!�j)=2x�(�+�n); for g 2 Cn:(7.3)Now if g 2 B�n [ C�n [ C��n , then o(�(1); g) > o(�(2); g) > � � � > o(�(n); g). Thisimplies that �(g) is a partition with at most n parts. For g 2 B�n [ C��n , let� = (#(1; � ); : : : ;#(n; � )); for g 2 C�n, let � = (#0(1; � ); : : : ;#0(n; �)). Lemma 5.1implies that � 2 P�1(n) and � 2 P0(n). We observe that:If g 2B�n, then 0 � �i � �i = �(i 2 !0) � 1 for all i 2 [n].If g 2 C�n, then 0 � �i � �i = �(i 2 !�) � 1 for all i 2 [n].If g 2 C��n , then 0 � �i � �i = �(i 2 !0) + �(i 2 !�) � 2 for all i 2 [n].Furthermore, we have fi : �i� �i = 1g = !� n!0, which is a disjoint union of pairsfj; j + 1g such that j and j + 1 are interchangeable in � , or equivalently, such that�j = �j+1.The latter observation tells us that �(g) 2 P�1;1(n) whenever g 2 C��n . We seealso that if g 2 B�n (respectively, C�n), then there exists a partition � 2 P�1(n)(respectively, P0(n)) such that the skew diagram �(g) � � is a vertical strip. Weclaim that �(g) 2 P�1;0(n) if g 2 B�n and �(g) 2 P0;1(n) if g 2 C�n. These areconsequences of:



the electronic journal of combinatorics 3 (1996), #R12 34Lemma 7.1. ([S], Lemma 3.4.2) (a) Let � = (�1; : : : ; �p j �1; : : : ; �p). Then thereexists � 2 P�1 such that �� � is a vertical strip if and only if �1 � �1 � �2 � �2 �� � � � �p � �p.(b) Let � = (�1; : : : ; �p j �1; : : : ; �p). Then there exists � 2 P0 such that � � �is a vertical strip if and only if �1 + 1 � �1 � �2 + 1 � �2 � � � � � �p + 1 � �p.Statement (b) is due to Okada. The \if" part follows from Lemma 3.7 of [O],and the \only if" part is contained in Lemma 3.8 of the same work. Okada doesnot state Lemma 7.1(a), but it is implicit in the identity equivalent to (BD) thathe states without proof in [O].Proof of Lemma 7.1(a). \Only if": Suppose � = (�1; : : : ; �p j �1; : : : ; �p) witheither �i < �i+1 for some i (1 � i � p� 1) or �i < �i for some i (1 � i � p). Let� 2 P�1 be such that � � �. If � = (1 � 1; : : : ; q � 1 j 1; : : : ; q), then q � p andwe have j �1 � �j and j � �j for each j, 1 � j � q. If �i < �i+1 and i � q, thenwe have �0i = i+ i < �i+1+ i+1 = �0i+1. Let k = �i+1+ i+1. Then �k � i+1, but�k < i. If �i < �i+1 and i > q, then �i > �i+1 implies �i � 1; we have �i � i + 1but �i � q < i. In either case, �i � �i � 2. And if �i < �i, we must have i < �i,so that �i� �i = �i� (i�1) � 2. We have shown that �� � is not a vertical strip.\If": Given � = (�1; : : : ; �p j �1; : : : ; �p) with �1 � �1 � �2 � �2 � � � � � �p ��p, let q = p � �(�p = 0). For 1 � i � q, let i = �i + �(�i > �i). It is not hardto show that 1 > 2 > � � � > q � 0 (assuming otherwise, we would conclude that�i � �i+1 for some i). So it makes sense to de�ne � = (1�1; : : : ; q�1 j 1; : : : ; q),and we have � 2 P�1 and � � �. For example, if � = (2; 1; 0 j 4; 1; 0), as in thediagram on the left in Figure 7.1, then � = (2; 0 j 3; 1); if � = (4; 1; 0 j 4; 3;1), then� = (3; 1; 0 j 4; 2; 1), as we see in the diagram on the right.
Figure 7.1Now if 1 � i � q, then �i � �i = 1 � �(�i > �i). If q = p � 1, then �p = 0,which implies that �p = 0 and �p = p; meanwhile, we have p�1 � �p�1 � 1, so�p = p � 1. We have shown that 0 � �i � �i � 1 whenever 1 � i � p. Supposei > p and �i � �i � 2. Let k = �i + 1, so that �i < k and p � �i � k + 1.Then k + k = �0k < i and k + 1 + �k+1 = �0k+1 � i, so we have �k+1 + 1 > k.



the electronic journal of combinatorics 3 (1996), #R12 35If k = �k + 1, then �k < �k+1; otherwise, k = �k = �k and �k � �k+1. Weconclude from this contradiction that 0 � �i � �i � 1 for all i > p. �The proof of Lemma 7.1(b) is very similar. One way to de�ne � in this case isto put i = �i � �(�i > �i) for 1 � i � p, then let � = (1; : : : ; p j 1; : : : ; p).Recall that in Section 2, we de�ned P�1;1(n) in terms of dominos: � 2 P�1;1(n)if and only if � � � is a disjoint union of dominos, with no more than one dominoper row of D(�), for some � 2 P�1(n). If we call any single-element subset of N2 a\monomino," then Lemma 7.1 tells us that � 2 P�1;0(n) (respectively, � 2 P0;1(n))if and only if D(�) nD(�) is a disjoint union of monominos, with no more than onesuch in any one row of D(�), for some � 2 P�1(n) (respectively, P0(n)).By virtue of Lemma 7.1 and formulas (7.1){(7.3), we have the following:Xb2B�n ŵ(b) = X�2P�1;0(n)�2Sn (�1)�x�(�+�n)X�;!0(�1)j�j+j!0 jtj!0j;(7.4bd)where �i = #(i; � ) + �(i 2 !0) for all i 2 [n];Xc2C�n ~w(c) = X�2P0;1(n)�2Sn (�1)�x�(�+�n) X� ;!�(�1)j� jtj!�j;(7.4bc)where �i = #0(i; �) + �(i 2 !�) for all i 2 [n];Xc2C��n �w(c) = X�2P�1;1(n)�2Sn (�1)�x�(�+�n) X�;!0;!�(�1)j�j+j!0 jt(j!0j+j!�j)=2;(7.4cd)where �i = #(i; � ) + �(i 2 !0) + �(i 2 !�) for all i 2 [n].In these formulas, � and � are order ideals of �[n]2 � and 
[n]2 � respectively, and!0 and !� are subsets of [n]. We can now complete the proof of Lemma 4.2 byproving:Lemma 7.2. (bd) For each � 2 P�1;0(n), the inner sum on the right side of (7.4bd)is (�1)j�j�j�j=2tj�j�j�j(1� t2)y(�):(bc) For each � 2 P0;1(n), the inner sum on the right side of (7.4bc) is(�1)(j�j+p(�))=2tj�j�j�j(1� t)�(9i;�i=i)(1� t2)z(�):(cd) For each � 2 P�1;1(n), the inner sum on the right side of (7.4cd) is(�1)j�j=2+q(�)t(j�j�j�j)=2(1� t)�(9i;�i=i)(1� t2)z(�):



the electronic journal of combinatorics 3 (1996), #R12 36Proofs of Lemmas 2.1 and 2.3We require Lemma 2.1 in our proofs of (bd) and (bc) and Lemma 2.3 in ourproof of (cd). Since we have not yet proved these lemmas, we do so now. It shouldbe mentioned that the proof in [S] of Lemma 3.1.3, which is the same as Lemma2.3 here, is invalid.Proof of Lemma 2.1. (a) Let � 2 P�1;0(n) with Frobenius representation (�1, : : : ,�p j �1, : : : , �p). We claim that �(�) � �. Suppose i; j are such that i < j and(i; j�1) =2 D(�). We have j�1 > �i, so �i+�j < �j+j�1. If i � p, then we havej > p and �j � p � i. If i < p, then j > �i + 1 = �i + i+ 1 � �i+1 + i+ 1 = �0i+1,which means that �j < i+1. In either case, �i+�j < i+j�1, so (i; j�1) =2 D(�).If i < j and (j; i) =2 D(�), then �i + �j < �i + i, and we shall show that �i � j � 1.If i > p, then �i < i � j � 1; if i � p, then �i = �i+ i � �i+ i = �0i, and �0i � j� 1since (j; i) =2 D(�). Again we have �i + �j < i + j � 1, and (j; i) =2 D(�). Thisproves our claim. It remains to show that if � � � and � 2 P�1, then � � �. Thisis fairly easy. If � 2 P�1 and � 6� �, then (i; j � 1), (j; i) 2 D(�) n D(�) for somei; j with i < j. For such i; j we have �i + �j < i+ j � 1, but if both (i; j � 1) and(j; i) are in D(�), then �i � j � 1 and �j � i, meaning that �i+ �j � i+ j � 1. So(i; j � 1) and (j; i) are not both in D(�), and we conclude � 6� �.(b) The proof is much like that of (a). Let � = (�1, : : : , �p j �1, : : : , �p) 2P0;1(n). If (i; j) =2 D(�), then j > �i. We shall show that i � �j , from which it willfollow that (i; j) =2 D(�). If i < p, then j > �i = �i+ i � �i+1 + i+ 1 = �0i+1, fromwhich we conclude �j < i + 1. If i � p, then if j > p, then �j � p � i. Otherwise,j � p; write �0j+1 = �j + j+1 � �j + j = �j, and observe that since (i; j) =2 D(�),we have i � �0j + 1. We have shown that � � �, and the proof that � � � for anyother � 2 P0 such that � � � is easy. �Proof of Lemma 2.3. Let � 2 P�1;1(n). To prove that there is a partition � 2 K(�)such that � � � for all � 2 K(�), we shall show that if �; � 2 K(�) with � 6� �,then there exists � 2 K(�) such that D(�) is strictly smaller than D(�). We shalldescribe � in two ways: by giving its Frobenius representation and by identifyingthe dominos that are removed from �� � to give �� �.Write � = (�1� 1, : : : , �p� 1 j�1, : : : , �p) and � = (�1 � 1, : : : , �q � 1 j �1, : : : ,�q): There are two ways in which we can have � 6� �: (1) �i � �i for all i 2 [p],but p < q; and (2) �i < �i for some i � minfp; qg. We consider these two casesseparately.In case (1), we must have �p � 2, meaning �p > �p+1 = �p+2 = p. Since0 � �i � �i � 2 for all i 2 [n], we have p + 1 � �p+1 � �p+1 � p + 2 andp+ 1 � �p+2 � �p+2 � p+ 2. We consider three subcases:(i) �p+1 = p + 1: We have �p+2 = p + 1, since � would not be in K(�)otherwise. Let � = (�1 � 1; : : : ; �p � 1; 0 j�1; : : : ; �p; 1).Dominos: Remove f(p+ 1; p+ 1); (p+ 2; p+ 1)g.



the electronic journal of combinatorics 3 (1996), #R12 37(ii) �p+1 = p + 1; �p+1 = p + 2: We have �p+1 = 1, so �p+2 = p + 1. If�p+2 = p+ 1, then we must have �p = p+ 1 (otherwise � could not be in K(�))and �p = p+2. Meanwhile, �p+1��p+1 = 2 and �p+2��p+2 = 1, so we must have�p+3 = p + 1 and �p+3 = �p+2 = p. This tells us that �p � 3 (in fact, �p = 3,since otherwise �p > p+ 2 = �p). Let � = (�1 � 1; : : : ; �p � 1; 1 j�1; : : : ; �p; 2).If �p+2 = p+ 2, then let � = (�1 � 1; : : : ; �p � 1; 0 j�1; : : : ; �p; 1).Dominos: If �p+2 = p + 1, remove f(p + 1; p + 1); (p + 1; p+ 2)g and f(p +2; p+ 1); (p+ 3; p+ 1)g. If �p+2 = p + 2, replace f(p + 1; p+ 1); (p+ 1; p+ 2)gand f(p+ 2; p+ 1); (p+ 2; p+ 2)g with f(p+ 1; p+ 2); (p+ 2; p+ 2)g.(iii) �p+1 = p+2: We have �p+2 = �p+3 = p+1. Since �p+1 = �p+1 in this case,we must have p+1 � �p+2 = �p+3 � p+2 in order that � be in K(�). We mustalso have �p � 3, since �p+1 = 2. Let � = (�1 � 1; : : : ; �p � 1; 1 j�1; : : : ; �p; 2).Dominos: Remove f(p + 1; p + 1); (p + 1; p + 2)g; if �p+2 = p + 1, removef(p + 2; p+ 1); (p + 3; p+ 1)g, otherwise, replace f(p + 2; p + 1); (p + 2; p+ 2)gand f(p+ 3; p+ 1); (p+ 3; p+ 2)g with f(p+ 2; p+ 2); (p+ 3; p+ 2)g.We are now done with (1).In case (2), choose the smallest i for which �i < �i. We have �j � �j for all j < i,meaning that �j � �j whenever j < i or j > i+ �i and that �i�1 � �i�1 � �i > �iif i > 1.Given a subset X of N2 and a dominoD, we shall say that D crosses the borderof X if one of the two elements of D is in X and the other is not. Observe thatwhenever � 2 K(�), the cardinality of X \ (� � �) is congruent modulo 2 to thenumber of dominos in �� � that cross the border of X. If X is a subset of N2 suchthat X \D(�) has even cardinality whenever � 2 P�1, then we have(7.5)#(dominos in � � � that cross the border of X) � jX \ (� � �)j� jX \D(�)j � jX \D(�)j� jX \D(�)jfor each � 2 K(�), where � stands for congruence modulo 2. We observe that if Xcan be written as a (possibly in�nite) union of sets of the form f(k; l � 1); (l; k) :k < lg, then jX \D(�)j is even for all � 2 P�1.We now begin the description of � in case (2). Let r = i + �i in what follows.There are two subcases to consider:(i) �i = �i � 2: We have �i = �i = �i + 2, �r > �r+1 = �r+2 = i � 1,�r+1 � �r+2 � i, and i+ 1 � �r+1 � �r+2 � i.Let X = f(k; l) 2N2 : k; l > ig; then jX \D(�)j is even for all � 2 P�1. Since�i � �i 6= 1, there is no \vertical" domino in �� � that crosses the border of X.Similarly, no vertical domino in �� � crosses the border of X. Any \horizontal"domino in � � � that crosses the border of X is of the form f(k; i); (k; i + 1)gfor some k > r + 2 such that �k = i � 1 and �k = i + 1. Since r + 2 = i + �i,we see that i � 1 = �k � �k � �r+2 = i � 1. This means that the dominof(k; i); (k; i+1)g is also in ���. Now (7.5) implies that the number of dominos



the electronic journal of combinatorics 3 (1996), #R12 38in ��� that cross the border of X is congruent modulo 2 to the number of suchdominos in � � �. So we must have an even number of horizontal dominos in��� that cross the border of X and are not in ���. The only possible dominoswith these properties are f(r+ 1; i); (r+ 1; i+ 1)g and f(r+ 2; i); (r+ 2; i+ 1)g;either � � � contains both of these (in which case �r+1 = i + 1), or it containsneither (in which case �r+1 = i). In each case, we obtain � by replacing �i with�i = �i+2. In terms of dominos, we remove f(i; �i+1); (i; �i+2)g from ���; if�r+1 = i+1, then we replace f(r+1; i); (r+1; i+1)g and f(r+2; i); (r+2; i+1)gwith f(r + 1; i+ 1); (r + 2; i+ 1)g, otherwise, we remove f(r + 1; i); (r + 2; i)g.(ii) �i = �i � 1: We have �r > �r+1 = i � 1 and �r+1 � i > �r+2. Either�r+1 = i+ 1 or �r+1 = i. We consider these subsubcases separately.If �r+1 = i + 1, let X = f(k; l) 2 N2 : k; l > ig. The horizontal dominof(r+ 1; i); (r+ 1; i+ 1)g crosses the border of X; it is in �� � but not in �� �.Any horizontal domino in ��� that crosses the border of X must be of the formf(k; i); (k; i+ 1)g for some k > r + 1 such that �k = i� 1 and �k = i+ 1. Sucha domino must also be in � � �. So the number of horizontal dominos in � � �that cross the border of X is one greater than the number of such dominos in���. Now (7.5) implies that the number of vertical dominos in ��� that crossthe border of X must di�er from the number of such dominos in � � � by anodd integer. Since at most one vertical domino in either ��� or �� � can crossthe border of X, we either have the domino f(i; �i + 1); (i+ 1; �i + 1)g in �� �(in which case �i = �i = �i + 1) or the domino f(i; �i + 1); (i + 1; �i + 1)g in�� � (in which case �i = �i + 1 = �i + 2). In each case, we obtain � from � byreplacing �i with �i + 1 and �i+1 with �i+1 + 1. (If i = p, then instead of thelatter replacement, we add to the rank of � by appending (0 j 1) to its Frobeniusrepresentation.) To obtain ��� from ���, we remove f(r+1; i); (r+1; i+1)g,and we either remove f(i; �i+1); (i+1; �i+1)g or replace f(i; �i+1); (i; �i+2)gand f(i+ 1; �i + 1); (i+ 1; �i + 2)g with f(i; �i + 2); (i+ 1; �i+ 2)g according as�i � �i is 1 or 2.If �r+1 = i, then let X = [r + 1] � [r]. Observe that r = �i + 1. Since�r > �r+1 = �r+1�1, ���must contain the vertical domino f(r+1; i); (r+2; i)g,which crosses the border of X. There is no vertical domino in �� � that crossesthe border of X. Suppose f(k; r); (k; r + 1)g is a horizontal domino in � � �that crosses the border of X. Then k > i, since �i = �i + 1 = r. We have�k � �i = r � 1; since �k = r + 1, we conclude �k = r � 1. This meansthat f(k; r); (k; r + 1)g is also a domino in � � �. Now (7.5) tells us we musthave an odd number of horizontal dominos in � � � that cross the border ofX and are not in � � �. The only possible domino with these properties isf(i; r); (i; r+ 1)g, since �k � r whenever k < i. We obtain �� � from � � � byremoving f(r+1; i); (r+2; i)g and f(i; r); (i; r+1)g; the Frobenius representationof � is obtained from that of � by replacing �i with �i + 2.This completes subcase (ii) of case (2); we have �nished the proof of Lemma2.3. �



the electronic journal of combinatorics 3 (1996), #R12 39Proof of Lemma 7.2(bd)For each � 2 P�1;0(n), we must identify which partitions � 2 P�1(n) are suchthat � � � is a vertical strip. For example, Figure 7.2 shows that there are foursuch partitions � corresponding to � = (4; 2; 2; 2; 1) 2 P�1;0(5).

Figure 7.2Let � 2 P�1;0(n). Suppose �; �� 2 P�1(n) are such that � � � and � � �� arevertical strips and �� � � � �. Let � and �� be the order ideals of �[n]2 � thatcorrespond to � and �� in the sense of Lemma 5.1(a), and let !0 = fi 2 [n] :�i � �i = 1g and !�0 = fi 2 [n] : �i � ��i = 1g. We have �� � � and !�0 � !0; ifthe elements of !�0 n !0 are i1 < i2 < � � � < i2r, then � n �� = f(i1; i2r), (i2; i2r�1),: : : , (ir ; ir+1)g. This means that if g; g� 2 B�n are such that g+ = (g�)+, � = � (g),�� = � (g�), !0 = !0(g), and !�0 = !0(g�), then ŵ(g�) = (�t2)j�n�� jŵ(g). Also, if(i; j) 2 � n ��, then there is no other ordered pair in � n �� having i or j as one ofits components. So we see that if (i; j) 2 � n ��, then (i; j) 2 I(� ): otherwise, � n ��would contain (i; j+1) or (i+1; j), or �� would not be an order ideal of �[n]2 �. Theseobservations imply that � n �� is a subset of Y (�; !0) = f(i; j) 2 I(� ) : i; j =2 !0g.



the electronic journal of combinatorics 3 (1996), #R12 40Fix � 2 Sn and � 2 P�1;0(n), and let � be the largest partition in P�1(n) suchthat ��� is a vertical strip. Let � be the order ideal of �[n]2 � corresponding to � andlet !0 = fi 2 [n] : �i � �i = 1g. Observe that j�j = 2j� j+ j!0j and j�j = 2j� j. Weconclude from the discussion in the previous paragraph thatP ŵ(g), where g rangesover all digraphs in B�n such that o(�(i); g+) = n� i and o(�(i); g) = �i + n� i, is(�1)�x�(�+�n)(�1)j�j+j!0jtj!0j XA�Y (�;!0)(�t2)jAj= (�1)�x�(�+�n)(�1)j�j�j�j=2tj�j�j�j(1 � t2)jY (�;!0)j:For example, if � is as in Figure 7.2, then � = (4; 2; 2; 1; 1) and Y (�; !0) =f(1; 5); (2; 3)g. We shall now prove that � = �(�) and that jY (�; !0)j = y(�);this will complete the proof of Lemma 7.2(bd).Lemma 2.1(a) tells us that �(�) is the largest partition in P�1(n) whose Ferrersdiagram is contained in D(�). To conclude that � = �(�), we need only show that� � � is a vertical strip. Write � = (�1, : : : , �p j �1, : : : , �p) and suppose that�i � �i > 1 for some i 2 [n]. Then (i; �i � 1) =2 D(�). If i < �i, then we have�i + ��i < i + �i � 1; otherwise, i > �i � 1 and we have ��i�1 + �i < i + �i � 2.In the �rst case, ��i < i � 1, which means �0i�1 < �i. Since i < �i, we must havei � p, so �0i�1 = i � 1 + �i�1 < i+ �i = �i:This implies �i�1 > �i�1, meaning � =2 P�1;0(n). In the second case, ��i�1 < i� 2,meaning �0i�2 < �i�1. We have �i � i and �0i�2 � �i�2 � i�2, so �i = maxfj 2[p] : j + �j � ig and �0i�2 = maxfj 2 [p] : j + �j � i � 2g. Let k = �i � 1. Thenk < p, since �i � i implies �i � p; we havek + �k < i � 2 < i � k + 1 + �k+1;so �k < �k+1 and � =2 P�1;0(n). We have shown that if � 2 P�1;0(n), then �i��i � 1for all i 2 [n], as required.Let � be the order ideal of �[n]2 � corresponding to �(�) and let !0 = fi : �i��i =1g. We shall show that jY (�; !0)j = y(�). For any (i; j) 2 �[n]2 �, we have (i; j) 2 �if and only if (i; j � 1) 2 D(�) if and only if �i + �j � i + j � 1. If (i; j) 2 I(� ),then #(i; � ) = j � 1 and #(j; � ) = i, so �i + �j = i+ j � 1; if in addition i; j =2 !0,then �i + �j = i + j � 1. Conversely, suppose i < j and �i + �j = i + j � 1. Then(i; j � 1) 2 D(�) and (i; j) 2 � , implying that #(i; � ) � j � 1 and #(j; � ) � i, sowe must have i; j =2 !0. Furthermore, �i+1 + �j and �i + �j+1 are both at mosti+ j � 1, so (i; j + 1) and (i+ 1; j) are not in � ; we conclude that (i; j) 2 I(� ). Wehave shown Y (�; !0) = f(i; j) : i < j; �i + �j = i + j � 1g;and y(�) is de�ned to be the cardinality of this set.With this, we have completed the proof of Lemma 7.2(bd) and of (BD).



the electronic journal of combinatorics 3 (1996), #R12 41Proof of Lemma 7.2(bc)This proof is much like the preceding one. We must identify, for each � 2 P0;1(n),those � 2 P0(n) for which � � � is a vertical strip. Given such a �, suppose�; �� 2 P0(n) are such that � � � and � � �� are vertical strips and �� � � � �.Let � and �� be the order ideals of 
[n]2 � corresponding to � and �� in the sense ofLemma 5.1(b). Let !� = fi 2 [n] : �i � �i = 1g and !�� = fi 2 [n] : �i � ��i = 1g.We �nd that � n �� is a subset of Z(� ; !�) = f(i; j) 2 I(� ) : i; j =2 !�g.Observe that it is possible to have (i; i) 2 I(� ) for some i. If � = � \ �[n]2 � and�� = �� \ �[n]2 �, then we have(y) ~w(g�) = (�t2)j�n�� j(�t)�((i;i)2�n��) ~w(g);whenever g; g� 2 C�n are such that g+ = (g�)+, � = � (g), �� = � (g�), !� = !�(g),and !�� = !�(g�). Now if (i; i) 2 I(� ), then #0(i; � ) = i; if in addition i =2 !�,then �i = i. Conversely, if �i = i and � 2 P0(n) is such that � � � is a verticalstrip, and if � is the order ideal of 
[n]2 � corresponding to �, then either �i = i and(i; i) 2 I(� ), or �i = i � 1 and (i; i) 2 O(� ). This means that the case (i; i) 2 I(� ),i =2 !� can occur if and only if �i = i for some i 2 [n], and otherwise the exponentof t on the right side of (y) must be even.Let Z(� ; !�) = Z(� ; !�)\ �[n]2 �. Fix � 2 Sn and � 2 P0;1(n); let � be the largestpartition in P0(n) such that � � � is a vertical strip. Let � denote the order idealof 
[n]2 � corresponding to � and !� the set fi : �i � �i = 1g. The sum of ~w(g), as granges over all digraphs in C�n such that o(�(i); g+) = n�i and o(�(i); g) = �i+n�i,is (�1)�x�(�+�n)(�1)j� jtj!�j(1� t)�(9i;�i=i)(1� t2)jZ(�;!�)j:Evidently j� j = (j�j + p(�))=2 and j!�j = j�j � j�j, so we need only show that� = �(�) and jZ(�; !�)j = z(�) to �nish the proof of Lemma 7.2(bc).By Lemma 2.1(b), �(�) is the largest partition in P0(n) with Ferrers diagramcontained in D(�). So we need only show that � � � is a vertical strip. Write� = (�1, : : : , �p j �1, : : : , �p) and suppose �i � �i > 1. We have (i; �i � 1) =2 D(�),which means that �i+ ��i�1 < i+�i � 1. Subtracting �i from both sides, we have��i�1 < i � 1; equivalently, �0i�1 < �i � 1. If i � p, then �0i�1 = �i�1 + i � 1 and�i = �i + i. Therefore �i > �i�1, and we conclude that �i�1 � �i + 1 > �i�1 + 1,which contradicts the assumption that � 2 P0;1(n). Suppose instead that i > p.Then �i � p, so ��i�1 = ��i�1 + �i � 1. Meanwhile, �0�i � i for any �, and sincei > p � �i, we can write �0�i = ��i + �i. We see that��i + 1 � i � �i + 1 > i � �i > ��i�1 � �i + 1 = ��i�1;which again implies � =2 P0;1(n). We have proved that �i � �i � 1 for all i 2 [n]whenever � 2 P0;1(n).Observe that � , the order ideal of 
[n]2 � corresponding to �, is f(i; j) 2 D(�) :i � jg. If (i; j) 2 Z(� ; !�), then i < j and we have �i = #0(i; � ) = j and



the electronic journal of combinatorics 3 (1996), #R12 42�j = #0(j; � ) = i. And since i; j =2 !�, we have �i = �i and �j = �j; therefore�i+�j = i+j. Meanwhile, if i < j and �i+�j = i+j, then (i; j) 2 � . This impliesthat �i � j and �j � i, so we must have �i = j (which implies (i; j+1) =2 � ); �j = i(meaning (i+1; j) =2 � ); and i; j =2 !�. We conclude (i; j) 2 Z(� ; !�), and we haveshown that jZ(� ; !�)j = z(�).Proof of Lemma 7.2(cd)This proof di�ers somewhat from the previous two. Lemma 2.3 tells us thatfor any � 2 P�1;1(n), there is a unique largest partition � = �(�) among thosepartitions � 2 P�1(n) for which � � � is a disjoint union of dominos with nomore than one domino per row of D(�). Now given � 2 P�1;1(n), let � be theorder ideal of �[n]2 � corresponding to �(�). Let !0 = fi 2 [n] : �i � �i = 2g and!� = fi 2 [n] : �i��i = 1 or 2g. Observe that q(�) = j!0j. For each � 2 Sn, thereexists g 2 C��n such that: o(�(i); g+) = n � i and o(�(i); g) = �i + n � i for eachi 2 [n]; � = � (g); !0 = !0(g); and !� = !�(g). For example, if � = (3; 3; 2), then� = (2; 2; 2), � = f(1; 2); (1; 3); (2;3)g, !0 is empty, and !� = f1; 2g. Figure 7.3shows g 2 C3 corresponding to this � and to the identity permutation.
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1 3

-1-3

-2Figure 7.3When g is de�ned as in the preceding paragraph, we have�w(g) = (�1)�x�(�+�n)(�1)j�j=2+q(�)t(j�j�j�j)=2:Fix � 2 P�1;1(n) and � 2 Sn and let g 2 C��n be as in the preceding paragraph.If g� is any digraph in C��n with (g�)+ = g+ and o(�(i); g�) = o(�(i); g) for eachi 2 [n], then � (g�) � � , !0(g�) � !0, and !�(g�) � !�. Let Z(�) = f(i; j) : i <j; �i + �j = i + jg, so that jZ(�)j = z(�). Now it su�ces to prove the following:



the electronic journal of combinatorics 3 (1996), #R12 43(i) For every subset A of Z(�), there is a digraph gA 2 C��n such that: g+A = g+;o(�(i); gA) = o(�(i); g) for each i 2 [n]; and �w(gA) = (�t2)jAj �w(g).(ii) If �i = i for some i 2 [n], then for each gA there is a g0A 2 C��n with the samepositive subtournament and out-degrees as gA and with �w(g0A) = �t �w(gA).(iii) Every g� 2 C��n having the same positive subtournament and out-degrees asg is of the form gA or g0A for some A � Z(�).To prove (i), suppose �rst of all that A = f(i; j)g. Since 0 � �k � �k � 2 forall k 2 [n], we must have i + j � 4 � �i + �j � i + j. Observe that �i + �j is atmost i + j � 3 if (i; j) =2 � and at least i + j � 1 if (i; j) 2 � , so we can rule out�i + �j = i + j � 2. The remaining possibilities are as follows:�i + �j = i + j. We have (i; j) 2 � , and there is exactly one k such that eitherk > j and (i; k) 2 � or k > i and (k; j) 2 � . Either k = i+ 1 and (i + 1; j) 2 I(� ),or k = j + 1 and (i; j + 1) 2 I(� ). We have i =2 !0, i =2 !�, j =2 !0, andj =2 !�. Suppose (i + 1; j) 2 I(� ). We �nd that i and i + 1 are interchangeablein � , so �i+1 = �i = �i � �i+1; this means that i + 1 cannot be in !0 or !�.We de�ne gA by putting � (gA) = � n f(i; j); (i + 1; j)g; !0(gA) = !0 [ fjg; and!�(gA) = !� [fi; i+1; jg. A similar argument applies if (i; j+1) 2 I(� ): we have� (gA) = � n f(i; j); (i; j + 1)g, !0(gA) = !0 [ fig, and !�(gA) = !� [ fi; j; j + 1g.Figure 7.4 gives an example of this construction in the situation � = (6; 3; 2; 2; 1),with A = f(2; 3)g. On the left are � , !0, and !� for g, and on the right, thecorresponding sets for gA. As in Figure 6.4, each square (k; k) is vertically lined ifk 2 !0 and horizontally lined if k 2 !�.
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5Figure 7.4�i + �j = i + j � 1. We have (i; j) 2 I(� ); neither i nor j is in !0 and exactlyone of them is in !�. If j < n, then j and j + 1 are not interchangeable in � ; ifj > i + 1, then i and i + 1 are not interchangeable in � . Suppose j 2 !�. Thenj and j � 1 must be interchangeable in � , j � 1 2 !�, and j � 1 =2 !0: otherwise,�� � would not be a disjoint union of dominos with at most one domino per row.If j � 1 = i, then we would have �i + �j = i + j + 1, so we must have j > i + 1.Alternatively, suppose i 2 !�. Then i � 1 or i + 1 must be in !� and not in !0;



the electronic journal of combinatorics 3 (1996), #R12 44i and i + 1 are not interchangeable in � unless i + 1 = j, but j =2 !�; we concludethat i and i�1 are interchangeable in � , i�1 2 !�, and i�1 =2 !0. If j 2 !�, thenlet � (gA) = � nf(i; j�1); (i; j)g; !0(gA) = !0[fi; j�1; jg; and !�(gA) = !�[fig.If i 2 !�, then � (gA) is � n f(i � 1; j); (i; j)g, !0(gA) = !0 [ fi � 1; i; jg, and!�(gA) = !� [ fjg. In Figure 7.5, we have an example of this construction for� = (4; 3; 3; 2; 2) and A = f(1; 5)g.
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5Figure 7.5�i + �j = i + j � 3. We have (i; j) 2 O(� ) and one of i and j is in both!0 and !�, while the other is in !� only. If j =2 !0, then we must have j andj + 1 interchangeable in � , j + 1 2 !�, and j + 1 =2 !0. This is because j hasto be \paired o�" with either j � 1 or j + 1 according to the de�nition of C��n ,and assuming it is paired o� with j � 1 leads to a contradiction. But in this case,we can replace � with � [ f(i; j); (i; j + 1)g, remove i, j, and j + 1 from !�, andremove i from !0; this contradicts our assumption that � corresponds to �. Wealso derive this contradiction if i =2 !0. We �nd that if i > 1, then i and i � 1 arenot interchangeable in � , i is paired o� with i+ 1, and j > i + 1; we can replace �with � [ f(i; j); (i+ 1; j)g.�i + �j = i + j � 4. Here too we have a contradiction of the assumption that �corresponds to �. We can add either f(i; j� 1); (i; j)g or f(i� 1; j); (i; j)g to � andchange !0 and !� accordingly. For instance, one possibility is (i; j�1) 2 O(� ), withj � 1 and j interchangeable in � . We have both i and j in !0 and !�; j � 1 is alsoin !0 and !�, as otherwise we would have �j�1 < �j. We can add f(i; j�1); (i; j)gto � .We have proved (i) whenever jAj = 1. In this case, we obtain � (gA) by removingfrom � a set of the form f(i; j); (i+1; j)g or f(i; j); (i; j+1)g. Such a set is a domino.In case jAj > 1, we can �nd a domino to remove from � for each (i; j) 2 A. If notwo of these dominos intersect, then we can construct gA \one domino at a time"by repeating the above construction for one-element sets A. (This is essentiallywhat we did in proving the �rst two parts of Lemma 7.2, only with monominosinstead of dominos.) On the other hand, it is possible for two dominos to intersect.



the electronic journal of combinatorics 3 (1996), #R12 45For instance, this happens if � = (3; 3; 2; 2) and A = f(1; 4); (2; 3)g: the dominoscorresponding to (1; 4) and (2; 3) are respectively f(1; 4); (2; 4)g and f(2; 3); (2; 4)g.We claim, however, that given any three dominos that correspond to elementsof Z(�), one of them is disjoint from the other two. This is because i 6= k and j 6= lwhenever (i; j) and (k; l) are distinct elements of Z(�). The only way two dominoscan intersect is if they are of the form f(i; j � 1); (i; j)g and f(i� 1; j); (i; j)g, with(i; j�1); (i�1; j) 2 Z(�). It is not hard to see that no third domino correspondingto an element of Z(�) can intersect either of these. So to complete the proof of (i),we need only show that if A = f(i; j � 1); (i � 1; j)g, with corresponding dominosf(i; j�1); (i; j)g and f(i�1; j); (i; j)g, then we can create gA 2 C��n having the samepositive subtournament and out-degrees as g and with �w(gA) = t4 �w(g). For suchan A, we have: none of i�1, i, j�1, j is in !0 or !�; i�1 and i are interchangeablein � ; j � 1 and j are interchangeable in � ; and (i; j) 2 I(� ). We de�ne� (gA) = � n f(i� 1; j � 1); (i� 1; j); (i; j � 1); (i; j)g;!0(gA) = !0 [ fi � 1; i; j � 1; jg;!�(gA) = !� [ fi� 1; i; j � 1; jg:We think of � (gA) as being obtained from � by removing two dominos. Thiscompletes the proof of claim (i).We now begin the proof of (ii). Let gA 2 C��n be the digraph correspondingto some A � Z(�), where � is such that �i = i for some i 2 [n]. Recall that �denotes the order ideal of �[n]2 � corresponding to � = �(�) and that !0 = fi 2 [n] :�i � �i = 2g and !� = fi 2 [n] : �i � �i = 1 or 2g. Let �A = � (gA). We claimthat either (i; i + 1) 2 I(�A) or (i � 1; i) 2 I(�A). There are three possible valuesfor �i: i, i � 1, and i � 2. If �i = i, then (i; i + 1) 2 I(� ). If �i = i � 1, then(i � 1; i) 2 � and (i; i + 1) =2 � . We have i 2 !� and i =2 !0. Assuming that(i�1; i+1) 2 � , we conclude that i�1 and i are not interchangeable in � , so i andi + 1 must be, and we must have i + 1 2 !� and i + 1 =2 !0. But this contradictsthe maximality of � , since we can add (i; i + 1) to it and remove i and i + 1 from!�. So we must have (i � 1; i+ 1) =2 � , and therefore (i � 1; i) 2 I(� ). Similarly, if�i = i � 2, we �nd that we can add (i� 1; i) to � and remove i� 1 and i from !0.We have proved the claim for �A = � (this is the case A = ;). If A is not empty,then we obtain �A by removing dominos from � . If (i; i + 1) is in �A, then it is inI(�A). If (i; i + 1) is in I(� ) but not �A, then it must be contained in a dominoremoved from � ; the other member of this domino must be (i � 1; i + 1). Havingremoved this domino, we have (i� 1; i) 2 I(�A), unless (i� 1; i) is also in a dominoremoved from � , which it cannot be, since the other member of the domino wouldbe (i � 2; i); removing both dominos would reduce #(i; � ) by 3, and we could nothave o(�(i); gA) = o(�(i); g). A similar argument proves that if (i � 1; i) 2 I(� ),then we must have (i � 1; i) 2 I(�A). We have proved that (i; i + 1) or (i � 1; i) isin I(�A) for any A � Z(�).Now we know that either (i; i + 1) 2 I(�A), i =2 !0(gA), and i =2 !�(gA); or(i�1; i) 2 I(�A), i 2 !�(gA), and i =2 !0(gA). In the former case, we see that i and



the electronic journal of combinatorics 3 (1996), #R12 46i+ 1 are interchangeable in � and that i+ 1 is not in !0(gA) or !�(gA): otherwisewe would have o(�(i); gA) � o(�(i + 1); gA). So we create g0A by putting � (g0A) =� (gA)nf(i; i+1)g; !0(g0A) = !0(gA); and !�(g0A) = !�(gA)[fi; i+1g. In the lattercase, we must have i � 1 2 !�(gA) and i � 1 =2 !0(gA), since i and i + 1 are notinterchangeable in � (gA). We construct g0A by putting � (g0A) = � (gA) n f(i� 1; i)g;!0(g0A) = !0(gA) [ fi � 1; ig; and !�(g0A) = !�(gA). This completes the proofof (ii).We shall prove (iii) by constructing a subset A of Z(�) for each g� 2 Cn havingthe same positive subtournament and out-degrees as g. Recall the de�nitions of � ,!0, and !� relative to � 2 Sn and � 2 P�1;1(n); in particular, � is the order idealof �[n]2 � corresponding to �(�). Let �� = � (g�), !�0 = !0(g�), and !�� = !�(g�).Observe that if �� 6= � , then there exists (i; j) 2 I(� ) n ��. This is because �and �� are order ideals and we obtain �� from � by removing some elements.Now to construct A, we begin by setting A = ; and do the following for each(i; j) 2 I(� ) n ��:When j = i + 1, we distinguish between two cases: (i � 1; i + 1) 2 �� and(i � 1; i + 1) 2 � n ��. In the �rst case, we �nd that #(i; � ) = #(i + 1; � ) = i andthat #(i; ��) = #(i + 1; ��) = i � 1. We have either i; i + 1 2 !� n !0, meaning�i+1 = i + 1, or i; i + 1 =2 !�, meaning �i = i. We do not add anything to A, butwe see that g� is of the form g0A rather than gA. In the second case, #(i+ 1; � ) = iand #(i + 1; ��) = i � 2; we must have i + 1 =2 !� and i + 1 2 !�0. So �i+1 = i inthis case. Meanwhile, #(i� 1; ��) = #(i� 1; � )� 1 and #(i; ��) = #(i; � )� 1; thismeans i � 1 and i are \paired" as members of !� n !0 or of !�� n !�0 , so they mustbe interchangeable in � . Since #(i; � ) = i, we must have #(i � 1; � ) = i. If i � 1and i are in !� n !0, then �i = i+ 1; we add (i; i+ 1) to A. Otherwise, i� 1 and iare not in !� and �i�1 = i; we add (i � 1; i+ 1) to A. In the latter situation, wemay also have g� of the form g0A. This happens if (i � 1; i) 2 � n ��, in which case#(i; ��) = #(i; � )� 2, so i cannot be in !�.If j > i + 1, then it is impossible to remove (i; j) from � and not remove either(i � 1; j) or (i; j � 1). The removal of only (i; j) would force a violation of thepairing condition for members of !� n!0. So (i� 1; j) 2 � n �� or (i; j� 1) 2 � n ��.If (i � 1; j) 2 � n �� but (i; j � 1) 2 ��, then we have j =2 !�, so �j = #(j; � ) = i.Meanwhile, i�1 and i are interchangeable in � : we have #(i�1; ��) = #(i�1; � )�1and #(i; ��) = #(i; � ) � 1, so i is paired with either i � 1 or i + 1 as a memberof !� n !0 or of !�� n !�0; but i and i + 1 are not interchangeable in � . We have#(i� 1; � ) = #(i; � ) = j � 1. If i� 1 and i are in !�, then �i�1 = �i = j, and weadd (i; j) to A. Otherwise, �i�1 = �i = j � 1, and we add (i� 1; j) to A. Similarlyif (i; j � 1) 2 � n ��, but i = 1 or (i� 1; j) 2 ��: we add either (i; j � 1) or (i; j) toA. Finally, it is possible that both (i; j� 1) and (i� 1; j) are in � n ��. In this case,we must also have (i�1; j�1) 2 � n ��. To see this, suppose (i�1; j�1) 2 ��. We�nd that #(i; ��) = #(i; � )�2 but #(i�1; ��) = #(i�1; � )�1; if i = 2, we have aviolation of the pairing condition for !� n !0; otherwise, i� 1 must be paired withi � 2. This in turn forces (i � 2; j) 2 � n ��, which gives us #(j; ��) � #(j; � )� 3,which means that �(j) couldn't have the same out-degree in g� as in g. So we have



the electronic journal of combinatorics 3 (1996), #R12 47(i � 1; j � 1) 2 � n ��, and none of i � 1, i, j � 1, j is in !0 or !�. We �nd that�i�1 = �i = j and �j�1 = �j = i � 1, and add (i � 1; j) and (i; j � 1) to A. Thisconcludes our description of the construction of A, and thus completes the proof ofLemma 7.2(cd).We conclude this section with an example of the construction described above.Fix � 2 S6 and let g 2 C��6 be the digraph whose positive subtournament corre-sponds to � and for which � , !0, and !� are as in Figure 7.6.
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Figure 7.6Now g corresponds to the partition � = (5; 3; 3; 3; 2;2), and � (g) is the orderideal of �[n]2 � corresponding to �(�). Another digraph g� with the same positivesubtournament and out-degrees as g is given by ��, !00, and !0� as depicted inFigure 7.7.
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Figure 7.7



the electronic journal of combinatorics 3 (1996), #R12 48We see that I(� ) n �� = f(1; 6); (3; 4)g. Begin with A = ; and (i; j) = (1; 6);i = 1 and j > i + 1, so we must have (1; 5) 2 � n ��. Observe that 5 and 6 areinterchangeable in � , and are both in !�. Hence we have �1 = #(1; � ) = 5 and�6 = #(6; � ) + 1 = 2; we add (1; 6) to A. Now we set (i; j) = (3; 4). We observethat (2; 4) 2 � n ��; 2 and 3 are interchangeable in � , and are both not in !�.Therefore �2 = #(2; � ) = 3 and �4 = #(4; � ) = 3; we add (2; 4) to A. Finally,we see that (2; 3) 2 � n ��. Notice that the construction of gA from g given inthe proof of (i) would give us � (gA) = � n f(1; 5); (1; 6); (2; 4); (3;4)g. Therefore�� = � (gA) n f(2; 3)g, and we have that g� is of the form g0A rather than gA.Appendix. Relation between Littlewood's identitiesand Weyl's formulaThe usual way of writingWeyl's denominator formula does not involve partitions,such as appear on the sum sides of (2.3b), (2.3c), and (2.3d). Instead, the termson the sum side are indexed by elements of the Weyl group of the correspondingroot system. We shall now show that (2.3c), which is equivalent to Littlewood'sidentity (2.2c), implies Weyl's formula for the root system Cn. Similar argumentsmay be used to show that (2.3b) and (2.3d) give Weyl's formula for Bn and Dnrespectively. The following lemma is useful in each case.Lemma A.1. ([S], Lemma 2.1.2) Let t be an integer � �1. Then � 2 Pt(n) if andonly if `(�) � n and fj�i � i� t�12 j : i 2 [n]g = f t+12 ; t+32 ; : : : ; t+2n�12 g.In our proof of Lemma A.1, we shall use the following result, due to Macdonald:Lemma A.2. ([M], Chapter I, (1.7)) For any partition � and positive integersl � `(�), m � �1, the sets f�i + l � i : i 2 [l]g and fl � 1 + j � �0j : j 2 [m]g aredisjoint and their union is f0; 1; : : : ; l +m� 1g. �Proof of Lemma A.1. \If": Suppose `(�) � n and fj�i� i� t�12 j : i 2 [n]g = f t+12 ,t+32 , : : : , t+2n�12 g. Let (�1; : : : ; �p j �1; : : : ; �p) be the Frobenius representation of�. Then �i � i � t�12 = �i � t�12 for each i 2 [p]. Since the �i are nonnegative,we cannot have �i � t�12 � � t+12 . So we must have �i � t�12 � t+12 for all i 2 [p];furthermore, if t = �1, then �i � t�12 = �i + 1 > 0 = t+12 . On the other hand,�i � i � t�12 < � t�12 for p+ 1 � i � n. We conclude that the positive elements off�i � i � t�12 : i 2 [n]g are �i � t�12 , i 2 [p]. Now choose j 2 [p] and let b = �j .Since b+j = �0j , we have �b+j � j > �b+j+1; hence �b+j�b�j� t�12 > �b� t+12 >�b+j+1� b� j�1� t�12 . What this means is that b+ t+12 =2 fj�i� i� t�12 j : p+1 �i � ng. But the condition `(�) � n means that 0 � b � n � 1; so b + t+12 2 f t+12 ,t+32 , : : : , t+2n�12 g. Therefore b+ t+12 = �i � t�12 for some i; �j = �i + t for somei. Since this holds for each j 2 [n], and the sequences � and � are both strictlydecreasing, we conclude that i = j. Thus � 2 Pt(n) as claimed.\Only if": Let � = (�1 + t; : : : ; �p + t j�1; : : : ; �p) 2 Pt(n). Lemma A.2 tellsus that L = f�i � i � t�12 : i 2 [n]g and L0 = fj � �0j � t+12 : j 2 [n + t]gare disjoint, with L [ L0 = f�n � t�12 , �n � t�12 + 1 , : : : , n + t�12 g. We have



the electronic journal of combinatorics 3 (1996), #R12 49�i � i � t�12 = �i + t+12 � t+12 if i 2 [p] and �i � i � t�12 � � t+12 if p+ 1 � i � n.Therefore fj�i � i � t�12 j : i 2 [n]g � f t+12 ; t+32 ; : : : ; t+2n�12 g:Now to complete the proof, we need only show that there are n distinct values infj�i � i � t�12 j : i 2 [n]g, and to do this, it su�ces to show that if x > 0 andx 2 L, then �x 2 L0. This is immediate: x = �i + t+12 for some i 2 [p], so�x = ��i � t+12 = i� �0i � t+12 2 L0. �Let ei denote the vector in Rn (n � i) having a 1 as its ith component and 0'selsewhere, so that fe1, e2, : : : , eng is the standard orthonormal basis of Rn. Theusual representation ofCn relative to this basis is f�(ei�ej) : 1 � i < j � n; �2ei :1 � i � ng, with positive subsystem C+n = fei�ej : 1 � i < j � n; 2ei : 1 � i � ng.The Weyl group W = W (Cn) acts on Cn by permuting components and changingtheir signs. It is isomorphic to the semidirect product Zn2 oSn, where Z2 is the cyclicgroup of order 2; Zn2 is a normal subgroup ofW on which Sn acts by automorphisms.Now recall the usual statement of Weyl's denominator formula: Given a root sys-tem �, with positive subsystem �+, in a Euclidean vector space E with orthonormalbasis fe1, e2, : : : , eng, we haveY�2�+(x�=2 � x��=2) = Xw2W (�1)wxw(S);where xei = xi for each i 2 [n], W = W (�) is the Weyl group of �, and S =S(�+) = 12 P�2�+ �.Multiplying both sides of (2.3c) bynYi=1(�x�1i ) Y1�i<j�n(�x�1=2i x�1=2j )(x�1=2i x�1=2j ) = (�1)n(n+1)=2 nYi=1x�ni ;we obtainY�2C+n (x�=2 � x��=2) = X�2P1(n)�2Sn (�1)j�j=2+n(n+1)=2(�1)� nYi=1x�i�i�(i) :Meanwhile, S = 12 X�2C+n � = (n; : : : ; 2; 1);and Lemma A.1 tells us that for � 2 P1(n), the sequence �� = (�1�1, : : : , �n�n)is obtained from S by permutations and sign changes, i.e., that �� = w(S) for somew 2 W . Furthermore, since the sequences �� are all strictly decreasing, no two ofthem are in the same coset of Sn in W .



the electronic journal of combinatorics 3 (1996), #R12 50Given � 2 P1(n), let w� be the unique w 2 W for which �� = w(S). To provethat (2.3c) implies Weyl's formula for Cn, we must show thatW=Sn = fw� : � 2 P1(n)gis a complete set of coset representatives of Sn in W , and that(�1)w� = (�1)j�j=2+n(n+1)=2for each � 2 P1(n).Let � 2 Sn and s 2 f�1gn be such that w�(ei) = sie�(i) for each vector ei in thestandard orthonormal basis of Rn. Then �i � i = (n � ��1(i) + 1)s��1(i) for eachi 2 [n]. So there must be some p 2 f0; 1; : : : ; ng such thats��1 (i) = � 1 (1 � i � p);�1 (p+ 1 � i � n)and such that��1(1) < ��1(2) < � � � < ��1(p) and ��1(p + 1) > ��1(p+ 2) > � � � > ��1(n):We have p = p(�), since �i � i is positive for i � p and negative for i > p.Observe that s uniquely determines �: ��1(i) is either the ith smallest k suchthat sk = 1 or the (i � p)th largest k such that sk = �1, according as i � p ori > p. This means that the cardinality of W=Sn is the cardinality of f�1gn, whichis the number of cosets of Sn in W , as required. Meanwhile, the sign of w� is(�1)�Qni=1 si = (�1)�(�1)n�p.Choose i; j 2 [n] with i < j. Then �(i) > �(j) if and only if �(i) > p. Thenumber of inversions in � is therefore Pni=p+1(n���1(i)), and the sign of w� is �1to the power nXi=p+1(n � ��1(i) + 1) = nXi=p+1(i� �i):Now observe that nXi=p+1(i � �i) = nXi=p+1 i � nXi=p+1 �i= n(n+ 1)2 � p(p+ 1)2 � j�j+ pXi=1 �i= n(n+ 1)2 � j�j+ pXi=1(�i � i);since j�j is even and Ppi=1(�i � i) = j�j=2 for any � 2 P1(n), we conclude that(�1)w� = (�1)n(n+1)=2�j�j=2 = (�1)n(n+1)=2+j�j=2as required.
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