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Abstract

We establish a general theorem for reducing sums of type
∑

y≥x g(y)
where g is a mapping from a partially ordered set into an abelian group.
Conclusions concern the Möbius function, the principle of inclusion-
exclusion, the Tutte polynomial and Crapo’s beta invariant.

1. Introduction

Sums over partially ordered sets frequently occur in combinatorics and related fields.
Each application of the principle of inclusion-exclusion, for instance, gives rise to
such a sum. From a computational point of view, the question wether such a sum
can be reduced by excluding mutually cancelling terms is of fundamental importance,
e.g., when computing the probability content of a convex polyhedron [8] or when
assessing the reliability of a network [6, 12]. The difficulty lies in the circumstance
that collections of mutually cancelling terms might not be disjoint, whence in general
such terms cannot be removed without affecting the value of the sum.

In this paper, we establish a very general theorem that offers the possibility of
reducing sums of the specified type. After dualizing the theorem and deducing some
corollaries, the results are applied to the Möbius function of a partially ordered set and
the principle of inclusion-exclusion, thus rediscovering several recent results. Finally,
some conclusions to the Tutte polynomial and Crapo’s beta invariant are drawn.
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2. Sums over partially ordered sets

We assume that the reader is familiar with partially ordered sets, which are subse-
quently referred to as posets. Most order-theoretic terminologies and notations are
standard and can be looked up in the text book of Stanley [13]. Some less standard
terminologies are reviewed now.

A poset P is called upper-finite if {y ∈ P | y ≥ x} is finite for any x ∈ P . Dually,
P is called lower-finite if {y ∈ P | y ≤ x} is finite for any x ∈ P . A closure operator
on P (cf. Rota [10, Section 2]) is a mapping c : P → P such that for any x, y ∈ P ,

i) x ≤ c(x) (extensionality),

ii) x ≤ y ⇒ c(x) ≤ c(y) (monotonicity),

iii) c(c(x)) = c(x) (idempotence).

Dually, a kernel operator on P is a mapping k : P → P such that for any x, y ∈ P ,

i) k(x) ≤ x (intensionality),

ii) x ≤ y ⇒ k(x) ≤ k(y) (monotonicity),

iii) k(k(x)) = k(x) (idempotence).

An element x ∈ P is referred to as c-closed if c(x) = x and as k-open if k(x) = x.

Lemma. Let P be a poset, k a kernel operator on P and x0 a k-open element
of P . Then, all minimal elements of {y ∈ P | k(y) > x0} are k-open.

Proof. Assume that y is not k-open and k(y) > x0. It follows that k(y) < y and
k(k(y)) > x0, thus showing that y is not minimal in {y ∈ P | k(y) > x0}. 2

Our main result is the following:

Theorem 2.1. Let P be an upper-finite poset, f and g mappings from P into an
abelian group such that f(x) =

∑
y≥x g(y) for any x ∈ P . Let k be a kernel operator

on P , x0 a k-open element of P and f(x) = 0 for any k-open x > x0. Then,

f(x0) =
∑

y : k(y)=x0

g(y) .

Subsequently, we give two proofs of our main result. The first proof, which is due
to an anonymous referee, uses downward induction on x0, while the second proof,
which is due to the author, uses the principle of inclusion-exclusion and additionally
requires that P is an upper semilattice.

First Proof. We have to show that
∑

y : k(y)>x0
g(y) = 0. Evidently, if x0 is

maximal in P , then this sum is empty, and hence the statement trivially holds. We
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proceed by downward induction on x0. In this way, we obtain∑
y : k(y)>x0

g(y) =
∑
x>x0

x k-open

∑
y : k(y)=x

g(y) =
∑
x>x0

x k-open

f(x) = 0 ,

where the second equality comes from the induction hypothesis and the third from
the hypothesis of the theorem. 2

Second Proof. Again, it suffices to show that
∑

y : k(y)>x0
g(y) = 0. Let Y0 consist

of all minimal elements of {y ∈ P | k(y) > x0}. By the principle of inclusion-exclusion,∑
y : k(y)>x0

g(y) =
∑

y ≥ z for
some z ∈ Y0

g(y) =
∑

Z⊆Y0, Z 6=∅

(−1)|Z|−1
∑

y ≥ z for
all z ∈ Z

g(y)

=
∑

Z⊆Y0, Z 6=∅

(−1)|Z|−1
∑

y≥supZ

g(y) =
∑

Z⊆Y0, Z 6=∅

(−1)|Z|−1f(supZ) .

By the preceding lemma, any z ∈ Z is k-open and hence, supZ is k-open. Since
moreover supZ > x0, the requirements give f(supZ) = 0, whence the result. 2

Dualizing Theorem 2.1 we obtain

Theorem 2.1′. Let P be a lower-finite poset, f and g mappings from P into an
abelian group such that f(x) =

∑
y≤x g(y) for any x ∈ P . Let c be a closure operator

on P , x0 a c-closed element of P and f(x) = 0 for any c-closed x < x0. Then,

f(x0) =
∑

y : c(y)=x0

g(y) .

Some corollaries of Theorem 2.1 are now deduced:

Corollary 2.2. Let P be a finite poset with minimum 0̂, f and g mappings
from P into an abelian group such that f(x) =

∑
y≥x g(y) for any x ∈ P , and X a

supremum-closed subset of P such that x > 0̂ and f(x) = 0 for any x ∈ X. Then,

f(0̂) =
∑

y : y 6≥x∀x∈X

g(y) .(∗)

Proof. For any y ∈ P define k(y) :=
∨
{x ∈ X | x ≤ y}, where

∨
∅ := 0̂. Then,

y is k-open if and only if y ∈ X or y = 0̂, and k(y) = 0̂ if and only if y 6≥ x for any
x ∈ X. Now, the corollary follows from Theorem 2.1. 2

Corollary 2.3. Let P be a finite lattice with minimum 0̂, f and g mappings from
P into an abelian group such that f(x) =

∑
y≥x g(y) for any x ∈ P . Let c : P → P
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be an extensional mapping and X ⊆ P such that {c(x) | x ∈ X} is a chain in P and
such that x > 0̂ and f |[x,c(x)] ≡ 0 for any x ∈ X. Then, (∗) holds.

Proof. We apply Corollary 2.2 with X ′ := {
∨
I | ∅ 6= I ⊆ X} instead of X.

Then, X ′ is supremum-closed and for any x′ ∈ X ′ the chain assumption implies

x′ =
∨
{x | x ∈ X, x ≤ x′} ≤

∨
{c(x) | x ∈ X, x ≤ x′} = c(x0)

for some x0 ∈ X, x0 ≤ x′. Therefore, x′ ∈ [x0, c(x0)] and hence, f(x′) = 0. 2

As a first application of the preceding results, we deduce a prominent result of
Rota [10, Section 5, Proposition 4] on the Möbius function of a lower-finite poset,
which in turn specializes to Weisner’s theorem [14] in the particular case where the
poset is a lattice having minimum 0̂ and the closure operator is given by c(y) = y∨a
for some fixed a > 0̂. Recall that the Möbius function of a lower-finite poset P having
minimum 0̂ is the unique Z-valued function µP on P such that

∑
y≤x µP (y) = δ0̂x for

any x ∈ P , where δ is the usual Kronecker delta.

Corollary 2.4 (Rota). Let P be a lower-finite poset with minimum 0̂, and let c
be a closure operator on P such that 0̂ is not c-closed. Then, for any x0 ∈ P ,∑

y : c(y)=x0

µP (y) = 0 .

Proof. For x ∈ P define f(x) :=
∑

y≤x µP (y) = δ0̂x. There is nothing to prove if

x0 is not c-closed. Otherwise, x0 6= 0̂ and hence, f(x0) = 0. By the same argument,
f(x) = 0 for any c-closed x < x0. Thus, Rota’s result follows from Theorem 2.1′. 2

As a second application, we deduce a recent result of Blass and Sagan [1] on the
Möbius function of a finite lattice. As pointed out in [1], it generalizes a particular
case of Rota’s broken circuit theorem on geometric lattices [10] as well as a prior
generalization of that particular case due to Sagan [11].

Corollary 2.5 (Blass-Sagan). Let L be a finite lattice, whose set of atoms A(L)
is given a partial order, which is denoted by E to distinguish it from the partial order
≤ in L. Let X consist of all non-empty subsets X of A(L) such that for any x ∈ X
there is some a ∈ A(L) satisfying a C x and a <

∨
X. Then, for any y ∈ L,

µL(y) =
∑

Y⊆A(L),
∨
Y=y

Y 6⊇X (∀X∈X)

(−1)|Y | .

Proof. By a particular case of Rota’s crosscut theorem [10, Theorem 3],

µL(y) =
∑

Y⊆A(L)

εy(Y ) ,
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where εy(Y ) := (−1)|Y | if
∨
Y = y and εy(Y ) := 0 otherwise. Since X turns out to

be union-closed, by Corollary 2.2 it suffices to show that for any X ∈ X,∑
Y :X⊆Y⊆A(L)

εy(Y ) = 0 .(1)

Let aX be E-minimal in {a ∈ A(L) | a <
∨
X}. Then, aX /∈ X since otherwise

a C aX and a <
∨
X for some a ∈ A(L), contradicting the definition of aX . ¿From

aX <
∨
X and aX /∈ X we conclude that Y 7→ Y M {aX}, where M denotes sym-

metric difference, is a sign-reversing involution on {Y |X ⊆ Y ⊆ A(L),
∨
Y = y},

whence (1) is shown. 2

3. Principle of inclusion-exclusion

The principle of inclusion-exclusion, which is also known as the sieve formula or the
formula of Poincare or Sylvester, plays a significant role in many areas of mathematics.
For any Boolean algebra of sets A, any modular function µ from A into an abelian
group satisfying µ(∅) = 0 and any finite family {Av}v∈V ⊆ A it states that

µ

( ⋂
v∈V

{Av

)
=
∑
I⊆V

(−1)|I| µ

(⋂
i∈I

Ai

)
,(IE)

where for any set A, {A denotes the complement of A in
⋃
A, and

⋂
i∈∅Ai =

⋃
A.

Recall that a function µ from A into an abelian group is called modular if

µ(A ∩B) + µ(A ∪B) = µ(A) + µ(B)

for any A,B ∈ A. In particular, any measure on A is modular. For abbreviation,
we refer to (Ω,A, µ) as a generalized measure space if A is a Boolean algebra of sets
whose union is Ω and if µ is a modular function from A into an abelian group such
that µ(∅) = 0. Thus, any measure space is a generalized measure space.

Let’s apply the results of Section 2 to this setting. For any X, Y ⊆ V define

f(X) := (−1)|X| µ

( ⋂
x∈X

Ax ∩
⋂
v/∈X

{Av

)
; g(Y ) := (−1)|Y | µ

( ⋂
y∈Y

Ay

)
.

The principle of inclusion-exclusion, applied to the function µX := µ(
⋂
x∈X Ax ∩ · ),

shows that f(X) =
∑

Y⊇X g(Y ) for any subset X of V . Note that the latter identity
coincides with (IE) if X = ∅. In this way, the following results on the principle of
inclusion-exclusion directly follow from the corresponding results of Section 2. (More
precisely, 2.1⇒ 3.1, 2.2⇒ 3.2, 2.3⇒ 3.3; also note that 3.1⇒ 3.2⇒ 3.3.)
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Theorem 3.1. Let (Ω,A, µ) be a generalized measure space, {Av}v∈V a finite
family of sets in A and k a kernel operator on the power set of V such that

⋂
x∈X Ax ⊆⋃

v/∈X Av for any non-empty and k-open subset X of V . Then,

µ

( ⋂
v∈V

{Av

)
=

∑
I : k(I)=∅

(−1)|I| µ

(⋂
i∈I

Ai

)
.(∗∗)

Corollary 3.2. Let (Ω,A, µ) be a generalized measure space, {Av}v∈V a finite
family of sets in A and X a union-closed set of non-empty subsets of V such that⋂
x∈X Ax ⊆

⋃
v/∈X Av for any X ∈ X. Then,

µ

( ⋂
v∈V

{Av

)
=

∑
I : I 6⊇X ∀X∈X

(−1)|I| µ

(⋂
i∈I

Ai

)
.(∗ ∗ ∗)

Corollary 3.3. Let (Ω,A, µ) be a generalized measure space, {Av}v∈V a finite
family of sets in A, c an extensional mapping from the power set of V into itself
and X a set of non-empty subsets of V such that {c(X) |X ∈ X} is a chain and⋂
x∈X Ax ⊆

⋃
v/∈c(X) Av for any X ∈ X. Then, (∗ ∗ ∗) holds.

As a further corollary, a recent improvement of the inclusion-exclusion principle [4,
5] is deduced. As noted in [4, 5, 6], it generalizes Narushima’s inclusion-exclusion
variant for posets [9], Shier’s chain formula for the reliability of a network [12, Section
6.3] and Whitney’s broken circuit theorem on chromatic polynomials [16].

Corollary 3.4. Let (Ω,A, µ) be a generalized measure space, {Av}v∈V a finite
family of sets in A, where V is equipped with a linear ordering relation, and X a set
of non-empty subsets of V such that

⋂
x∈X Ax ⊆

⋃
v>maxX Av for any X ∈ X. Then,

(∗ ∗ ∗) holds.

Proof. Corollary 3.4 follows from Corollary 3.3 by using the extensional mapping
X 7→ c(X) where c(X) := {v ∈ V | v ≤ maxX} if X 6= ∅ and c(∅) := ∅. 2

Bonferroni-like inequalities corresponding to (∗∗) and (∗ ∗ ∗) will appear in [3].

4. Tutte polynomial and Crapo’s beta invariant

Before stating our results on the Tutte polynomial and Crapo’s beta invariant, we
briefly review some basic notions of matroid theory. For details, see Welsh [15].

A matroid is a pair M = (E, r) consisting of a finite set E and a Z-valued func-
tion r on P(E) (= power set of E) such that for any A,B ⊆ E,

i) 0 ≤ r(A) ≤ |A|,

ii) A ⊆ B ⇒ r(A) ≤ r(B),

iii) r(A ∪B) + r(A ∩B) ≤ r(A) + r(B).
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For instance, if G is a finite graph having vertex-set V and edge-set E and r(A) is the
number of vertices of G minus the number of connected components of the subgraph
having vertex-set V and edge-set A, then M(G) = (E, r) is a matroid.

For any matroid M = (E, r) and any X ⊆ E, the contraction of X from M is
given by M/X := (E \X, rX) where rX(I) := r(X ∪ I)− r(X) for any I ⊆ E \X.

The Tutte polynomial T (M ; a, b) of a matroid M = (E, r) is defined by

T (M ; a, b) :=
∑
I⊆E

(a− 1)r(E)−r(I)(b− 1)|I|−r(I) ,

where a and b are independent variables over some commutative ring with unity.

Theorem 4.1. Let M = (E, r) be a matroid and k a kernel operator on P(E)
such that T (M/X; a, b) = 0 for any non-empty, k-open subset X of E. Then,

T (M ; a, b) =
∑

I : k(I)=∅

(a− 1)r(E)−r(I)(b− 1)|I|−r(I) .

Proof. For any X ⊆ E define f(X) :=
∑

I⊇X(a− 1)r(E)−r(I)(b− 1)|I|−r(I). Then,
by Theorem 2.1, it suffices to prove that f(X) = 0 for any non-empty, k-open subset
X of E. With X denoting the complement of X in E we obtain

f(X) =
∑
I⊆X

(a− 1)r(E)−r(X∪I)(b− 1)|X∪I|−r(X∪I)

= (a− 1)r(E)−r(X)−rX(X)(b− 1)|X|−r(X)
∑
I⊆X

(a− 1)rX(X)−rX(I)(b− 1)|I|−rX(I)

= (a− 1)r(E)−r(X)−rX(X)(b− 1)|X|−r(X) T (M/X; a, b) = 0 . 2

By employing an appropriate kernel operator on the power set of E we now
prove the following corollary, which is due to Heron [7, Theorem 1.10] and which
generalizes Whitney’s broken circuit theorem [16] from graphs to matroids. Recall
that the characteristic polynomial of a matroid M = (E, r) is defined by

χ(M ;λ) := (−1)r(E) T (M ; 1− λ, 0) =
∑
I⊆E

(−1)|I| λr(E)−r(I)

and that a circuit of a matroid M = (E, r) is a non-empty subset C of E such that
r(C \ {c}) = |C| − 1 = r(C) for any c ∈ C. If E is linearly ordered and C is a circuit
of M , then C \ {maxC} is referred to as a broken circuit of M .

Corollary 4.2 (Heron). Let M = (E, r) be a matroid, where E is equipped with
a linear ordering relation. Then,

χ(M ;λ) =

|E|∑
k=0

(−1)k bk(M)λr(E)−k
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where bk(M) is the number of k-subsets of E which do not include a broken circuit
of M . In particular, the coefficients of χ(M ;λ) alternate in sign.

Proof. It is easy to see (cf. Lemma 1.4 of Heron [7]) that, in general,

χ(M ;λ) = 0 if M contains a loop (= circuit of cardinality 1).(†)

For any subset I of E let k(I) denote the union of all broken circuits included by I.
Then, k is a kernel operator on the power set of E, where k(I) = ∅ if and only if
I includes no broken circuit, and where X is k-open if and only if X is a union of
broken circuits. In the latter case, X ∪ {e} includes a circuit for some e > maxX
and hence, r(X ∪ {e}) = r(X), or equivalently, rX({e}) = 0. Therefore, e is a loop
of M/X and hence by (†), χ(M/X; λ) = 0. By applying Theorem 4.1 and using
the fact that r(I) = |I| for any I including no broken circuit we obtain χ(M ;λ) =∑

I : k(I)=∅(−1)|I|λr(E)−|I|. Now, by collecting powers of λ the corollary follows. 2

Results similar to Theorem 4.1 and Corollary 4.2 can also be obtained for Crapo’s
beta invariant [2], which for every matroid M = (E, r) is defined by

β(M) := (−1)r(E)
∑
I⊆E

(−1)|I| r(I) .

Recall that a matroid M = (E, r) is disconnected if and only if there is a pair of
distinct elements of E that are not jointly contained by a circuit of M .

Theorem 4.3. Let M = (E, r) be a matroid, and let k be a kernel operator on
the power set of E such that E is not k-open and M/X is disconnected or a loop for
any non-empty, k-open subset X of E. Then,

β(M) = (−1)r(E)
∑

I : k(I)=∅

(−1)|I| r(I) .

Proof. By Lemma II of Crapo [2], β(M) = 0 if M is disconnected or a loop.
By this and the assumptions, β(M/X) = 0 for any non-empty, k-open subset X
of E. By Theorem 2.1 it suffices to prove that f(X) = 0 for each such X, where
f(X) :=

∑
I⊇X(−1)|I|r(I). Since the assumptions entrain X 6= ∅, we obtain

f(X) =
∑
I⊆X

(−1)|X∪I|r(X ∪ I)
.
=
∑
I⊆X

(−1)|I| (rX(I) + r(X))
.
= β(M/X) = 0 ,

where
.
= means equality up to sign. 2

Corollary 4.4. Let M = (E, r) be a matroid, where E is equipped with a linear
ordering relation. Then,

β(M) = (−1)r(E)

|E|∑
k=1

(−1)k k bk(M)
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where again bk(M) is the number of k-subsets of M including no broken circuit.

Proof. Corollary 4.4 can be deduced from Theorem 4.3 in the same way as
Corollary 4.2 is deduced from Theorem 4.1. Alternatively, consider the identity

β(M) = (−1)r(E)−1 dχ(M ;λ)

dλ

∣∣∣∣
λ=1

and apply Corollary 4.2. 2



the electronic journal of combinatorics 6 (1999), #R34 10

References
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