Graphs with many copies of a given subgraph
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Abstract

Let ¢ > 0, and H be a fixed graph of order r. Every graph on n vertices
containing at least cn” copies of H contains a “blow-up” of H with r — 1 vertex
classes of size Lc’"z In nJ and one vertex class of size greater than n'=¢"
result holds for induced copies of H.

1 . .
. A similar

Main results

Suppose that a graph G of order n contains cn” copies of a given subgraph H on r vertices.
How large “blow-up” of H must G contain? When H is an r-clique, this question was
answered in [3]: G contains a complete r-partite graph with r» — 1 parts of size Lc’" In nJ
and one part larger than n!=¢" .

The aim of this note is to answer this question for any subgraph H.

First we define precisely a “blow-up” of a graph: given a graph H of order r and
positive integers x1,...,z,, we write H(z1,...,x,) for the graph obtained by replacing
each vertex u € V(H) with a set V,, of size z, and each edge uwv € E(H) with a complete
bipartite graph with vertex classes V,, and V.

Theorem 1 Let 2 < r < mn, (lnn)‘l/’“2 < c¢ < 1/4, H be a graph of order r, and G be
a graph of order n. If G contains more than cn” copies of H, then G contains a copy of
H(s,...s,t), where s = Lc’g Inn| andt > ni=e

To state a similar theorem for induced subgraphs, we need a proper modification of
H(xy,...,x.): we say that a graph X is of type H(xy,...,z,), if X is obtained from
H(xy,...,x,) by adding some (possibly zero) edges within the sets V,,, u € V(H).

Theorem 2 Let 2 <r <mn, (lnn)‘l/’“2 < c¢<1/4, H be a graph of order r, and G be a
graph of order n. If G contains more than cn” induced copies of H, then G contains an
induced subgraph of type H(s,...s,t), where s = Lcﬁ In nJ and t > n'=<".
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Remarks

- The relations between ¢ and n in Theorems 1 and 2 need some explanation. First,
for fixed ¢, they show how large must be n to get valid conclusions. But, in fact,
the relations are subtler, for c¢ itself may depend on n, e.g., letting ¢ = 1/Inlnn,
the conclusions are meaningful for sufficiently large n.

- Note that, in Theorems 1 and 2, if the conclusion holds for some ¢, it holds also for
0 < < ¢, provided n is sufficiently large.

- The exponent 1 — ¢"~! in Theorems 1 and 2 is not the best one, but is simple.

- Using random graphs, it is easy to see that most graphs on n vertices contain
substantially many copies of any fixed graph, but contain no complete bipartite
subgraphs with both parts larger than C'logn, for some C' > 0, independent of n.
Hence, Theorems 1 and 2 are essentially best possible.

General notation

Our notation follows [1]; thus, given a graph G, we write:
- V(G) for the vertex set of G;
- E(G) for the edge set of G and e(G) for |E(G)];
- K5 for the complete graph of order 2;
- Ks(s,t) for the complete bipartite graph with parts of size s and t;

- flx for the restriction of a map f to a set X.
Specific notation
Suppose that G and H are graphs, and let X be an induced subgraph of H.

- We write H(G) for the set of injections h : V(H) — V(G), such that {u,v} € E(H)
if and only if {h(u), h(v)} € E(G).

- We say that h € H(G) estends g € X(G), if g = hlv(x).
Suppose that M C H(G).
- We let

X(M)={g: (g € X(Q)) & (there exists h € M extending g)} .

- For every g € X (M), we let

dy(g) = |{h: (h € M) & (h extends g)} |.
Suppose that Y is a subgraph of G of type H(sy,...,s,) and let s = min {sy,...,s,}.
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- We say that M covers Y if:

(a) for every edge ij going across vertex classes of Y, there exists h € M mapping
some edge of H onto ij;

(b) there exists hq,...,hs € M, such that h;(H) N h;j(H) = @ for i # j, and for all
i € [s], hi(H) contains a vertex from each vertex class of Y.

Condition (b) implies that if M covers Y, then Y contains s disjoint images of H,
which are mapped via injections from M and which contain exactly one vertex from each
vertex class of Y. This technicality is needed for a proof by induction.

Proofs

The proofs of Theorems 1 and 2 are almost identical, so we shall present only the proof
of Theorem 2, for it needs more care. We deduce Theorem 2 from the following technical
statement.

Theorem 3 Let 2 <r < n, (11171)_1/7"2 < c¢<1/4, H be a graph of order r, and G be a
graph of order n. If M C H(G) and |M| > en”, then M covers an induced subgraph of
type H(s,...s,t) with s = Lc”4"’2+r Inn| andt > =

To see that Theorem 3 implies Theorem 2, note that to each induced copy of H C G
corresponds an injection h € H(G), and to different copies correspond different injections.
Hence, if G contains en” induced copies of H, we have a set M C H(G) with |[M| >
cn”. By Theorem 3, G contains an induced subgraph Y of type H(s,...s,t) with s =
Lc”4"’2+r In nJ and t > nl_crfl; now Theorem 2 follows, in view of 4T > or?

In turn, the proof of Theorem 3 is based on the following lemma.

Lemma 4 Let F' be a bipartite graph with parts A and B. Let 2 <r <mn, (In n)_l/’"2 <
c<1/2, |Al =m, |B| =n, and s = [c’"4_’"2+7’ Inn|. Ifs < (¢/2)m+ 1 and e(F) >
(c/2"YYmn, then F contains a Ko(s,t) with parts S C A and T C B such that |S| = s
and |T| =t >n'""".
Proof Let

t = max {z : there exists Ky(s,z) C I/ with part of size s in A}.

For any X C A, write d(X) for the number of vertices joined to all vertices of X. By
definition, d(X) <t for each X C A with |X| = s; hence,

(M) 5 am-x (") 1)

S XCA,|X|=s weB \ S
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Following [2], p. 398, set

0 ifx<s—1,

ﬂ@:{(@ ifr>s—1

and note that f(z) is a convex function. Therefore,
£ (") = Sz or (2 S aw) =) 2,
ueB\ S ueB NuenB S S

Combining this inequality with (1), and rearranging, we find that

(em/2 " H(em/2 7t = 1) - (em/2" 1 — s+ 1) - (cm/2’"_1 — s+ 1)5

tzn mm — 1) (m—s+ 1)

m

> (£)" 2 m ()T et

Since ¢/2" < 1/8 < 1/e and zInz is decreasing for 0 < z < 1/e, and in view of
92r?—2r—1

——— >1>1n2,
r+1

we see that

C4—r2+r 1H(C/2T) > ((C/QT) ln(c/Qr))2—2r2+3r > (2—7’-1-1 (7“ + 1)) 2—2r2+3r
> —(r+1)272 2+ o > 1.

Now, "4~ In (¢/2") > —¢"~* and so,

r 7r2+7‘ I _r—1
> nl-l—c 4 In(c/27) > TLl T

Proof of Theorem 3 Let M C H(G) satisfy |M| > en”. To prove that M covers an
induced subgraph of type H(s,...s,t) with s = Lc”4"’2+r In nJ and t > n'=<" we shall
use induction on 7.

Assume r = 2 and let A and B be two disjoint copies of V(G). We can suppose that
H = K5, as otherwise we can apply the subsequent argument to the complement of G.

Let us define a bipartite graph F' with parts A and B, joiningu € Atov € Bifuv € M.
Set s = |(¢?/16)Inn| and note that s < (¢/4)n + 1. Since e(F) = [M| > cn? > (¢/2)n?,
Lemma 4 implies that F' contains a Ks(s,t) with ¢ > n'~¢. Hence M covers an induced
graph of type Ky(s,t), proving the assertion for r = 2. Now let » > 2 and assume the
assertion true for r — 1.

Let V(H) ={v1,...,v.} and H = H [{vy,...,v._1}].

We first show that there exists L C M with |L| > (¢/2)n" such that d;(h) > (¢/2)n
for all h € H'(L). Indeed, set L = M and apply the following procedure.
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While there exists an h € H'(L) with di(h) < (¢/2)n do
Remowve from L all members extending h.

When this procedure stops, we have dp(h) > (¢/2)n for all h € H'(L), and also

(M| = |L| < Sn|H'(M)| < Sn- 07,

giving |L| > (¢/2)n", as claimed.
Since H'(L) C H'(G) and

[H'(L)| = L] /n > (c¢/2)n" /n = (¢/2)n" ",

the induction assumption implies that H'(L) covers an induced subgraph R C G of type
H'(p,...,p) with p= [(0/2)7‘14_(’“_1)2”_1 Inn|. Here we use the inequalities

n' = >l > 02 > 27 nn > (¢/2) 0D g,

Write Uy, ...,U,_; for the vertex classes of R. Since H'(L) covers R, we know that
there exist hy,...,h, € H'(L) such that hy(H'),..., hy(H') are disjoint subgraphs of R
containing a vertex from U, for all ¢ € [r — 1]. For every i € [p], let

W; = {v : (there exists g € L extending h;) & (g(v,) =v)}.

That is to say, each vertex in W; together with the vertices of h;(H') induces a copy of
H.

Write d for the degree of v, in H and note that each v € W, is joined to exactly d
vertices of h;(H'). Since by our selection, |W;| = dr(h;) > (¢/2)n for all i € [p], there is a
set X; C W, with

X, > <cn/2>/(7" . 1) >

such that all vertices of X; have the same d neighbors in h;(H'). Let Y; C [r —1] be

defined as
Y, = {j : U; contains a neighbor of a vertex in X,} .

Each of the sets Y1, ..., Y, is a d-element subset of [r — 1] ; by the pigeonhole principle,
there exists a set A C [p| with

Az /(") = [

such that the sets Y; are the same for all i € A. Note that for every ¢ € A and every
v € X;, the neighbors of v in h;(H’) belong exactly to the same d vertex classes of R.
Letting m = [p/2772], we may and shall assume that |A| = m.

Let us define a bipartite graph F' with parts A and B = V(G), joining i € Atov € B
if v € X;. Since |X;| > cn/2"7! for all i € A, we see that
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Also, setting s = [c’"4_’"2+7’ In nJ, we find that

s < I = (@270 ((¢/2) T

< (272772 [(e/2) T | 11 < (¢/27) (p/2772) 4+ 1
< (c¢/2")m + 1.

By Lemma 4, F' contains a complete bipartite graph K(s,t) with parts S C A and
T C B=V(G) such that |S| = s and |T| =t > n'~ ",

Let G' = G [Uieshi(H")] and G" = G [Ujeshi(H') UT]. Note that G’ is an induced
subgraph of R and so G’ is of type H'(s, ..., s). To prove that G” is of type H(s,...,s,t)
select v € T and h € L such that h|ygy = hy and h(v,) = v. By our construction v
has exactly d neighbors in hy(H’), belonging say to the vertex classes Uy, ...,U;. Since
all neighbors of v in G’ belong to the same vertex classes, and v has d neighbors in each
ho(H'), ..., hs(H'), we see that v is joined to every vertex in UL, U;, and is not joined to
any vertex in V(G")\(UL,U;). Since this holds for all vertices v € T', we see that G” is of
type H(s,...,s,t).

To finish the proof, we shall show that L covers G”. By the induction assumption,
L covers R, hence for every edge ij going across vertex classes of G', there exists h € L
mapping some edge of H onto ij. On the other hand, let u € h;(H’) be joined to v € T
by our construction there exist h € L such that h|ymy = h; and h(v,) = v. Thus,
h=Y(u)v € E(H), and h maps an edge of H onto uv. This proves condition (a) for
covering.

Finally, taking s distinct vertices uy,...,us € T, by the construction of T, for every
i € S, there exists g; € L with g;lyw) = h; and g;(v,) = u;. Hence, L covers G”,
completing the induction step and the proof of Theorem 3. O
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