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#### Abstract

In this paper we determine the local and global resilience of random graphs $G_{n, p}\left(p \gg n^{-1}\right)$ with respect to the property of containing a cycle of length at least $(1-\alpha) n$. Roughly speaking, given $\alpha>0$, we determine the smallest $r_{g}(G, \alpha)$ with the property that almost surely every subgraph of $G=G_{n, p}$ having more than $r_{g}(G, \alpha)|E(G)|$ edges contains a cycle of length at least $(1-\alpha) n$ (global resilience). We also obtain, for $\alpha<1 / 2$, the smallest $r_{l}(G, \alpha)$ such that any $H \subseteq G$ having $\operatorname{deg}_{H}(v)$ larger than $r_{l}(G, \alpha) \operatorname{deg}_{G}(v)$ for all $v \in V(G)$ contains a cycle of length at least $(1-\alpha) n$ (local resilience). The results above are in fact proved in the more general setting of pseudorandom graphs.


[^0]
## 1 Introduction

Problems in extremal graph theory [1, 2] usually come in the following form: let $\mathcal{P}$ be a graph property and $\mu$ a graph parameter; determine the least $m$ with the property that any graph $G$ with $\mu(G)>m$ has $\mathcal{P}$ and describe the so called extremal graphs, that is, those $G$ with $\mu(G)=m$ without $\mathcal{P}$. For instance, in the case of Turán's theorem, $\mathcal{P}$ is the property of containing a clique $K_{t}$ for some given $t$, and $\mu(G)$ is the number of edges $e(G)$ in $G$. As is well known, Turán's classical result determines the exact value of $m=m(n)$ in terms of $n=|V(G)|$ and describes all the extremal graphs.

In this paper, we consider properties $\mathcal{P}$ that are increasing and non-trivial, in the sense that graphs with no edges do not have $\mathcal{P}$. We are interested in the resilience of certain graph families with respect to such properties. In simple terms, the resilience is a measure of how strongly a graph $G$ possesses property $\mathcal{P}$. Sudakov and Vu [24] define this notion as follows.

Definition 1 (Global resilience). Let $\mathcal{P}$ be an increasing monotone property. The global resilience of a graph $G$ with respect to $\mathcal{P}$ is the minimum number $r_{g}=r_{g}(G, \mathcal{P})$ such that one can destroy $\mathcal{P}$ by deleting at most $r_{g} \cdot e(G)$ edges from $G$.

In some cases, the following variant of resilience makes more sense.
Definition 2 (Local resilience). Let $\mathcal{P}$ be an increasing monotone property. The local resilience of a graph $G$ with respect to $\mathcal{P}$ is the minimum number $r_{l}=r_{l}(G, \mathcal{P})$ such that one can destroy $\mathcal{P}$ by deleting at most $r_{l} \cdot \operatorname{deg}(v)$ edges at each vertex $v$ from $G$.

Determining the resilience of a graph $G$ w.r.t. $\mathcal{P}$ can be viewed as follows. Suppose an adversary is allowed to remove up to a certain number $R$ of edges from $G$ globally, with the aim of destroying $\mathcal{P}$. If $R<r_{g}(G, \mathcal{P}) \cdot e(G)$ the graph left by the adversary will necessarily have $\mathcal{P}$. If $R \geq r_{g}(G, \mathcal{P}) \cdot e(G)$, then the adversary has a strategy to obtain a graph that does not have $\mathcal{P}$. The notion of local resilience corresponds to a variant in which the adversary has to obey a local rule: for any vertex $v \in V(G)$, no more that $r_{l}(G, \mathcal{P}) \cdot \operatorname{deg}(v)$ edges incident to $v$ may be removed.

Our general problem here is to study $r_{g}(G, \mathcal{P})$ and $r_{l}(G, \mathcal{P})$ in the case in which $G$ is a (pseudo)random graph and $\mathcal{P}$ concerns the containment of a large cycle. We shall consider the classical $G_{n, p}$ model of binomial random graphs, that is, $G_{n, p}$ consists of $n$ labeled vertices, and the edges are independently present with probability $p=$ $p(n)$. We mention that several authors have investigated $r_{g}(G, \mathcal{P})$ and $r_{l}(G, \mathcal{P})$ in random or pseudorandom graphs for various properties $\mathcal{P}$. For instance, the global
resilience of $G_{n, p}$ with respect to the Turán property of containing a clique $K_{t}$ of a given order, or, more generally, the property of containing a given graph $H$ of fixed order was studied in [18], [20], and [25]; for the case in which $H$ is a cycle, see [10], [13], and [14] (for further related results, see [16], [17], and [21]). More recently, Sudakov and Vu [24] determined the local resilience of $G_{n, p}$ with respect to several properties, namely having a perfect matching, being Hamiltonian, being non-symmetric, and being $k$-colorable for a given function $k=k(n)$. Similar results concerning Hamiltonicity were obtained by Frieze and Krivelevich [8].

In this paper, we study the resilience of random graphs w.r.t. having a cycle of length proportional to the number of vertices $n$. The circumference $\operatorname{circ}(G)$ of a graph $G$ is the length of a longest cycle in $G$. A classical theorem of Erdős and Gallai [7] (see also, e.g., Bollobás [1, 2, Chapter 3, Sect. 4]) gives a sufficient condition on the number of edges in any graph $G$ on $n$ vertices for the circumference of $G$ to be greater than $\ell, 3 \leq \ell \leq n$. Woodall [26] proved a strengthening of this result for the case in which $n-1$ is not divisible by $\ell-2$.

Theorem 3 (Woodall [26]). Let integers $3 \leq \ell \leq n$ be given. Every graph $G$ on $n$ vertices with

$$
e(G) \geq\left\lfloor\frac{n-1}{\ell-2}\right\rfloor\binom{\ell-1}{2}+\binom{r+1}{2}+1
$$

$r=(n-1) \bmod (\ell-2)$, satisfies $\operatorname{circ}(G) \geq \ell$.
The reader is referred to the book of Bollobás [1, 2] as well as to the surveys of Bondy [3] and Simonovits [23] for related problems and historical information. Theorem 3 was reproved by Caccetta and Vijayan in [4]. The bound in Theorem 3 is best possible for all integers $n$. Consider, for instance, the graph $G$ on $n$ vertices that is a collection of $\lfloor(n-1) /(\ell-2)\rfloor$ cliques of size $\ell-2$ plus one additional clique of size $r$ such that all members of this collection are completely connected to another vertex $v$. Clearly, this construction does not allow for a cycle in $G$ of length greater than $\ell-1$.

With respect to cycles of length proportional to $n$, Theorem 3 yields the following result; see Section 3.1 for a proof.
Corollary 4. Let $\alpha>0$ be given. Then, for every $\beta>0$, there exists $n_{0}$ such that every graph $G$ on $n \geq n_{0}$ vertices with

$$
e(G) \geq\{1-(1-\mathrm{w}(\alpha))(\alpha+\mathrm{w}(\alpha))+\beta\}\binom{n}{2}
$$

where

$$
\mathrm{w}(\alpha)=1-(1-\alpha)\left\lfloor(1-\alpha)^{-1}\right\rfloor,
$$

satisfies $\operatorname{circ}(G) \geq(1-\alpha) n$.
We state our results in terms of pseudorandom graphs. Using the fact that truly random graphs are asymptotically almost surely, i.e., with probability tending to 1 as $n$ tends to infinity, pseudorandom, enables us to formulate and prove all statements without involving probability. Below, we write $e_{G}(U, W)$ for the number of edges with one endpoint in $U$ and the other endpoint in $W$.

Definition 5. A graph $G$ on $n$ vertices is $(p, A)$-uniform if, for $d=p n$, we have

$$
\begin{equation*}
\left|e_{G}(U, W)-p\right| U||W|| \leq A \sqrt{d|U||W|} \tag{1}
\end{equation*}
$$

for all disjoint sets $U, W \subseteq V(G)$ such that $1 \leq|U| \leq|W| \leq d|U|$. We call $G$ ( $p, A$ )-upper-uniform if the bound for the upper deviation in (1) holds, i.e.,

$$
\begin{equation*}
e_{G}(U, W) \leq p|U||W|+A \sqrt{d|U||W|} . \tag{2}
\end{equation*}
$$

In $(p, A)$-uniform graphs $G$, the number of edges induced by a set $U$ of vertices is under tight control. It can be observed by a double counting argument that, for any $U \subset V(G)$, we have

$$
\begin{equation*}
\left|e(G[U])-p\binom{|U|}{2}\right| \leq A \sqrt{d}|U| . \tag{3}
\end{equation*}
$$

See [6] for a proof. As long as $A$ is a sufficiently large constant, $(p, A)$-uniform graphs are abundant. The following lemma is proved in [12].

Lemma 6. For every $0<p=p(n) \leq 1$ the random graph $G_{n, p}$ is $\left(p, \mathrm{e}^{2} \sqrt{6}\right)$-uniform with probability $1-o(1)$.

With these definitions at hand we can now state our first main result, which can be viewed as the counterpart of the theorems of Erdős and Gallai [7] and Woodall [26] for $(p, A)$-uniform graphs.

Theorem 7. Suppose $A>0$ is fixed, and we have $p=p(n) \gg n^{-1}$. Then, for all $\alpha>0$, all $(p, A)$-uniform graphs $G$ on $n$ vertices satisfy the following property: The global resilience of $G$ with respect to having circumference greater than $(1-\alpha) n$ is

$$
(1-\mathrm{w}(\alpha))(\alpha+\mathrm{w}(\alpha))+o(1),
$$

where

$$
\mathrm{w}(\alpha)=1-(1-\alpha)\left\lfloor(1-\alpha)^{-1}\right\rfloor .
$$

A classical result of Dirac [5] states that any graph on $n \geq 3$ vertices with minimum degree at least $n / 2$ contains a Hamiltonian cycle. By combining ideas from the proof of Theorem 7 with this classical theorem from graph theory, we obtain our other main result, which states that by removing up to a little less than one half of all the edges incident to any vertex in a relatively sparse $(p, A)$-uniform graph $G$, an adversary cannot destroy all long cycles in $G$.

Theorem 8. Suppose $A>0$ is fixed, and we have $p=p(n) \gg n^{-1}$. Then, for all $0<$ $\alpha<1 / 2$, all $(p, A)$-uniform graphs $G$ on $n$ vertices satisfy the following property: The local resilience of $G$ with respect to having circumference greater than $(1-\alpha) n$ is

$$
\frac{1}{2}+o(1)
$$

In Section 2 we introduce a variant of Szemerédi's Regularity Lemma for $(p, A)$ -upper-uniform graphs and state our main technical lemma that shows how to embed long paths into regular pairs. Theorems 7 and 8 are proved in Section 3.

## 2 Regularity and long paths

In Section 2.1 we present a variant of Szemerédi's Regularity Lemma for sparse graphs. We employ a version of the lemma tailored to $(p, A)$-uniform graphs. Section 2.2 comprises the proof of our main technical lemma, Lemma 10. This lemma states that dense, regular pairs permit an almost complete covering by a long path.

### 2.1 Szemerédi's Regularity Lemma for sparse graphs

Let a graph $G=(V, E)$ and a real number $0<p \leq 1$ be given. We define the $p$ density of a pair of non-empty, disjoint sets $U, W \subseteq V$ in $G$ by

$$
d_{G, p}(U, W)=\frac{e_{G}(U, W)}{p|U||W|} .
$$

For any $0<\varepsilon \leq 1$, the pair $(U, W)$ is said to be $(\varepsilon, G, p)$-regular, or $(\varepsilon, p)$-regular or even just p-regular for short, if, for all $U^{\prime} \subseteq U$ with $\left|U^{\prime}\right| \geq \varepsilon|U|$ and all $W^{\prime} \subseteq W$ with $\left|W^{\prime}\right| \geq \varepsilon|W|$, we have

$$
\begin{equation*}
\left|d_{G, p}(U, W)-d_{G, p}\left(U^{\prime}, W^{\prime}\right)\right| \leq \varepsilon . \tag{4}
\end{equation*}
$$

We say that a partition $\Pi=\left(V_{0}, V_{1}, \ldots, V_{k}\right)$ of $V$ is $(\varepsilon, G, p)$-regular if $\left|V_{0}\right| \leq \varepsilon|V|$ and $\left|V_{i}\right|=\left|V_{j}\right|$ for all $i, j \in\{1,2, \ldots, k\}$, and, furthermore, at least $(1-\varepsilon)\binom{k}{2}$ pairs $\left(V_{i}, V_{j}\right)$ with $1 \leq i<j \leq k$ are $(\varepsilon, G, p)$-regular.

Recall the notion of ( $p, A$ )-upper-uniform graphs as stated in Definition 5. We combine this with the following variant of Szemerédi's Regularity Lemma for sparse graphs (see, e.g., $[9,15,19])$.
Lemma 9. For all real numbers $\varepsilon>0$ and $A \geq 1$ and all integers $k_{0}$, there exist constants $n_{0}=n_{0}\left(\varepsilon, A, k_{0}\right)>0, d_{0}=d_{0}\left(\varepsilon, A, k_{0}\right)>0$, and $K_{0}=K_{0}\left(\varepsilon, A, k_{0}\right) \geq k_{0}$ such that the following holds. For every $(p, A)$-upper-uniform graph $G$ on $n \geq n_{0}$ vertices with $d=p n \geq d_{0}$, there exists a partition $\Pi=\left(V_{0}, \ldots, V_{k}\right)$ of $V$ with $k_{0} \leq$ $k \leq K_{0}$ that is $(\varepsilon, G, p)$-regular.

We remark that Lemma 9 holds under weaker hypotheses on the graphs $G$, but for the purpose of this work the above will do.

### 2.2 Long paths in regular pairs

This section is devoted to the proof of the following result, which guarantees long paths in $(\varepsilon, p)$-regular pairs provided that those are $(A, p)$-upper-uniform for a given constant $A$. Lemma 10 is the main technical ingredient in the proof of our theorems.

Lemma 10. For all $0<\varrho, \mu \leq 1 / 2$, there exists $\varepsilon=\varepsilon(\varrho, \mu)>0$ and, for all $0<$ $\nu \leq 1$ and $A>0$, there exists $d_{0}=d_{0}(\varrho, \mu, \nu, A)$ such that the following holds. Let $G$ be a $(p, A)$-upper-uniform graph on $n$ vertices and $d=p n \geq d_{0}$. Suppose that $V_{1}, V_{2} \subseteq V(G)$ satisfy
(i) $V_{1} \cap V_{2}=\emptyset$;
(ii) $\left|V_{1}\right|=\left|V_{2}\right|=m \geq \nu n$;
(iii) the induced bipartite graph $G\left[V_{1}, V_{2}\right]$ is $(\varepsilon, p)$-regular with density $d_{1,2}:=d_{G, p}\left(V_{1}, V_{2}\right) \geq \varrho$.
Then there exist sets $X \subseteq V_{1}$ and $Y \subseteq V_{2}$ of size at least $\varepsilon m$ such that any $x \in X$ and any $y \in Y$ are endpoints of a path on at least $2(1-2 \mu) m$ vertices in $G\left[V_{1}, V_{2}\right]$.

We shall prove Lemma 10 in the remainder of this section. Our approach is similar to the proof of Lemma 2.7 in [6]. We say that a bipartite graph $B=(U \dot{U} W, E)$ is $(b, f)$-expanding if for every set $X \subseteq U$ and every set $Y \subseteq W,|X|,|Y| \leq b$, we have

$$
|\Gamma(X)| \geq f|X| \quad \text { and } \quad|\Gamma(Y)| \geq f|Y|
$$

Here, as usual, $\Gamma(Z)$ denotes the neighborhood of a vertex-set $Z$, that is, the set of all vertices adjacent to some $z \in Z$.

We make use of the following result, which is a variant of a well known lemma due to Pósa [22] (for a proof, see [11]).

Lemma 11. Let $b \geq 1$ be an integer. If the bipartite graph $B$ is ( $b, 2$ )-expanding, then $B$ contains a path on $4 b$ vertices.

Proof of Lemma 10. Let

$$
\varepsilon=\frac{\mu^{2} \varrho}{8}
$$

Moreover, let

$$
\delta=\varepsilon\left(\mu^{-1}+\varrho^{-1}\right)
$$

and choose $d_{0}$ such that

$$
\begin{equation*}
d_{0}\left(\frac{\delta \varrho \mu \nu}{A}\right)^{2} \geq 2 \tag{5}
\end{equation*}
$$

Claim 12. For all $V_{1}^{\prime} \subseteq V_{1}$ and $V_{2}^{\prime} \subseteq V_{2}$ of size at least $\mu m$, there exist $U_{1} \subseteq V_{1}^{\prime}$ and $U_{2} \subseteq V_{2}^{\prime}$ of size at least $(\mu-\varepsilon) m$ such that for all $u_{1} \in U_{1}$ and all $u_{2} \in U_{2}$, we have

$$
\begin{equation*}
\left|\Gamma\left(u_{1}\right) \cap U_{2}\right| \geq(1-\delta) d_{1,2} p \mu m \quad \text { and } \quad\left|\Gamma\left(u_{2}\right) \cap U_{1}\right| \geq(1-\delta) d_{1,2} p \mu m \tag{6}
\end{equation*}
$$

respectively.
Proof. We inductively define a sequence

$$
\mathbf{B}(t)=\left(V_{1}(t), V_{2}(t)\right) \quad(t=0,1,2, \ldots)
$$

as follows. Start with $\mathbf{B}(0)=\left(V_{1}^{\prime}, V_{2}^{\prime}\right)$. Suppose now that $t \geq 0$ and that we have computed $\mathbf{B}(t)$. If (6) is satisfied for $U_{1}=V_{1}(t)$ and $U_{2}=V_{2}(t)$, we are done. Otherwise, take

$$
V_{i}(t+1)=V_{i}(t) \backslash\{x\}
$$

for some $x \in V_{i}(t)$ and $i$ such that $\left|\Gamma(x) \cap V_{j}(t)\right|<(1-\delta) d_{1,2} p \mu m$ for $j \neq i$ with $1 \leq$ $i, j \leq 2$; moreover, take $V_{j}(t+1)=V_{j}(t)$.

Let us suppose for a contradiction that, at some moment $T$, we have, without loss of generality, $\left|V_{1}(T)\right|<(\mu-\varepsilon) m$ and $\left|V_{2}(T)\right| \geq(\mu-\varepsilon) m$.

Let $X:=V_{1}^{\prime} \backslash V_{1}(T)$. Clearly, we have $|X| \geq \varepsilon m$ and, for all $x \in X$, we have $\left|\Gamma(x) \cap V_{2}(T)\right|<(1-\delta) d_{1,2} p \mu m$. It follows that

$$
e\left(X, V_{2}(T)\right)<(1-\delta) d_{1,2} p \mu m|X|
$$

which implies that the $p$-density of the pair $\left(X, V_{2}(T)\right)$ is
$d_{G, p}\left(X, V_{2}(T)\right)<(1-\delta) d_{1,2} \frac{\mu m}{\left|V_{2}(T)\right|} \leq\left(1-\frac{\delta \mu-\varepsilon}{\mu-\varepsilon}\right) d_{1,2}<\left(1-\frac{\varepsilon}{\varrho}\right) d_{1,2} \leq d_{1,2}-\varepsilon$.
This, however, contradicts the regularity of the pair $\left(V_{1}, V_{2}\right)$.

Claim 13. The bipartite graph induced by $U_{1}$ and $U_{2}$ given in Claim 12 is ( $(1-$ $\left.2 \delta) d_{1,2} \mu m / f, f\right)$-expanding for any $0<f \leq(\delta \varrho \nu \mu / A)^{2} d$.

Proof. Let $X \subseteq U_{i}, 1 \leq i \leq 2$, be such that $|X| \leq(1-2 \delta) d_{1,2} \mu m / f$. Let $Y=$ $\Gamma(X) \cap U_{j}$ with $j \neq i$ and suppose that $|Y|<f|X|$.

By the upper-uniformity condition on $G$, we have

$$
\begin{equation*}
e(X, Y) \leq p|X||Y|+A \sqrt{d|X||Y|}<p|X|(1-2 \delta) d_{1,2} \mu m+A \sqrt{d|X||Y|}, \tag{7}
\end{equation*}
$$

and, from (6), we deduce that

$$
\begin{equation*}
e(X, Y)=e\left(X, U_{j}\right) \geq(1-\delta) d_{1,2} p \mu m|X| \tag{8}
\end{equation*}
$$

Combining (7) and (8), we have that $\left(\delta d_{1,2} p \mu m|X|\right)^{2}<A^{2} d|X||Y|$. Therefore,

$$
|Y|>\frac{\left(\delta d_{1,2} p \mu m|X|\right)^{2}}{A^{2} d|X|} \geq\left(\frac{\delta \varrho \nu \mu}{A}\right)^{2} d|X| \geq f|X|
$$

a contradiction.
We continue the proof of Lemma 10 by iterative applications of Claims 12 and 13. Let

$$
b=\left\lfloor\frac{1}{2}(1-2 \delta) \varrho \mu m\right\rfloor .
$$

Construct a sequence of disjoint paths $P(t), t=1,2, \ldots$, on the vertices in $V_{1} \cup V_{2}$ each of length $4 b$ as follows. Suppose $P(1), \ldots, P(t-1)$ have already been obtained. We build $P(t)$ in the following way. Let

$$
V_{1}^{\prime}=V_{1} \backslash \bigcup_{j=1}^{t-1} V(P(j)) \quad \text { and } \quad V_{2}^{\prime}=V_{2} \backslash \bigcup_{j=1}^{t-1} V(P(j))
$$

Observe that $\left|V_{1}^{\prime}\right|=\left|V_{2}^{\prime}\right|$ since all paths have even length. If $\left|V_{1}^{\prime}\right| \geq \mu m$, then we can apply Claim 12 in order to obtain sets $U_{1} \subseteq V_{1}^{\prime}$ and $U_{2} \subseteq V_{2}^{\prime}$ of size at least $(\mu-\varepsilon) m$. It follows from Claim 13 and the choice of $d$ (see (5)) that $\left(U_{1}, U_{2}\right)$ is $(b, 2)$-expanding. Therefore, we obtain a path $P(t)$ of length $4 b$ on the vertices in $U_{1} \cup U_{2}$ by Lemma 11. We stop constructing new paths as soon as $\left|V_{1}^{\prime}\right|<\mu m$.

Suppose this procedure stopped after $T$ iterations. We concatenate the paths $P(t), 1 \leq t \leq T$, into a single path $P_{0}$ in the following way. Let head $(P(t))$ denote the first $\lceil\varepsilon m\rceil$ vertices of $P(t)$ in $V_{1}$ and analogously tail $(P(t))$ the last $\lceil\varepsilon m\rceil$ vertices
of $P(t)$ in $V_{2}(1 \leq t \leq T)$. Since $\left(V_{1}, V_{2}\right)$ is $(\varepsilon, p)$-regular with density $d_{1,2}$, we have, for all $2 \leq t \leq T$,

$$
e(\operatorname{tail}(P(t-1)), \operatorname{head}(P(t))) \geq\left(d_{1,2}-\varepsilon\right) p \varepsilon^{2} m^{2} \geq 1
$$

for $m$ sufficiently large. Hence, connecting $P(t-1)$ and $P(t)$ by an arbitrary edge between $\operatorname{tail}(P(t-1))$ and $\operatorname{head}(P(t))$ yields $P_{0}$ of length at least

$$
2(1-\mu) m-4(T-1)(\lceil\varepsilon m\rceil-1) \geq 2(1-\mu) m-4(T-1)\lfloor\varepsilon m\rfloor
$$

vertices long. Let

$$
X=\operatorname{head}\left(P_{0}\right) \quad \text { and } \quad Y=\operatorname{tail}\left(P_{0}\right)
$$

Then any $x \in X$ and any $y \in Y$ are endpoints of a path of length at least

$$
2(1-\mu) m-4 T\lfloor\varepsilon m\rfloor \geq 2\left(1-\mu-\frac{8 \varepsilon}{\varrho \mu}\right) m \geq 2(1-2 \mu) m
$$

since

$$
T \leq \frac{m}{2 b} \leq \frac{m}{(1-2 \delta) \varrho \mu m-2} \leq \frac{3}{2 \varrho \mu} .
$$

In the last inequality we used that, by the choice of $\varepsilon$ and $\delta$, we have

$$
2 \delta=2 \varepsilon\left(\mu^{-1}+\varrho^{-1}\right) \leq \frac{1}{4} \mu(\varrho+\mu) \leq \frac{1}{4}
$$

This concludes the proof of Lemma 10.

## 3 Proofs of Theorems 7 and 8

We present the proof of Theorem 7 in Section 3.1 and of Theorem 8 in Section 3.2, respectively. Both heavily depend on the results presented in Section 2.2.

### 3.1 Proof of Theorem 7

Proving Theorem 7 requires to show both an upper and a lower bound on the global resilience $r_{g}$ of $G$ w.r.t. containing long cycles.

### 3.1.1 Proof of the upper bound for $r_{g}$

For the upper bound, it suffices to provide an appropriate strategy for the adversary to destroy all cycles of length at least $(1-\alpha) n$ in a $(p, A)$-uniform graph $G$. One way of achieving that is to partition the vertex set $V(G)$ into $k$ classes of size ( $1-$ $\alpha) n$, where $k:=\lfloor 1 /(1-\alpha)\rfloor$, and one additional class for the remaining vertices of size $\mathrm{w}(\alpha) n$. Clearly, if one deletes all edges with endpoints in distinct partition classes, only cycles of length at most $(1-\alpha) n$ remain in the graph. Since the number of edges between any pair of classes is bounded, the adversary deletes at most

$$
\begin{gathered}
\left(\binom{k}{2}(1-\alpha)^{2}+k(1-\alpha) \mathrm{w}(\alpha)\right)\left(p n^{2}+A \sqrt{d(1-\alpha)^{2} n^{2}}\right) \\
=(1-\alpha) k((1-\alpha)(k-1)+2 \mathrm{w}(\alpha))(1+o(1)) p\binom{n}{2}
\end{gathered}
$$

and using the identity $(1-\alpha) k=1-\mathrm{w}(\alpha)$

$$
\begin{aligned}
& =(1-\mathrm{w}(\alpha))(\alpha-\mathrm{w}(\alpha)+2 \mathrm{w}(\alpha))(1+o(1)) p\binom{n}{2} \\
& =((1-\mathrm{w}(\alpha))(\alpha+\mathrm{w}(\alpha))+o(1)) e(G)
\end{aligned}
$$

edges from $G$, and the upper bound is proved.

### 3.1.2 Proof of the lower bound for $r_{g}$

We start by proving Corollary 4.
Proof of Corollary 4. We apply Theorem 3 with $\ell=\lceil(1-\alpha) n\rceil$. Rewrite $r=(n-1)$ $\bmod (\ell-2)$ as follows:

$$
\begin{aligned}
r & =n-1-(\lceil(1-\alpha) n\rceil-2)\left\lfloor\frac{n-1}{\lceil(1-\alpha) n\rceil-2}\right\rfloor \\
& =n-1-\left(1-\alpha+O\left(n^{-1}\right)\right)\left\lfloor\frac{1+O\left(n^{-1}\right)}{1-\alpha+O\left(n^{-1}\right)}\right\rfloor n \\
& =\left(\left(1-(1-\alpha)\left\lfloor(1-\alpha)^{-1}\right\rfloor\right)+O\left(n^{-1}\right)\right) n \\
& =(\mathrm{w}(\alpha)+o(1)) n .
\end{aligned}
$$

Now, suppose that the circumference of graph $G$ is strictly less than $\ell$. Then, by

Theorem 3, we have

$$
\begin{aligned}
e(G) & <\left\lfloor\frac{n-1}{\ell-2}\right\rfloor\binom{\ell-1}{2}+\binom{r+1}{2}+1 \\
& =\frac{(n-1-r)(\ell-1)}{2}+\binom{r+1}{2}+1 \\
& =(1-\mathrm{w}(\alpha)+o(1))(1-\alpha)\binom{n}{2}+\left(\mathrm{w}(\alpha)^{2}+o(1)\right)\binom{n}{2} \\
& =(1-(1-\mathrm{w}(\alpha))(\alpha+\mathrm{w}(\alpha))+o(1))\binom{n}{2},
\end{aligned}
$$

which contradicts the assumption in Corollary 4.
Observe that $\mathrm{w}(\alpha)=0$ if $1-\alpha=1 / k$ for some integer $k$. In that case the bound on the number of edges can be simplified to $(1-\alpha)\binom{n}{2}$ in Corollary 4.

Suppose constants $A$ and $\alpha>0$ are fixed as in Theorem 7. We need to show that, for all $\beta>0$, there exists a constant $d_{0}=d_{0}(A, \alpha, \beta)>0$ such that every subgraph $G^{\prime} \subseteq G$ with at least $(1-(1-\mathrm{w}(\alpha))(\alpha+\mathrm{w}(\alpha))+\beta) e(G)$ edges has circumference at least $(1-\alpha) n$ if $d=p n \geq d_{0}$, provided the number of vertices in $G$ is sufficiently large.

Let

$$
f(\alpha):=(1-\mathrm{w}(\alpha))(\alpha+\mathrm{w}(\alpha)) .
$$

Observe that for all $0 \leq \delta \leq \alpha \leq 1$, we have

$$
\begin{equation*}
\alpha \leq f(\alpha) \leq 2 \alpha \quad \text { and } \quad f(\alpha)-f(\alpha-\delta) \leq 2 \delta \tag{9}
\end{equation*}
$$

Suppose the adversary creates a graph $G^{\prime} \subseteq G$ by deleting at most

$$
(f(\alpha)-\beta) e(G)
$$

edges from $G$. Since $G$ is $(p, A)$-uniform, the graph $G^{\prime}$ is $(p, A)$-upper-uniform. We shall prove the existence of a sufficiently long cycle in $G^{\prime}$ in two steps. First, we apply the Regularity Lemma, Lemma 9 to $G^{\prime}$ and conclude from Corollary 4 that there exists a long cycle in the so-called reduced graph. Second, we embed a cycle in $G^{\prime}$ into this structure.

We start off by defining the values of all constants, where we refrain from simplifying certain expressions so as not to obscure them. The particular values of the constants are of less importance, as long as they are independent of $n$. Define

$$
\varrho:=\frac{\beta}{8}, \quad \tau:=\frac{\beta}{8}, \quad \mu:=\frac{\tau}{32} .
$$

Choose $\varepsilon_{0}=\varepsilon(\varrho, \mu)>0$ according to Lemma 10. Suppose that $k_{1}$ is a sufficiently large integer such that Corollary 4 guarantees a cycle of length at least $(1-(\alpha-\tau / 4)) k$ for all graphs on $k \geq k_{1}$ vertices with at least

$$
\left(1-f\left(\alpha-\frac{\tau}{4}\right)+\frac{\tau}{2}\right)\binom{k}{2}
$$

edges. Let

$$
\varepsilon:=\min \left\{\varepsilon_{0}, \frac{1}{7}, \frac{\beta}{32}, \frac{\tau}{32}\right\} \quad \text { and } \quad k_{0}:=\max \left\{\varepsilon^{-1}, k_{1}\right\}
$$

and

$$
\nu:=\frac{1}{2 K_{0}},
$$

where $K_{0}=K_{0}\left(\varepsilon, A, k_{0}\right)$ comes from Lemma 9 . Let $d_{1} \leftarrow d_{0}\left(\varepsilon, A, k_{0}\right)$ be as in Lemma 9 and let $d_{2} \leftarrow d_{0}(\varrho, \mu, \nu, A)$ be as in Lemma 10 . We shall prove Theorem 7 with

$$
d_{0}:=\max \left\{d_{1}, d_{2},\left(\frac{8 A}{\nu \beta}\right)^{2}\right\}
$$

Since $G^{\prime} \subseteq G$ is $(p, A)$-upper-uniform, we apply Lemma 9 to $G^{\prime}$ with parameters $\varepsilon, A$, and $k_{0}$. Thus, we obtain an $\left(\varepsilon, G^{\prime}, p\right)$-regular partition $\Pi=\left(V_{0}, V_{1}, \ldots, V_{k}\right)$ of $V\left(G^{\prime}\right)$ with $k_{0} \leq k \leq K_{0}$. We call a pair $\left(V_{i}, V_{j}\right), 1 \leq i<j \leq k$, regular and $G^{\prime}$-dense if it is $(\varepsilon, p)$-regular and

$$
\begin{equation*}
d_{G^{\prime}, p}\left(V_{i}, V_{j}\right) \geq \varrho . \tag{10}
\end{equation*}
$$

Consider the reduced graph $R$ in which every vertex corresponds to a class $V_{i}, 1 \leq$ $i \leq k$, and two vertices $i$ and $j$ are connected if and only if $\left(V_{i}, V_{j}\right)$ is regular and $G^{\prime}$-dense. Our aim is to show a lower bound on the number of edges in $R$.

Let $m:=\left|V_{1}\right|=\left|V_{2}\right|=\ldots=\left|V_{k}\right|$ and observe that $\nu n \leq m \leq n / k$. We need to take into account four different types of edges in $G^{\prime}$.
(i) Due to (2) and (3), the number of edges in $G^{\prime}$ that are incident to the vertices in $V_{0}$ is

$$
\begin{align*}
e_{G^{\prime}}\left(V_{0}\right)+e_{G^{\prime}}\left(V_{0}, V \backslash V_{0}\right) & \leq p\binom{\varepsilon n}{2}+A \sqrt{d} \varepsilon n+p \varepsilon(1-\varepsilon) n^{2}+A \sqrt{d \varepsilon} n \\
& \leq\left(\frac{\varepsilon^{2}}{2}+\varepsilon(1-\varepsilon)\right) p n^{2}+2 A \sqrt{d \varepsilon} n  \tag{11}\\
& \leq \varepsilon p n^{2}+2 A \sqrt{d \varepsilon} n \\
& =2 \varepsilon\left(1+\frac{2 A \sqrt{d}}{p n \sqrt{\varepsilon}}\right) \frac{p n^{2}}{2}=2 \varepsilon\left(1+\frac{2 A}{\sqrt{d \varepsilon}}\right) \frac{p n^{2}}{2} .
\end{align*}
$$

(ii) The number of edges that belong to irregular pairs is

$$
\begin{equation*}
\leq \varepsilon\binom{k}{2}\left(p m^{2}+A \sqrt{d} m\right) \leq \varepsilon\left(1+\frac{A k}{\sqrt{d}}\right) \frac{p n^{2}}{2} . \tag{12}
\end{equation*}
$$

(iii) The number of edges that belong to regular pairs that fail (10) is

$$
\begin{equation*}
<\binom{k}{2} \varrho p m^{2} \leq \varrho \frac{p n^{2}}{2} \tag{13}
\end{equation*}
$$

(iv) The number of edges whose endpoints belong to the same $V_{i}, 1 \leq i \leq k$, is

$$
\begin{equation*}
\leq k\left(p\binom{m}{2}+A \sqrt{d} m\right) \leq\left(\frac{1}{k}+\frac{2 A}{\sqrt{d}}\right) \frac{p n^{2}}{2} . \tag{14}
\end{equation*}
$$

Summing up the estimates (11)-(14), we conclude that the number of edges in $G^{\prime}$ that are not contained in regular and $G^{\prime}$-dense pairs is

$$
\begin{align*}
& <\left(2 \varepsilon\left(1+\frac{2 A}{\sqrt{d \varepsilon}}\right)+\varepsilon\left(1+\frac{A k}{\sqrt{d}}\right)+\varrho+\frac{1}{k}+\frac{2 A}{\sqrt{d}}\right) \frac{p n^{2}}{2} \\
& \leq\left(4 \varepsilon+\varrho+\frac{A}{\sqrt{d}}(4 \sqrt{\varepsilon}+\varepsilon k+2)\right) \frac{p n^{2}}{2} \leq\left(4 \varepsilon+\varrho+\frac{A k}{\sqrt{d}}\right) \frac{p n^{2}}{2} \tag{15}
\end{align*}
$$

We want to show that

$$
\begin{equation*}
e(R)>(1-f(\alpha)+\tau)\binom{k}{2} . \tag{16}
\end{equation*}
$$

For the sake of contradiction, suppose $R$ has at most these many edges. Then the number of edges in regular and $G^{\prime}$-dense pairs in $G^{\prime}$ is

$$
\begin{equation*}
\leq(1-f(\alpha)+\tau)\binom{k}{2}\left(p m^{2}+A \sqrt{d} m\right) \leq\left(1-f(\alpha)+\tau+\frac{A k}{\sqrt{d}}\right) \frac{p n^{2}}{2} \tag{17}
\end{equation*}
$$

Hence, adding (15) and (17), we have

$$
\begin{align*}
e\left(G^{\prime}\right) & <\left(1-f(\alpha)+\tau+4 \varepsilon+\varrho+\frac{2 A k}{\sqrt{d}}\right) \frac{p n^{2}}{2} \\
& \leq\left(1-f(\alpha)+\frac{\beta}{8}+\frac{\beta}{8}+\frac{\beta}{8}+\frac{A}{\nu \sqrt{d}}\right) \frac{p n^{2}}{2}  \tag{18}\\
& \leq\left(1-f(\alpha)+\frac{\beta}{2}\right) \frac{p n^{2}}{2} .
\end{align*}
$$

On the other hand, since the enemy may not delete more than an $(f(\alpha)-\beta)$ fraction of the edges in $G$, we can derive that

$$
\begin{aligned}
e\left(G^{\prime}\right) & \geq(1-f(\alpha)+\beta)\left(p\binom{n}{2}-A \sqrt{d n}\right) \\
& =(1-f(\alpha)+\beta)\left(1-\frac{1}{n}-\frac{2 A}{\sqrt{d}}\right) \frac{p n^{2}}{2} \\
& \geq(1-f(\alpha)+\beta)\left(1-\frac{3 A}{\sqrt{d}}\right) \frac{p n^{2}}{2} \\
& \geq\left(1-f(\alpha)+\beta-\frac{4 A}{\sqrt{d}}\right) \frac{p n^{2}}{2} \geq\left(1-f(\alpha)+\frac{\beta}{2}\right) \frac{p n^{2}}{2} .
\end{aligned}
$$

This contradicts (18) and hence (16) must hold. Combining (16) and (9) we conclude

$$
e(R)>(1-f(\alpha)+\tau)\binom{k}{2} \geq\left(1-f\left(\alpha-\frac{\tau}{4}\right)+\frac{\tau}{2}\right)\binom{k}{2}
$$

Applying Corollary 4 to $R$, we conclude that, by our choice of $k_{0}, R$ contains a cycle of length at least $(1-\alpha+\tau / 4) k$.

Starting with the long cycle in the reduced graph, let us now embed a cycle into the original graph $G^{\prime}$. Let $C_{t}$ denote the cycle in the reduced graph $R$ of length $t \geq(1-\alpha+\tau / 4) k$. The entire construction is illustrated in Figure 1 on the following page. W.l.o.g. $C_{t}=\left(V_{1}, V_{2}, \ldots, V_{t}\right)$. We embed a cycle of length at least $(1-\alpha) n$ into $G^{\prime}$ as follows. For all $1 \leq i \leq\lfloor t / 2\rfloor$, we simultaneously apply Lemma 10 to each pair $\left(V_{2 i-1}, V_{2 i}\right)$. This yields sets $X_{2 i-1} \subseteq V_{2 i-1}$ and $X_{2 i} \subseteq V_{2 i},\left|X_{2 i-1}\right|=\left|X_{2 i}\right|=\varepsilon m$, such that every pair of vertices $\left(x_{2 i-1}, x_{2 i}\right) \in\left(X_{2 i-1}, X_{2 i}\right)$ is connected by a path of length at least $2(1-2 \mu) m$ using edges from $G^{\prime}\left[X_{2 i-1}, X_{2 i}\right]$. We can connect these paths by putting an arbitrary edge between $X_{2 i}$ and $X_{2 i+1}$ for all $1 \leq i<\lfloor t / 2\rfloor$. Note that

$$
e_{G^{\prime}}\left(X_{2 i}, X_{2 i+1}\right) \geq\left(d_{2 i, 2 i+1}-\varepsilon\right) p(\varepsilon m)^{2} \geq 1
$$

since $\left(V_{2 i}, V_{2 i+1}\right)$ is $(\varepsilon, p)$-regular with density $d_{2 i, 2 i+1} \geq \varrho$.
If $t$ is even, we close the cycle by putting an arbitrary edge between $X_{1}$ and $X_{t}$. Otherwise we connect $X_{1}$ and $X_{t-1}$ through one vertex in $V_{t}$. Clearly, there are at least $(1-2 \varepsilon) m$ vertices in $V_{t}$ that are adjacent to some vertex in $X_{1}$ as well as some vertex in $X_{t-1}$.


Figure 1: Embedding of a long cycle into $G^{\prime}$. We suppose $1, \ldots, t$ form a cycle in the reduced graph.

Thus, for $n$ sufficiently large, we have constructed a cycle of length at least

$$
\begin{aligned}
\left\lfloor\frac{(1-\alpha+\tau / 4) k}{2}\right\rfloor \cdot 2(1-2 \mu) m & \geq((1-\alpha+\tau / 4) k-2) \cdot(1-2 \mu) m \\
& \geq\left(1-\alpha+\tau / 4-\frac{2}{k}\right) k(1-2 \mu)(1-\varepsilon) \frac{n}{k} \\
& \geq(1-\alpha+\tau / 4-2 \varepsilon)(1-2 \mu)(1-\varepsilon) n \\
& \geq(1-\alpha+\tau / 4-4 \varepsilon-2 \mu) n>(1-\alpha) n
\end{aligned}
$$

This concludes the proof of Theorem 7.

### 3.2 Proof of Theorem 8

As in Section 3.1, we need to show both an upper and a lower bound on the local resilience $r_{l}$ of $G$ w.r.t. containing long cycles.

### 3.2.1 Proof of the upper bound for $r_{l}$

The upper bound is shown by providing an appropriate strategy so that the adversary can destroy all cycles of length at least $(1-\alpha) n$ in any $(p, A)$-uniform graph $G$ by removing no more than $(1 / 2+\beta) \operatorname{deg}(v)$ edges at each vertex $v$ for some arbitrarily small constant $\beta>0$. His strategy is to find an approximately even bipartition of $V(G)$ such that each vertex $v$ has at most $(1 / 2+\beta) \operatorname{deg}(v)$ neighbors in the other partition class. In what follows, we deal with technical details and calculations regarding such bipartition: the adversary may start by randomly paritioning the vertex set and then must move some vertices which might have low degree from one part to the other without (significantly) affecting other vertices.

In the first step, we omit all vertices of very small or very large degree in $G$. The following claim, which is a simple consequence of $(p, A)$-regularity, states that there are only very few of those. The proof is a straightforward application of the definition of $(p, A)$-regularity; the details are left to the reader.

Claim 14. Let $A, \delta$, and $\nu$ be positive constants. Then there exists a constant $d_{0}=$ $d_{0}(A, \delta, \nu)$ such that every sufficiently large $(p, A)$-uniform graph $G$ on $n$ vertices with $d=p n \geq d_{0}$ satisfies the following property: The number of vertices $v \in V(G)$ with

$$
|\operatorname{deg}(v)-d|>\delta d
$$

is at most $\nu n$.
We next we show that a bipartition in which almost all vertices in one part satisfy a maximum degree condition can be adapted so that a slightly weaker degree condition holds for all vertices.

Claim 15. For all $\beta>0$, there exists a positive constant $\nu_{\beta}$ such that, for all $A>0$ and $0<\nu \leq \nu_{\beta}$, there exists a constant $d_{0}=d_{0}(A, \nu)$ such that, for $n$ sufficiently large, every $(p, A)$-upper-uniform graph $G$ on $n$ vertices with $d=p n \geq d_{0}$ satisfies the following property: Suppose $V=X \cup Y$ is a partition of $V$ such that at most $\nu n$ vertices $x \in X$ violate

$$
|\Gamma(x) \cap Y| \leq\left(\frac{1}{2}+\frac{\beta}{2}\right) \operatorname{deg}(x)
$$

Then there exists a set $X^{\prime} \subseteq X$ of size at most $4 \nu n$ such that, for all vertices $x \in$ $X \backslash X^{\prime}$, we have

$$
\left|\Gamma(x) \cap\left(Y \cup X^{\prime}\right)\right| \leq\left(\frac{1}{2}+\beta\right) \operatorname{deg}(x)
$$

and, for all $x^{\prime} \in X^{\prime}$, we have

$$
\left|\Gamma\left(x^{\prime}\right) \cap\left(X \backslash X^{\prime}\right)\right| \leq \frac{1}{2} \operatorname{deg}(x)
$$

Proof. First, set $d_{0}$ sufficiently large so that, according to Claim 14, at most $\nu n$ vertices in $G$ have total degree less than $d / 2$. Now, consider the following process, which inductively constructs a sequence of sets $X_{0} \subseteq X_{1} \subseteq \ldots \subseteq X_{t}$. We start with

$$
X_{0}:=\left\{x \in X:|\Gamma(x) \cap Y|>\left(\frac{1}{2}+\frac{\beta}{2}\right) \operatorname{deg}(x)\right\}
$$

At step $i$, we add some vertex $x_{i}$ from $X \backslash X_{i-1}$ that satisfies

$$
\left|\Gamma\left(x_{i}\right) \cap\left(Y \cup X_{i-1}\right)\right|>\left(\frac{1}{2}+\beta\right) \operatorname{deg}\left(x_{i}\right)
$$

to $X_{i-1}$, forming set $X_{i}$. The process terminates at time $t$ with $X^{\prime}:=X_{t}$ when no such vertex exists. Clearly, once this process stops, all vertices in $X^{\prime}$ satisfy the desired degree conditions. We shall show that $\left|X^{\prime}\right| \leq 4 \nu n$, i.e., the process stops at time $t \leq 3 \nu n$.

For the sake of contradiction, suppose that the process reaches time $t_{0}=3 \nu n$. Observe that in each step $i, 1 \leq i \leq t_{0}$, the new vertex $x_{i}$ satisfies

$$
\left|\Gamma\left(x_{i}\right) \cap Y\right| \leq\left(\frac{1}{2}+\frac{\beta}{2}\right) \operatorname{deg}\left(x_{i}\right)
$$

by definition of $X_{0}$. Consequently, we have

$$
\left|\Gamma\left(x_{i}\right) \cap X_{i-1}\right|=\left|\Gamma\left(x_{i}\right) \cap\left(Y \cup X_{i-1}\right)\right|-\left|\Gamma\left(x_{i}\right) \cap Y\right|>\frac{\beta}{2} \operatorname{deg}\left(x_{i}\right)
$$

This yields the following lower bound on the number of edges in $X_{t_{0}}$ :

$$
e\left(X_{t_{0}}\right) \geq \sum_{i=1}^{t_{0}}\left|\Gamma\left(x_{i}\right) \cap X_{i-1}\right|>\sum_{i=1}^{t_{0}} \frac{\beta}{2} \operatorname{deg}\left(x_{i}\right)
$$

and, since there are at most $\nu n$ vertices of degree less than $d / 2$ in $X$,

$$
>\left(t_{0}-\nu n\right) \cdot \frac{\beta}{4} d=\frac{\beta}{2} \nu d n .
$$

On the other hand, since $G$ is $(p, A)$-upper-uniform, we have

$$
e\left(X_{t_{0}}\right) \leq p\binom{\left|X_{t_{0}}\right|}{2}+A \sqrt{d}\left|X_{t_{0}}\right| \leq 8 \nu^{2} d n\left(1+\frac{A}{2 \nu \sqrt{d}}\right)
$$

and, setting $d_{0} \geq(A /(2 \nu))^{2}$ and $\nu_{\beta}:=\beta / 32$,

$$
\leq 16 \nu^{2} d n \leq 16 \nu_{\beta} \nu d n=\frac{\beta}{2} \nu d n
$$

This yields a contradiction and completes the proof of Claim 15.
Continuing the proof of the upper bound, suppose $\beta>0$ and $A>0$ are fixed. Applying Claim 15 with parameter $\beta$ yields constant $\nu_{\beta}$. Let

$$
\nu:=\min \left\{\frac{1-2 \alpha}{10}, \nu_{\beta}\right\} .
$$

Invoking Claim 15 with parameters $A$ and $\nu$ yields a constant $d_{1} \leftarrow d_{0}$. Plugging parameters $A, \delta \leftarrow 1 / 2$ and $\nu \leftarrow \nu / 2$ into Claim 14 yields another constant $d_{2} \leftarrow d_{0}$. Choose $d_{0}$ as the maximum of both $d_{1}$ and $d_{2}$. Then, owing to Claim 14, every sufficiently large $(p, A)$-uniform graph on $n$ vertices with $d=p n \geq d_{0}$ contains at most $(\nu / 2) n$ vertices of degree less then $d / 2$. We call these vertices thin and the other ones normal.

Consider a random bipartition of $V(G)$ by tossing a fair coin for each vertex. Let $\Delta$ be the random variable counting the number of vertices by which the larger of both partition classes exceeds $n / 2$. Clearly, for $n$ sufficiently large, the probability that $\Delta$ is at most $(\nu / 2) n$ is, say, at least 0.6 . Assuming that $d_{0}$ is sufficiently large, a standard application of Chernoff's and Markov's inequalities yields that, with at least the same probability, among the normal vertices there are at most $(\nu / 2) n$ vertices $v$ that have at least $(1 / 2+\beta / 2) \operatorname{deg}(v)$ neighbors in the other partition class. Since the conjunction of those two events has positive probability, there exists a bipartition of $V(G)$ that satisfies both. Fix any such partition $V(G)=X \cup Y$. Our next aim is to adjust this partition slightly so that every vertex has at most $(1 / 2+\beta) \operatorname{deg}(v)$ in the other partition class.

Call a vertex that has more than $(1 / 2+\beta / 2) \operatorname{deg}(v)$ neighbors in the other partition class unhappy. Clearly, the total number of unhappy vertices is bounded from above by the sum of thin vertices and normal ones that violate this degree condition. By our choice of $X$ and $Y$, this is bounded from above by $\nu n$. Hence, Claim 15 asserts that there exists a set $X^{\prime}$ of size at most $4 \nu n$ such that, after shifting all vertices of $X^{\prime}$ into $Y$, all the remaining vertices $x \in X \backslash X^{\prime}$ satisfy

$$
\left|\Gamma(x) \cap\left(Y \cup X^{\prime}\right)\right| \leq\left(\frac{1}{2}+\beta\right) \operatorname{deg}(x)
$$

and, for all vertices $x^{\prime} \in X^{\prime}$, we have

$$
\left|\Gamma\left(x^{\prime}\right) \cap\left(X \backslash X^{\prime}\right)\right| \leq \frac{1}{2} \operatorname{deg}(x)
$$

Now, all vertices that were initially in $X$ satisfy our desired degree bound w.r.t. the new partition. Observe that shifting the set $X^{\prime}$ from $X$ to $Y$ cannot make any vertex of $Y$ unhappy that was not already unhappy before. Hence, we can apply Claim 15 to the new partition $\widehat{X}:=X \backslash X^{\prime}$ and $\widehat{Y}:=Y \cup X^{\prime}$ to obtain a set $Y^{\prime} \subseteq \widehat{Y}$ such that partitioning $V(G)$ into $\widehat{X} \cup Y^{\prime}=\left(X \backslash X^{\prime}\right) \cup Y^{\prime}$ and $\widehat{Y} \backslash Y^{\prime}=\left(Y \cup X^{\prime}\right) \backslash Y^{\prime}$ yields that, for all vertices $v \in V(G)$, the number of neighbors in the other class is at most

$$
\left(\frac{1}{2}+\beta\right) \operatorname{deg}(v)
$$

By deleting all edges with endpoints in distinct partition classes, we destroy all cycles of length at least $\frac{1}{2} n+\Delta+4 \nu n \leq(1-\alpha) n$, while no vertex loses more edges than allowed. This proves the upper bound for $r_{l}$ in Theorem 8 .

### 3.2.2 Proof of the lower bound for $r_{l}$

We give the proof of the lower bound in Theorem 8 in this section. Suppose $G$ is a ( $p, A$ )-uniform graph as in Theorem 8, and let $\alpha$ and $\beta>0$ be fixed. Suppose the adversary removed from $G$ the edges of a subgraph $H$ with degree at most $(1 / 2-$ $\beta) \operatorname{deg}_{G}(v)$ at any vertex $v$, which resulted in a $(p, A)$-upper-uniform graph $G^{\prime}$. We shall show that, no matter how $H$ was chosen, $G^{\prime}$ contains a cycle of length $(1-\alpha) n$, provided that $n$ is sufficiently large. The main approach to achieve this is similar to the approach that we pursued in Section 3.1.2. We apply the Regularity Lemma to $H$, find an appropriate cycle in the reduced graph, and then use Lemma 10 to construct a long cycle in $H$. The main difference is that we now need the cycle in the reduced graph to cover almost all vertices instead of just a constant fraction of
the vertices. The proof of Theorem 8 is thus readily at hand when we establish the following lemma.

Lemma 16. Let $A, \beta>0$, and $\kappa>0$ be fixed. There exist positive constants $\varrho=$ $\varrho(\beta)$ and $\varepsilon=\varepsilon(\beta, \kappa)$ such that, for all $K_{0}>0$ and $n$ sufficiently large, there exists $d_{0}=d_{0}\left(A, \beta, \kappa, K_{0}\right)$ such that the following assertion holds. Suppose $d=p n \geq d_{0}$ and $G^{\prime}$ was obtained by removing the edge set of a graph $H$ such that

$$
\operatorname{deg}_{H}(v) \leq\left(\frac{1}{2}-\beta\right) \operatorname{deg}_{G}(v)
$$

for all $v \in V(G)$, where $G$ is a $(p, A)$-uniform graph on $n$ vertices, as in Theorem 8 . Let $\left(V_{0}, V_{1}, \ldots, V_{k}\right)$ be a $(\varepsilon, p)$-regular partition of $G^{\prime}$ with $\varepsilon^{-1} \leq k \leq K_{0}$. Consider the reduced graph $R$ on the vertex set $[k]$, which contains an edge $\{i, j\}, 1 \leq i, j \leq k$, if and only if $\left(V_{i}, V_{j}\right)$ is $(\varepsilon, p)$-regular and satisfies

$$
e_{G^{\prime}}\left(V_{i}, V_{j}\right) \geq \varrho p\left|V_{i}\right|\left|V_{j}\right|
$$

Then $R$ contains an even cycle of length at least $(1-\kappa) k$.
Let us continue with the proof of the lower bound in Theorem 8. Let $\alpha>0$ be as given in that theorem and let $\beta>0$ be fixed. By an application of Lemma 16 with parameters

$$
\beta \quad \text { and } \quad \kappa:=\frac{\alpha}{3},
$$

we obtain constants $\varrho$ and $\varepsilon_{1} \leftarrow \varepsilon$. Next we apply Lemma 10 with

$$
\varrho \quad \text { and } \quad \mu:=\frac{\alpha}{6},
$$

which yields $\varepsilon_{2} \leftarrow \varepsilon$. Recall that $G^{\prime} \subseteq G$ is $(p, A)$-upper-uniform. We fix

$$
\varepsilon:=\min \left\{\varepsilon_{1}, \varepsilon_{2}, \frac{\alpha}{4}\right\}
$$

and plug

$$
\varepsilon, \quad k_{0}:=\varepsilon^{-1}, \quad \text { and } \quad A
$$

into the Regularity Lemma, Lemma 9 , in order to fix constants $K_{0}$, $n_{0}$, and $d_{1} \leftarrow d_{0}$. Finally, setting

$$
\nu:=\frac{1-\varepsilon}{K_{0}}
$$

in Lemma 10 yields $d_{2} \leftarrow d_{0}$, and plugging $K_{0}$ into Lemma 16 yields $d_{3} \leftarrow d_{0}$. Thus, we fix $d_{0}$ as

$$
d_{0}:=\max \left\{d_{1}, d_{2}, d_{3}\right\}
$$

With the choice of constants above, we can show that there exists a sufficiently long cycle in $G^{\prime}$ along the same lines as in the proof of Theorem 7. Owing to Lemma 9, $G^{\prime}$ admits an $\left(\varepsilon, G^{\prime}, p\right)$-regular partition $\left(V_{0}, V_{1}, \ldots, V_{k}\right)$ with $\varepsilon^{-1} \leq k \leq K_{0}$. Then Lemma 16 asserts that there exists an even cycle of length $k^{\prime} \geq(1-\kappa) k$ in the reduced graph $R$. Now applying Lemma 10 to every second pair of that cycle and connecting the generated paths in those pairs by an arbitrary edge, we create a long cycle in $G^{\prime}$ as depicted in Figure 1. Let $m$ denote the size of the partition classes $V_{i}$, $1 \leq i \leq k$. This cycle has length at least

$$
\begin{aligned}
\frac{k^{\prime}}{2} \cdot 2(1-2 \mu) m & \geq(1-\kappa) k(1-2 \mu) \frac{(1-\varepsilon) n}{k} \\
& =(1-\kappa)(1-2 \mu)(1-\varepsilon) n \geq(1-\alpha) n+1
\end{aligned}
$$

by our choice of $\kappa, \varepsilon$, and $\mu$. This concludes the proof of the lower bound for $r_{l}$ in Theorem 8. We now prove Lemma 16.

Proof of Lemma 16. We start by proving a general fact about graphs on $k$ vertices that are almost complete.
Claim 17. Let $\kappa$ be a positive constant. Then there exists $\varepsilon>0$ such that any graph on $k \geq \varepsilon^{-1}$ vertices with at least

$$
(1-\varepsilon)\binom{k}{2}
$$

edges satisfies the following property: There exists a subgraph on an even number of vertices $k^{\prime} \geq(1-\kappa) k$ with minimum degree at least $(1-2 \kappa) k$.

Proof. For simplicity we assume that $\kappa k$ is integral. The general case follows easily along the same lines and is left to the reader. Let $\varepsilon:=\kappa^{2} / 2$. Suppose $K$ is a graph on the vertex set $\left\{v_{1}, \ldots, v_{k}\right\}$ such that

$$
\operatorname{deg}\left(v_{1}\right) \geq \operatorname{deg}\left(v_{2}\right) \geq \ldots \geq \operatorname{deg}\left(v_{k}\right)
$$

Let $k^{\prime}=(1-\kappa) k+1$ and $K^{\prime}$ be the subgraph of $K$ induced by the vertices $\left\{v_{1}, \ldots, v_{k^{\prime}}\right\}$. If, for all $1 \leq i \leq k^{\prime}$, we have

$$
\operatorname{deg}_{K^{\prime}}\left(v_{i}\right) \geq(1-3 \kappa / 2) k
$$

then we are home. Note that even if we need to remove, say, the last vertex from $K^{\prime}$ so that the number of vertices in the chosen graph $K^{\prime \prime} \subset K^{\prime}$ is even, we would have

$$
\operatorname{deg}_{K^{\prime \prime}}\left(v_{i}\right) \geq \operatorname{deg}_{K^{\prime}}\left(v_{i}\right)-1 \geq(1-3 \kappa / 2-1 / k) k \geq(1-3 \kappa / 2-\varepsilon) k \geq(1-2 \kappa) k,
$$

for all $1 \leq i<k^{\prime}$. Hence, suppose for the sake of contradiction that there exists an index $j, 1 \leq j \leq k^{\prime}$, such that

$$
\operatorname{deg}_{K^{\prime}}\left(v_{j}\right)<(1-3 \kappa / 2) k
$$

This implies that, for all $j \leq \ell \leq k$, we have

$$
\operatorname{deg}_{K}\left(v_{l}\right) \leq \operatorname{deg}_{K}\left(v_{j}\right) \leq \operatorname{deg}_{K^{\prime}}\left(v_{j}\right)+\left(k-k^{\prime}\right)<(1-\kappa / 2) k-1
$$

Thus, the number of edges in $K$ is less than

$$
\binom{k}{2}-\frac{1}{4} \sum_{\ell \geq j} \kappa k \leq\binom{ k}{2}-\frac{1}{4} \kappa k \cdot\left(k-k^{\prime}+1\right) \leq\left(1-\kappa^{2} / 2\right)\binom{k}{2}
$$

This, however, is a contradiction to $e(K) \geq(1-\varepsilon)\binom{k}{2}$.
The next claim is a simple consequence of $(p, A)$-uniformity; the calculations are left to the reader.

Claim 18. Let $A, \delta$, and $\nu$ be positive constants. Then there exists a constant $d_{0}=$ $d_{0}(A, \delta, \nu)$ such that every sufficiently large $(p, A)$-uniform graph $G$ on $n$ vertices with $d=p n \geq d_{0}$ satisfies the following property: For any disjoint sets $U \subseteq V(G)$ with $|U| \geq \nu n$ and $W \subseteq V(G)$ with $|W| \geq n / 4$, the number of vertices $u \in U$ that satisfy

$$
\left|\Gamma_{G}(u) \cap W\right| \geq(1-\delta) p|W|
$$

is at least $\frac{3}{4}|U|$.
Lemma 16 can be derived from Claims 14,17 , and 18 as follows. Let $\beta$ and $\kappa$ be as given in the statement of Lemma 16. Let

$$
\varrho:=\frac{\beta}{4} \quad \text { and } \quad \gamma:=\frac{\beta}{4}
$$

and apply Claim 17 with parameter $\kappa \leftarrow \min \{\kappa, \gamma / 2\}$ in order to obtain $\varepsilon_{1} \leftarrow \varepsilon$. Set

$$
\varepsilon:=\min \left\{\varepsilon_{1}, \frac{\beta}{4}\right\}, \quad \delta:=\frac{\beta}{8}, \quad \text { and } \quad \nu:=\frac{1-\varepsilon}{K_{0}},
$$

and apply Claim 14 with parameters $\delta$ and $\nu \leftarrow \nu / 4$, which yields $d_{1} \leftarrow d_{0}$. Moreover, apply Claim 18 with parameters $\delta$ and $\nu$, which yields $d_{2} \leftarrow d_{0}$. Define $d_{0}$ as the maximum of $d_{1}$ and $d_{2}$. Claim 17 asserts that there is a graph $R^{\prime}$ on $k^{\prime} \geq(1-\kappa) k$ vertices such that $V\left(R^{\prime}\right) \subseteq[k]$, the minimum degree of $R^{\prime}$ is at least $(1-\gamma) k$, and each edge $\{i, j\}$ of $R^{\prime}$ implies that the pair $\left(V_{i}, V_{j}\right)$ is $(\varepsilon, p)$-regular in $G^{\prime}$. Moreover, the number of vertices in $R^{\prime}$ is even. Let $R \subseteq R^{\prime}$ be a graph on the same vertex set that contains an edge $\{i, j\}$ if and only if $\{i, j\} \in E\left(R^{\prime}\right)$ and

$$
e_{G^{\prime}}\left(V_{i}, V_{j}\right) \geq \varrho p\left|V_{i}\right|\left|V_{j}\right|
$$

Owing to Dirac's theorem, it remains to show that $R$ has minimum degree $k / 2 \geq k^{\prime} / 2$ so as to assert the existence of a Hamiltonian cycle in $R$.

For the sake of contradiction, suppose that there exists a vertex $r \in V(R)$ that has degree less than $k / 2$. Let $m$ denote the size of the partition classes $V_{i}, 1 \leq i \leq k$. Owing to Claim 14, there are at most $m / 4$ vertices $v \in V_{r}$ with $\operatorname{deg}_{G}(v)>(1+$ $\delta) p n$. Consider the vertex set $W_{r} \subseteq V\left(G^{\prime}\right)$ spanned by the partition classes $V_{j}$ that correspond to regular, but sparse edges $\{r, j\}$ in $R^{\prime}$, i.e.,

$$
\begin{aligned}
E_{r} & :=\left\{\{r, j\} \in E\left(R^{\prime}\right): e_{G^{\prime}}\left(V_{r}, V_{j}\right)<\varrho p\left|V_{r}\right|\left|V_{j}\right|\right\}, \\
W_{r} & :=\bigcup_{\{r, j\} \in E_{r}} V_{j} .
\end{aligned}
$$

Note that, crucially, we have $\left|E_{r}\right| \geq(1-\gamma) k-k / 2=(1 / 2-\gamma) k$ and thus

$$
\left|W_{r}\right|=\left|E_{r}\right| m \geq(1 / 2-\gamma) k m \geq(1 / 2-\gamma)(1-\varepsilon) n \geq \frac{n}{4},
$$

assuming that $\beta \leq 1 / 2$. Hence, we can apply Claim 18 to $G$ with $U \leftarrow V_{r}$ and $W \leftarrow$ $W_{r}$ and conclude that there is a set $V_{r}^{\prime} \subseteq V_{r}$ of size at least $m / 2$ such that each $v \in V_{r}^{\prime}$ satisfies

$$
\operatorname{deg}_{G}(v) \leq(1+\delta) p n \quad \text { and } \quad\left|\Gamma_{G}(v) \cap W_{r}\right| \geq(1-\delta) p\left|W_{r}\right|
$$

that is, each of those vertices has bounded total degree and approximately the the right proportion of neighbors in the set $W_{r}$ before the deletion takes place. Owing to the definition of $W_{r}$, we have

$$
e_{G^{\prime}}\left(V_{r}, W_{r}\right)<\left|E_{r}\right| \varrho p\left|V_{r}\right|\left|V_{j}\right|=\varrho p m\left|W_{r}\right| .
$$

Furthermore, $e_{G^{\prime}}\left(V_{r}^{\prime}, W_{r}\right) \leq e_{G^{\prime}}\left(V_{r}, W_{r}\right)$ holds trivially. Thus, by the averaging principle, there must be a vertex $v_{r} \in V_{r}^{\prime}$ that satisfies

$$
\left|\Gamma_{G^{\prime}}\left(v_{r}\right) \cap W_{r}\right| \leq \frac{e_{G^{\prime}}\left(V_{r}^{\prime}, W_{r}\right)}{\left|V_{r}^{\prime}\right|}<2 \varrho p\left|W_{r}\right| .
$$

This, however, implies that

$$
\begin{aligned}
\operatorname{deg}_{H}\left(v_{r}\right) & \geq\left|\Gamma_{G}\left(v_{r}\right) \cap W_{r}\right|-\left|\Gamma_{G^{\prime}}\left(v_{r}\right) \cap W_{r}\right| \\
& >(1-\delta-2 \varrho) p\left|W_{r}\right| \\
& \geq(1-\delta-2 \varrho) p(1 / 2-\gamma)(1-\varepsilon) n \\
& \geq(1 / 2-(\delta+\varrho+\gamma+\varepsilon)) p n \\
& \geq \frac{1 / 2-(\delta+\varrho+\gamma+\varepsilon)}{1+\delta} \operatorname{deg}_{G}\left(v_{r}\right) \\
& \geq(1 / 2-(2 \delta+\varrho+\gamma+\varepsilon)) \operatorname{deg}_{G}\left(v_{r}\right) \\
& \geq(1 / 2-\beta) \operatorname{deg}_{G}\left(v_{r}\right),
\end{aligned}
$$

which violates the maximum number of edges that the adversary is allowed to remove at vertex $v_{r}$. This contradiction shows that $R$ satisfies Dirac's condition, and hence $R$ is indeed Hamiltonian, and the proof of Lemma 16 is complete.
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