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In 1988 [Mac88], Macdonald introduced a family of symmetric functions with two vari-
ables that are known as the Macdonald polynomials which form a basis for the space of
symmetric functions. Upon introducing these polynomials, Macdonald conjectured that
the coefficients of the plethystic Schur expansion of Macdonald polynomials are poly-
nomials in the parameters ¢ and ¢ with nonnegative integer coefficients. To prove this
positivity conjecture of Macdonald polynomials, Garsia and Haiman [GH93| introduced
certain bigraded S,, modules M, and Haiman proved [HaiO1] that the bigraded Frobenius
characteristic F(M,,), which by definition is simply the image of the bigraded character
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Abstract

We prove a combinatorial formula for the Hilbert series of the Garsia-Haiman
bigraded S,,-modules as weighted sums over standard Young tableaux in the hook
shape case. This method is based on the combinatorial formula of Haglund, Haiman
and Loehr for the Macdonald polynomials and extends the result of A. Garsia
and C. Procesi for the Hilbert series when ¢ = 0. Moreover, we construct an
association of the fillings giving the monomial terms of Macdonald polynomials
with the standard Young tableaux.

Introduction

of M, under the Frobenius map, is given by

where ]:Iu(X; q,t) are the modified Macdonald polynomials [HHLO5] and X = 1,2, .. ..
For the Garsia-Haiman module M, if we define Hy ;(M,) to be the subspace of M,

fM#(X7q7t) = ﬁ,u(X7q7t)7
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spanned by its bihomogeneous elements of degree h in X and degree k in Y, we can write
a bivariate Hilbert series such as

(1) n(p')
HMu (q,t) = thqkdim(Hh,k(Mu)).

0 0

3

E
3

=

>
Il
=
Il

Noting that the degree of the S, character x, is given by < p7, sy >, where < , > is the
usual inner product on symmetric functions and py, is the k' power sum, we may write

Hu,(q,t) =< pt, Fu, >

Since Fur, (X;q,t) = fIM(X;q,t), the coefficient of zyxq---x, of fIM(X;q,t) gives the
Hilbert series of Garsia-Haiman module M,,. In this paper, we construct a combinatorial
way of calculating the Hilbert series of M, as a sum over all standard Young Tableaux
with shape o when p is a hook.

We should mention that in the hook case, the Garsia-Haiman modules have been
studied by Stembridge [Ste94], Garsia and Haiman [GH96], Allen [All02], Aval [Ava00],
and Adin, Remmel and Roichman [ARRO8]| and various bases have been constructed.

In 2004, Haglund, Haiman and Loehr proved a combinatorial formula for the monomial
expansion of H,(X;q,t) given by [HHLO5]

Hy(X5q,t) = Y g™y (1.1)

o p—Ly

where the definitions of inv(u, o) and maj(u, o) are given in Section 3. The Hilbert series
of M, can be easily calculated from the basis of the module or by the monomial expansion
formula (1.1) of Haglund, Haiman and Loehr, but we have to consider n! many objects
in any basis formula.

In this paper, we introduce a new combinatorial formula for this Hilbert series when p
is a hook shape which can be calculated by summing terms over only the standard Young
tableaux of shape p. Noting that the number of SYT’s of shape i is n!/ [, h(c) where
h(c) = a(c) +1(c) + 1, obviously this combinatorial formula reduces the number of objects
that we need to consider to calculate the Hilbert series. This combinatorial formula is
motivated by the formula for the two-column shape case which is conjectured by Haglund
and proved by Garsia and Haglund [GHOS8]. Assaf and Garsia [AG09] used the recursion
derived by the combinatorial formula for the two-column case to find the kicking basis
of M,, and extended the result to find the kicking basis when p has a hook shape. In
Section 5, we also introduce a way of finding the Haglund basis [ARRO08] by using the
combinatorial construction of the hook case.

The outline of this paper is as follows. In Section 2, we define terms that are used in
this paper and introduce what Macdonald polynomials and Garsia-Haiman modules are.
In Section 3, we construct a combinatorial formula and prove it. In Section 4, we find
the correspondence between the terms in the formula of Haglund, Haiman and Loehr and
the combinatorial formula in Section 3. In Section 5, we find the basis of Garsia-Haiman
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modules by using the combinatorial construction and the correspondence introduced in
Section 4. In Section 6, we discuss the problem of extending the combinatorial formula
to general shapes.

2 Macdonald Polynomials and Bigraded S, Modules

Given a sequence jt = (i1, fl2, . . . ) of nonincreasing, nonnegative integers with >, i, = n,
we say [ is a partition of n, denoted by either |u| =mn or u+ n. Let

dg(u) ={(i,)) € Zy X Ly : j < pui}

be its Young (or Ferrers) diagram, whose elements are called cells. For simplicity, we
henceforth write u instead of dg(u) when it will not cause confusion.

[~

Figure 1: The arm a, leg [, coarm a’ and coleg I’ of a cell c.

Given a square ¢ € pu, define the leg (respectively coleg) of ¢, denoted I(c) (resp. I'(c)),
to be the number of squares in u that are strictly above (resp. below) and in the same
column as ¢, and the arm (resp. coarm) of ¢, denoted a(c) (resp. da/(c)), to be the number
of squares in p strictly to the right (resp. left) and in the same row as c¢. Also, if ¢ has
coordinates (i, j), we let south(c) denote the square with coordinates (i — 1, 7).

For each partition u define

n(p) = Z(i — D

A filling is a function o : p — [n] assigning integer entries to the cells of u. A semi-
standard Young tableau is a filling which is weakly increasing along each row of p and
strictly increasing up each column. A semi-standard Young tableau is standard if it is a

bijection from p to [n] = {1,2,...,n}. For a partition p of n and a composition v of n,
we define

SSYT(u) = {semi-standard Young tableau 7": yt — N},

SSYT(u,v) = {SSYT T : u — N with entries 1**,2"2, ...},

SYT () = {SSYT T :u = [n]} = SSYT(u, 17).

For T € SSYT(u,v), we say T is a SSYT of shape p and weight v.
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2.1 Macdonald Polynomials

In 1988, Macdonald [Mac95] introduced a new basis of symmetric functions, denoted by
P,(X;q,t), X = x1,29,..., which specializes to Schur functions, the Hall-Littlewood
symmetric functions, the Jack symmetric functions, the zonal symmetric functions, and
the elementary and monomial symmetric functions. With an appropriate analog of the
Hall inner product, P,(X;q,t) are uniquely characterized by certain triangularity and
orthogonality conditions. For each partition pu, define

hu(g,t) == (1 = ¢,

cEeEN

Macdonald introduced the g, t-Kostka polynomials Ky, (q,t) by the equation

Ju(X50,) = hy(a,8) Pu(X 4, ) ZKM, s\X (1 -1,

where the square bracket stands for plethystic substitution. In short, s)[A] means sy ap-
plied as a A-ring operator to the expression A, where A is the ring of symmetric functions.
For a full account of plethysm, see [Hai99]. In attempt to prove the positivity conjecture,
Garsia and Haiman [GH93] introduced the modified Macdonald polynomials fIM(X;q,t)
as

H,(X;q,t) ZKAH q,t)sx[X],

where f(,\u(q,t) = t"WK,,(¢g,t7!). They conjectured [GH93] that fIM(X;q,t) can be
realized as the Frobenius image of bigraded character of certain modules M, under the
diagonal action of S,,. This is known as the n! conjecture, and by analyzing the algebraic
geometry of the Hilbert series of n points in the plane, Haiman [Hai0l] proved the n!
conjecture and consequently the Macdonald positivity conjecture.

2.2 Garsia-Haiman Modules

Let u be a partition and let (p1,q1), ..., (Pn, ¢n) denote the pairs (I'(c),a’(c)) of the cells
¢ of the diagram of p arranged in lexicographic order. We set

A,LL(Xv Y) = Aﬂ(xh R R’ A R 7yn) = det H fong ’|i7j:17---,” :
Ezample 2.1. For = (3,1), {(p;,¢;)} = {(0,0),(0,1),(0,2),(1,0)}, and

Y Y1 T
Y2 Yo T2
Ys Y3 T3
Ys Yy T4

A, = det

— = = =
[N}
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This given, we let M,[X,Y] be the space spanned by all the partial derivatives of
Ay(z,y). In symbols
Mu[X,Y] = LIOV0] Ap(z,y)]

where O = OB -0, OF = OBt ---0b. The diagonal action of a permutation o =

(01,...,0,) on a polynomial P(xq,...,Zn;41,--.,Yy,) is defined by setting

UP(xla"'azn;yla"'ayn) = P(xcr(l)a"'7$o(n);yo(1)>'"7y0'(n))‘

Since oA, = £/, according to the sign of o, the space M, necessarily remains invariant
under this action.

Note that, since A, is bihomogeneous of degree n(x) in x and n(y') in y, we have the
direct sum decomposition

M, = EBZ(:”O) EBZ(ZMO) Hpi(M,),

where Hy, x(M,,) denotes the subspace of M, spanned by its bihomogeneous elements of
degree h in x and degree k in y. Since the dlagonal action clearly preserves bidegree, each
of the subspaces Hy, x(M),) is also S,-invariant. Thus we see that M, has the structure of
a bigraded module. We can write a bivariate Hilbert series such as

/

=

n(p) n(
th kdlm Hh k( )) (2.1)

h=0 0

e
Il

In 2001, Haiman [Hai0O1] proved that the bigraded character of M, is given by

n(p) n(p')

Fr(X5q,0) =Y > 1" p(Hap(M,)) = Hu(X;,1)

h=0 k=0

where 1) is the Frobenius map sending the Specht module S* to the Schur function s,.
Then the Hilbert series can be calculated by using the monomial expansion formula (1.1)
as a sum over n! permutations of n numbers, that is

t) — Z qinv(“vo—)tmaj(:uvo—)'
o€Sn

For the definitions of inv(u, o) and maj(u, o), see Section 3.

2.3 Macdonald’s Construction

The combinatorial construction is based on the following fact known by Macdonald
[Mac95] and noticed by Haglund [Hag]. Upon the introduction of Macdonald polyno-
mials [Mac88], Macdonald defined another family of symmetric functions {Q,(X;q,t)}
by

t
QM(X§Qat): n PM(X§Q>t)
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where h,(q,t) == [].c,(1 — gt and 1 (q,t) := [Tee, (1= ¢ @141 “and so

Noting that P,(X;0,t) = P,(X;t) are the Hall-Littlewood polynomials, there are corre-
sponding symmetric functions @, (X;0,t) = Q,(X;t) which can be independently defined
by

QH(XJ t) = bu(t)Pu(X§ t)

where

bu() = [T emi @)

i>1

and m;(p) denotes the number of times ¢ occurs as a part of p and ¢,(t) = (1 —)(1 —
t2)--+(1 — t7). In [Mac95, Ch. III, (5.11)], Macdonald proved the following. Let T'
be a semistandard tableau of shape p and weight v. Then T' determines a sequence of
partitions ((?, ..., () such that 0 = u® c puM c ... c p™ = p and such that each

1 — =Dis a horizontal strip filled with 7. Let
pr(t) = [ oo jui-n (1),
i=1
then
QuXit) = D er()a’. (2.2)
TESSYT (1)

Then the Macdonald polynomials
X
Hu(Xa q, t) = JM Ea q, il = ; K)\M(Qa t)S)\[X]

satisfy

1
H,(X;0,t) = - > pr(t)a”
(1-1) TESSYT (1)

when ¢ = 0, and the Hilbert series become

Fo0) = e 3 rlr), (23)

(1—t)" TESYT (1)

This gives a combinatorial construction of the t factor of the Hilbert series of Garsia-
Haiman modules when ¢ = 0. This is true for any general shape of ;. Based on (2.3), the
combinatorial formula for the Hilbert series for the two column case was constructed by
Garsia and Haglund [GHO8]. We consider a hook case in this paper.
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2.4 Two Column Case

Garsia and Haglund [GHO8] proved that when p = (2°,1%7°), the Hilbert series F),(q,t)
has the combinatorial formula

Fug,t)= Y Jlld(Dn II (q + ")

TeSYT(n) i€T 7 in the second
column of T

where the sum is over all standard Young tableaux of shape u, d;(T") is the number of
rows of length equal to the length of the row of 7 in the tableau obtained by removing all
the entries j > 4 from T, the second product is over entries in the second column of T,
and b;(T") denotes the number of entries j > i in the first column of 7". This combinatorial
construction gives the following recursion of F),(q,t)

F2b1a7b(q, t) = [b]t(l -+ Q)FQbfllaberl (q, t) + [Cl — b]ttbF2b1a7b71 (Q/t, t)

and since F,(q,t) = 0} H,[X;q,t], this recursion suggests the Frobenius characteristic
recursion

8p1ﬁ2b1a7b (q, t) = [b]t(l + q)ﬁIQb—llaberl (q, t) —|— [a — b]ttbﬁlea—bfl (Q/t, t) (24)

Assaf and Garsia [AG09] applied (2.4) to find the kicking basis of M, when p is a column
shape as well as when p is a hook shape.

3 The Formula

We begin by recalling definitions of ¢g-analogs :

]y =1+q+ -+,
[n]g! = [1]g -+~ [nly-

A descent of a filling o of u is a pair of entries o(u) > o(v), where the cell u is
immediately above v. Define

Des(o, 1) ={u € p:o(u) >o(v) a descent},

and

maj(o.p) = Y (leg(u) + 1),

u€Des(o, )

Three cells u, v, w € pu are said to form a triple if they are situated as shown below.
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namely, v is directly below u, and w is in the same row as u, to its right. Let o be a filling
and let z,y, z be the entries of ¢ in the cells of a triple (u, v, w).

V]

If a path starting from the smallest entry to the largest entry rotates in a counter clockwise
way, then the triple is called an inversion triple. Otherwise, it is called a coinversion triple.
Define

inv(eo, )= number of inversion triples of o,
coinv(o, 1) = number of coinversion triples of o.

For convenience, we make a transformation to define Fu’ (q,t) by

5 1
Fula.) =95, (Fa).

where n(u) = ;5 (i — 1)p;. We note that by modifying the inv(u, o) statistics, we get

F“/ (q’t) = Z qmaj(o,u’)tcoinv(o,u’).

CTGSTL

Now, for a hook p/ = (n — s,1%), we define a combinatorial formula for the Hilbert
series as a sum over standard Young tableaux of shape p’ by setting

i 1
Gu(q,t) = q"MG,y (t’ 5) ’

where G,/(q, t) is defined by

Gulg.t) ==Y [Jla(®): sl <1+qutbj(T)>. (3.1)

TeSYT(y) i=1

Here a;(7T) is the the number of columns of height equal to the height of the column of i
in the tableau obtained by removing all the entries j > ¢ from 7', and b;(T’) is the number
of cells in the first row with column height 1 (i.e., strictly to the right of the (1,1) cell)
with bigger element than the element in the (s —j+2, 1) cell. Then we have the following
theorem :

Theorem 3.1. 3 )
F(n—s,ls)’ (qa t) = G(n—s,ls)’ (qa t)>

and so
F(s—i—l,l"*S*l)(qu t) = G(s+171n—571)(q, t)

THE ELECTRONIC JOURNAL OF COMBINATORICS 17 (2010), #R93 8



Erample 3.2. Let i1 = (2,1). To calculate Flo1y(q,t) = Y vess g (@) peonv(@) | we must
consider the following tableaux.

1 1l 21 2L [3] 3
2[3] [312] [1[3] [3[1] [[2] [2[1]

From the above tableaux, reading from the left, we get
Fonlg,t)=t+1+qt+1+qt+qg=2+q+t+2qt. (3.2)

To compute é(zl)(q, t), we need only consider the following two standard tableaux.

[2]
1

T1 - ?

3] Ty=

)

2]

We calculate a;(T}), bj(T;), for 1 <i<3,j=1,k=1,2:

2] 3
ai(Tl) ; — — 13 = [a,-(Tl)]t = [1]t, bl(Tl) =1
e [ [ H

= [1]; - (1 +qt)

2l = JJla(T)) =2, bi(Ty) =0

Ji i=1
= (141t (1+q).

a;(T3) :—>|1|2|H?
[ 2, [

So,
6(2,1)(%75) = 1-(1+qt)+(1+t)(1+q)
= 2+4+q+1t+2qt.

We can check that F@J)(q,t) = G(g,l)(q, t) which implies F(21)(q,t) = G2,1)(q,1).

The basic idea of the proof of Theorem 3.1 is to show F),(q,t) and G, (g, t) satisfy the
same recursion in the hook case.

Proof. We first note the Garsia-Haiman recursion for the Hilbert series of the hooks
[GHO6] : for p = (s+1,1"°71),

n—1

Fu(q,t) = [n—s— 1| Fsr11n-s-2)(q, 1) + ( ) )t”_s_l[n — 5 — 1]![s],! (3.3)
+ q[S]qF(an—sfl)(q’ t)

We derive the recursion formula for G (g, t) over standard tableaux by fixing the position
of the cell with the largest number n :
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Gn_s1o-1)(q,t) = > I:I[ai(T)]t s — 1], (1 + z_: qjtbj(T)> (3.4)

TeSYT((n—s,15-1)) i=1

and put the cell with n on the top of the first column. Then, since there is no other column
with height s + 1, adding the cell with n on the top of the first column gives a, (7)) = 1
which doesn’t change the first factor of (3.4). The change of the first column height from
s — 1 to s will give an additional factor [s],. The top cell in the first column with n
has t power 0 since n is the largest number, and it does not change t-statistics for the
cells below the cell with n, so (1 +> q]tb ) changes to (1 +aq+ qjtbjfl(T))

Hence, for the first tableau with n on the top of the first column, the formula becomes

> Hal 1+q<1+§qjtb(T>]

TeSYT((n—s,15-1)) i=1 J=1

= Z H a, o+ Q[S]qé(n—s,lsfl)(qv t)

TeSYT(n—s,15-1) i=1

and in terms of é(n_s,lsfl)(q, t), this is equal to

[S]q!é(n—s,lsfl) (0, t) + Q[S]qé(n—s,lsfl) (Q7 t) (35)

In the second tableau case, we start from a SYT of shape (n — s — 1,1%) and add the
cell with n to the end of the first row. Adding a cell with n to the end of the first row
increases the number of columns with height 1 from n—s—2 to n—s—1, so it contributes
the t factor [a,(T)]; = [n — s — 1];. Since it doesn’t affect the first column, [s],! stays,
but having the largest number n in the first row increases all the b;(7)’s by 1. In other
words, if we let the formula for the SYT of shape (n — s — 1, 1%) be

Conora (1) — Z H a;(T 14! <1 + i qjtbj(T))
j=1

TeSYT((n—s—1,1%)) =1

then by adding the cell with n in the end of the first row, it changes to

n—1

Z [n—s =1 | | la:(T)]e - [s]q! (1 + Z C_Ijtbj(T)H)

TeSYT(n—s—1,1%) i=1

n—1

= Y st [l

TeSYT(n—s—1,1%) i=1

<1+Zq”tb <T> 1—t)]
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In terms of é(n—s—l,ls)a this can be expressed as
tln — s — 1]t@(n_5_1713)(q, H+1—t)[n—s— 1]t[8]q!é(n—s—l,ls)(0a t). (3.6)

By adding (3.5) and (3.6), we get the following recursive formula for é(n_57ls)(q, t):

G(n—s,ls)(Q> t) = q[s]qé(n—s,lsfl)(qa t) + t[n -5 1]té(n—s—1,ls)(Qa t)

+[8)N(Gnsas-1)(0,8) + (1 — "G (s-115(0, 1))
To compare this to the recursion of F,(q,t) (3.3), we do the transformation G, (q,t) =
g CNJM (t, %) and we get the recursion formula for G,,(g¢, )

G(s+171n—571)(q, t) = q[S]qG(&ln—sfl)(q, t) + [n — S — 1]tG(s+1,1"*5*2)(q7 t)
+[8]gH{G(s,n-5-11(0,8) + ("1 = 1)G g41,1n-5-2)(0, 1) }. (3.7)
We calculate the last two terms in (3.7).

Lemma 3.3.

—1
[S]q!{G(s’lnfsfl)(O, t) —+ (tn_s_l — 1)G(s+1’1n75—2)(0, t)} = [TL — S — 1]t'[5]q' (n )tn_s_l.

S

Proof. We use (3.4) and do the transformation G,(q,t) = ¢""WG,, <t, %) to calculate
G(s,1n-s-1)(0,t) and G(s41,1n-5-2)(0,t) when ¢ = 0. We have

G(&lnfsfl)(q, t) — [TL — S — 1]t!tn_8_l[s - ]_]q'
n—s+1 n—1

i — 1 . .
X Z R Z % (1 + qt—(n—s—]s—l) + .4 qs—lt—(n—l—jl—(s—2))) )
j1:2 jsflzjs—2+1
Then for G5 1n-s-1y(0,1), we get
n—s+1 n—1 [j 1]
n—s—1 17 Lt
Goan—s1y(0,t) = [n — s — 1,1t Yo Y Py
J1=2 Js—1=Js—2+1
n—s+1 [] 1] n—s+2 n—1
_ n—s—1 1
S Pk = S SR i
J1=2 Je=n1+1 Js—1=Jjs—2+1
n— s+1 .
[n_$_1|tnslz D=1 (n—s—j
= 2\ s =2
1=
— (i—1
_ e 14n—s—1 - —(n—1—1)
=[n—s—1t ; (s B 1)t

“me (1)
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Similarly, we get

n—1 .
11— 1\ .
G(s+1,1n7872)(07 t)y=[n—s-2]! Z ( )ﬁ—s—l.

Hence, S
[51¢H{Gs,an-0)(0,8) + (t”‘s‘1 — DG (ap1,1m-2)(0,)}
= [s]! { n—s—1] t'Z ( )t’ S L S | Q]t!gl (Z ; 1>tz~—s-1}
= [sl!fn — s = 1J;! {nzl (S B ‘i)t (- 1)2;1 (Z . 1)#—8—1}
oS B B ()

[l — s — 1] '( 1)# -1,

Thus the recursion formula for G),(¢, t) simplifies to

G(s+171n—571)(q, t) = q[S]qG(&ln—sfl)(q, t) + [n — S — 1]tG(s+1,1"*5*2)(Q7 t) (38)

Hn—s— 1]t![s]q!(” i 1)75“—8—1.

We compare two recursions (3.3) and (3.8), and confirm that F},(¢,t) and G,(q,t) both
satisfy the same recursion. Based on the fact that F(1)(¢,t) = G(1)(q,t), we conclude that
F,(g,t) = G,(q,t), which also implies F,(g,t) = G, (q,t). This finishes the proof. O

Remark 3.4. We can define a combinatorial construction for G, (g, t) directly

= ) Haz Jelpn — 14! <Zqﬂ 14 4 ‘“‘1> (3.9)

TESYT () i=1

where a;(T) is the number of rows of length equal to the length of the row of i in the
tableau obtained by removing all the entries j > ¢ from 7', and b;(7) counts the number
of cells in the first column in rows strictly above the cell (1, 1) with bigger numbers than
the element in the cell (1,75 + 1).

The main reason for applying the modification CNJM (q,t) = t"W G, (%, q) is because the
combinatorial construction for G,(q,t) does not give the recursion from the construction
directly.

Remark 3.5. This factorization form in the hook case was independently noticed by Morita
[Mor08, Proposition 13].
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4 Association with the Fillings

In this section, we find the correspondence between a group of fillings and one standard
Young tableau giving the same polynomial for the Hilbert series. In other words, we

construct a way of grouping permutations {oy,...,0x}, 0; € Sy, so that
k n p1—1
Z qan(u,Ui)tmaJ(MUi) _ H[ J(D)]e[p — 1 (Z qJ 1405 (T) 4 u1—1> (4.1)
i=1 =1

where T is a standard Young tableau of shape p and the right hand side is the polynomial
summed over SYT(u) in (3.9).

In Section 4.1, we introduce a grouping table as a way to construct a grouping of fillings
and we modify the Garsia-Procesi tree [GP92] so that we can find one standard Young
tableau corresponding to one group of fillings. This procedure will give a correspondence
satisfying (4.1).

4.1 Grouping Table

For the general hook of shape p = (s,1"7*), the way that we make the grouping table is the
following : we start by putting the numbers from 1 to n on the top of the table. We choose
s numbers between 1 and n — (k — 1) including 1 and n — (k — 1), where k changes from 1
ton—s+1. Say 1, ay,...,as_2,n— (k—1) are chosen. In the grouping table, we place x
marks under the numbers which are chosen and we place o under the unchosen ones. In
the next line, we place x marks under the numbers 2,a; +1,...,as o+ 1,n—(k—1)+ 1.
We keep making lines with the numbers increasing by 1 at a time until the largest number

—(k—1)4j becomes n, after repeating j times. Then this procedure will generate k lines
and these k lines are considered as one set which will correspond to one standard Young
tableau. We repeat this procedure in all possible (";If;l) ways, where 1 <k <n—s+1
and this completes the construction. Table 1 is an example of the grouping table for
w=(3,1,1), where n =5, s = 3.

Given one set of k lines in the grouping table, we read out the fillings in the following
way. In p = (s,1"%), we place the s chosen numbers in the first row and permute in all
possible ways, and put the n — s unchosen numbers in the first column above (1, 1) cell
and permute in all possible ways. Combining the separate fillings for the first row and
the first column (not including (1, 1) cell) gives one set of fillings. Repeat the same thing
with different choices if there are more than one line in one set. From one k-lined set, we
get k- s!(n — s)! fillings. For instance, in Table 1, from the first line

1 2 3 4 5
X X o o X

we get 12 different fillings

3] 3]
4 4
1 1

4] 4]
3 3
1 1

2[5] 512] 215] 512] 115] 511] 115] 5[1]
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O 0 X|0 X|0 X[X|X|X]|+
O X X|X Oo|X X|o|Oo|X|N
X X X|0o X|X o|Oo|X|Oo|w
X X 0O0[X X|0 X|[X]|O0]|O|H
X O O[X O|X O[X|X|X|ow

Table 1: The grouping table for = (3,1, 1).

4]
3
5[112]

4] 3] 3]
3 4 1
5 5 5

2[1] 112] 2[1]

An advantage of having the grouping table is that we do not have to calculate g™ (#¢)
xt®2i(oi) for all ¢;’s coming from one set of fillings, for we can read out the polynomial
in the right hand side of (4.1) directly from the grouping table. One k-lined set would

give
5 = 11,1l — sl 4] (Z qj—ltb“ﬁ) , (12)
j=1
where 7%’s are the chosen numbers in the last line of the set and b(r¥) is the number of

unchosen numbers which are bigger than 7% (or, number of o’s to the right of 7¥). Full
explanation for the proof of (4.2) is given in Proposition 4.3. We give the precise proof
that this result is exactly the right hand side of (4.1) in Proposition 4.2 and Proposition
4.3.

4.2 Modified Garsia-Procesi Tree

By using the grouping table, we can connect a group of fillings to a polynomial coming
from the combinatorial construction in (3.9) corresponding to one standard Young tableau.
Namely, we associate a SYT to a group of lines in the grouping table such that (4.2)
coincides with the right hand side of (4.1), for the corresponding SYT. However, it does
not explicitly determine what the corresponding standard Young tableau is. To specify
the described correspondence, we consider the Garsia-Procesi tree [GP92] that was used to
find the basis of certain graded S,, modules which has a character related to the Kostka-
Foulkes polynomials K),(t). Garsia and Procesi used their tree to find a basis of the
graded S,, module, but since we are calculating the Hilbert series, we just recall how we
construct the tree to find the Hilbert series. The Young diagram of p is the root of the
tree, and children are obtained by removing one corner square. We put multiple edges as
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many as the number of squares of arm 0 in the same column of the square to be removed.
We keep removing corner squares one at each level until only one square is left. Then we
assign appropriate weights on branches of the tree so that we get

S kb= S W)
)

AFn TeSYT(n

where Ky,(t) = K),(0,t) are the modified Kostka-Foulkes polynomials, fy is the number
of standard Young tableaux of shape A\, and W(T) is a polynomial which can be defined
as follows. Given a partition pu we assign a weight w(c) to each corner square ¢ according
to the following rule. If the coordinates of ¢ are (7, u;) and m is the multiplicity of y; in
p then w(c) = 7™ 4 ¢=mFL .. 4172 4 ¢i=1 " Finally, for a standard Young tableau T
we set W (T') equal to the product of the weights of each of its entries, here the weight of
entry s in 7T is taken to be the weight of the corner square containing s in the partition
obtained from the shape of T by removing all the squares containing entries bigger than
s. We give an example of the Garsia-Procesi tree for (2,1, 1) in Figure 2.

7N
.
{0 0 |

[ [ [

Figure 2: The Garsia-Procesi tree for p = (2,1, 1).

Then we get the Hilbert series as a sum of the following polynomials

3]
7]
w(IA) = (1+t+¢)(1 + 1),
4]
7]
w(dB) = (t +*)(1 + 1),
4]
3]
w(@Z]) = (¢t + £2)(¢)

which is the right hand side of (3.9) when ¢ = 0. The paths from the leaves can be
identified with standard Young tableaux of shape p. As we trace back the tree, we fill the
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added cell by 7, where ¢ changes from 1 to n. Noting that the Garsia-Procesi tree gives the
Hilbert series of M,, when ¢ = 0, we modify the tree so that we can recover g-statistics.
Given the polynomials of the form [s —1],![n— s]:![k]; (ijl qj_ltb(rf)> from the group
of fillings, we modify the Garsia-Procesi tree [GP92] and use it to find the corresponding
standard Young tableau. We modify the Garsia-Procesi tree as follows. The way of
putting multiple edges are the same to the construction of the original Garsia-Procesi
tree. The k-multiple edges would have the weight 1, ¢, ..., t*~1. For the g-statistics, in
the beginning of the tree, we put 0’s above the cells in the first row to the right of the
(1,1) cell. As we go down one branch in the tree, if a cell in the first column is removed,
then we increase the numbers above the first row by 1. And if a cell in the first row is
removed, the number above that removed cell will be fixed. For the running example of
w=(3,1,1), the modified Garsia-Procesi tree is given in the Figure 3. In the last leaves

|—=
/
[\»}
=
=
N

mu S el

[y
D

L)

0 10 20 11 21
[ [ [ [ [

~
O -
—

-
1)
1)

Figure 3: The modified Garsia-Procesi tree for p = (3,1, 1).

of the tree, we compare the fixed s — 1 many numbers reading from left to right which
were above the first row (to the right of (1,1) cell) to b(ry),...,b(rs—1). The leaf having
b(r1),...,b(rs_1) to the right is the starting point for constructing the standard tableau
and we trace back the tree. We put 1 in the starting leaf and follow up the path and put
2 in the added cell. We fill the tableau as we trace back up the tree putting the next
element in the added cell. For example, from the first line of the grouping table in Table
1 we get the polynomial
1+ 861+ q)(# +qt* + ¢*).

We look for b(ry),b(r2) = 2,2 in the bottom leaves of Figure 3 which is the right end leaf
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and as we trace back the tree, we fill the diagram with numbers from 1 ton =5 :

1
1 — [112] — [112[3] — [11213] —

[5]
4
1

2[3]

The final tableau is the corresponding standard Young tableau which gives the same
polynomial by the combinatorial construction in (3.9).

Remark 4.1. We can find the polynomials for the Hilbert series corresponding to standard
Young tableaux by just considering the modified Garsia-Procesi tree. We start from one
last leaf in the bottom of the tree. The numbers to the right of the cell (the last leaf in the
tree) give b(r1), ..., b(rs_1) from left to right which makes the factor (Zj;} ¢ YD) 4 go).
We trace back the tree and pick up the weights on the paths. If there are multiple edges
with weights 1,¢,...,t*, then we pick up (1 +¢+ --- +t¥) from that path. We multiply
the contributions along the path from the bottom to top of the tree and multiply [s],!
then this gives one polynomial corresponding to one standard Young tableau.

For instance, from the right end path in Figure 3, we get (t> +qt> +¢*)-1-1-1-(1+1)
and we multiply [2];! = (1 + ¢) and get

(L+ )1+ q) (£ + qt* + ¢°).

We give the proof that the grouping table and the modified Garsia-Procesi tree give a
bijection between sets of fillings and standard Young tableaux of shape u. We first prove
that the grouping table gives the Hilbert series of Garsia-Haiman modules.

Proposition 4.2. The grouping algorithm generates all the n! fillings of .

Proof. By the construction the grouping table, we do not count the same filling multiple
times, so we only need to check that the number of fillings that are counted in the grouping
table is n!. From the permutations on the first column and the first row not including
(1,1) we count (s—1)!(n—s)!. In the grouping table, there are (" Ifz ") many k-lined sets
and in each line there are s different choices for the element in the cell (1,1). We add
them up to get the number of fillings that the grouping table counts :

n—s+1 n—k—1 n—s+1 n—k—1
— — — | —
s(s—1)l(n—ys) Zk‘( ) sl(n —s) Zk‘( s—9 )

Therefore, we want to show the following identity

() nflk(”_ _1). (4.3)

Note the known identity
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Then, by applying (4.4) twice, the right hand side of (4.3) becomes

n—s+1 n—k—1 n—s+1ln—s+1 n—k—1
Zk( 5 —2 ):Z Z( 5—2)

Il
3
s I
vy
t
1
3
IIMI
=
AN
N\
V)
| .
[\)
~_
| I |
I
3
|
vy
+t
VRS
w3
[
=y
~_

which is the left hand side of (4.3). This shows that we considered all n! possible fillings,
hence the grouping table gives the Hilbert series of M,,. O

In Proposition 4.2 we confirm that the grouping table gives the Hilbert series of M,,.
In the following proposition, we show that each k-lined set in the grouping table, for
k<1< n-—s+1,gives the set of fillings corresponding to one standard Young tableau.

Proposition 4.3. The identity (4.1) holds, where the left hand side is determined by
the grouping algorithm, and the SYT T in the right hand side is given by the modified
Garsia-Procesi tree.

Proof. We show that if we add up all the terms ¢™(#o)¢mailtoi) for g,’s coming from
one k-lined set of the grouping table, we get a polynomial of the type [\, [a;(T)][s —
1],! (ij ¢ 1t (M) +qs_1> for a standard Young tableau T of shape p where p =
(s,1™7*), which is the right hand side of (4.1).

Recall the way that we get the fillings from one set of the grouping table. First, we place
s chosen numbers in the first row in all possible ways, and n — s unchosen numbers in the
first column above the (1,1) cell in all possible ways and combine them to get all possible
fillings. We note the following fact first.

Lemma 4.4. For a given n + 1 numbers {o1,..., 0k, k,Ops1,-.., 00}, 01 < 03 < -+ <
o < k < opy1 < -+ < 0, we consider all the possible fillings for one column tableaw
(1YY with permutations of {o1,...,0k, Ors1,...,0n} firing k in the bottom (1,1) cell.
Then we have
> ) =], (4.5)
oc€Sn
kin (1,1) cell

Note that n — k is the number of elements which are bigger than k in the (1,1) cell.

Proof. Without considering k in the bottom cell, for the permutations o € S,, of n numbers
{01, Ok Okgts 5 00}y D e, tmai(?) = [n],! which is known by Stanley [Sta99, p.364].
We prove (4.5) by induction. If n = 1, then, If oy < k, then it doesn’t contribute any maj
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statistic, and if o; > k, then it gives 1 to the maj, so ™) =t = ¢[1],.

We assume that (4.5) holds for u = (1"). We calculate >°  ,cs, ™) by varying the
kin (1,1) cell
number which comes right above &k in the bottom cell. If oy is right above k, then it does

not contribute to maj, and by the induction hypothesis,

> ) = 1L,

o€S,_1,01€(2,1)
kin (1,1) cell

k doesn’t contribute any maj if we vary the numbers in the cell (2,1) within {0y, ..., 04},
and the exponent of ¢ multiplied to [n — 1];! decreases by 1 as o; increases. Now, if o4
comes in the cell (2,1), then o441 and k will make a descent and so oy gives n to maj.

So,
2 tmaj(o) _ t2n—k—1[n . 1]1&'
0E€Sy_1,0441€(2,1)
kin (1,1) cell
As o; changes in {oxy1,...,0,}, 0; and k make a descent so o; contributes n, and the

exponent of t decreases by 1 as o; increases. Finally, we add up all possible cases, and get

D e O e e e e R )

o€Sn
kin (1,1) cell

=" — (LAt T R
= t"*n — 1]![n); = " *[n],!.

O

Since the major and inversion statistics are equidistributed over the symmetric group
[Mac13], we have that
Z qinV(U) = [8 - 1][1!-

oESs_1

Thus, the permutations of s — 1 elements in the first row not including the (1, 1) cell give
[s —1],! factor, and the permutations of n — s elements in the first column above the (1, 1)
cell give [n — s];! factor. So summing up ¢™Vo:)$maileed) for g;’s coming from one line
of the grouping table gives ¢*")#""3)[n — s];![s — 1],!, where r,’s are the chosen numbers,
r <1y <---<rg and a(r;) and b(r;) are determined by the element r; in the (1,1) cell
as follows. In the grouping table, a(r;) counts the number of chosen numbers strictly less
than 7; (or, number of x’s to the left of r;) since r; makes an inversion triple with those
numbers, and b(r;) counts the number of unchosen numbers strictly bigger than r; (or,
the number of o’s to the right of r;) which is the contribution to maj by r; by Lemma
4.4. Notice that by the way of constructing the k-lines sets in the grouping table, all lines
in the same set share the factor (_7_, q*")) and b(r;)’s uniformly decrease by 1 as line
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goes down. In other words, if we let 7%, r{ < --- < rl be the chosen numbers in the ;"
line in one k-lined set, then

an(rﬁ‘)) = Zq“(”?), forany 1 <p,qg <k

and
b(r )—1+b(p+1), forlgpgk—l,lgjgs.

Also, notice that a(rj) = j —1for any 1 < ¢ < k by the construction of the grouping
table. Hence, summing up qmv(“’”l)tmaJ(“"” for all 0;’s coming from one set of fillings gives
(4.2) where the r s, < -o- <1k oare the chosen numbers in the last line of one k-lined
set. Since r¥’s are in the last hne of one set, r¥ = n and this gives b(r¥) = 0. So (4.2) is

equal to
[n — s]d[s — 1], (Z ¢ ) (4.6)

Note that there are ("j;l) many k-lined sets in the grouping table.

Now we find a standard Young tableau which could have (4. 6) as a result the com-
binatorial calculation as defined in (3.9). Given a sequence of b(r¥)’s, j = 1,. -1,

U —s—k+1

(@51

T= 1 k+1 ‘/51""‘55—2‘

consider a standard Young tableau T of a shape pu = (s,1"*) with the filling a,, 511 >
> >k>k—1>--->2>1<k+4+1<---<f <- - < fBs9, reading from the
top to bottom, from left to right in the same row, such that

b(’f’]f):‘{OéilOéi>]€+1,1
b(’f’f)z ‘{OziIOéi >6j71 <1

Then by the choice of the filling of T',

i<n—s—k+1},
n—

<
< s—k+1}, for2<j<s—1.

n

[Tla(m))e =[] > - x [K]e x [K]e x -+ x [n— s}, = [n — s ![K],,

i=1
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Hence,

= [n — s]![k]e][s — 1], <Z ¢ “1_1) :
n—k—1

Since there are ( s ) choices for the numbers (aq, ..., 0 s gy1;01,- .., 3s—2) for the
filling of a standard tableau T" of shape u = (s,1"~%), for each k-lined set in the grouping
table, we can find one and only one standard Young tableau satisfying (4.7). This finishes
the proof. O

5 Haglund Basis

It is worth of noting that we can realize the Haglund basis [ARRO8, Corollary 1.7] of
M,, by extending the grouping table. Adin, Remmel and Roichman [ARRO8] studied
the Garsia-Haiman Modules for hook shapes and found several bases of the modules
including the Haglund basis. The construction of the Haglund basis is based on the
combinatorial interpretation of Haglund, Haiman and Loehr [HHLO5] for the modified
Macdonlad polynomials.

The decent set of a permutation m € .S,, is

Des(m) :={i: mw(i) > 7(i +1)}.
For every integer 1 < k < n and permutation 7 € S, define

|Des(m) N{d,....,k—1}], if1<i<Ek;
dgk)(w) =< 0, if i = k; :
|Des(m) N {k,...,i—1}], ifk<i<n
ljri<j<kandn(i)>wn(y)}, ifl<i<k;
invgk)(ﬂ) =4 0, if i = k;
|{] k<j<iandnw(j) >n(i)}, ifk<i<n
Then the (n — s + 1) Haglund monomial is defined by

(n s+1) . Hx H y;n(:

i=n—s+2
Theorem 5.1. [ARR0S] {c(" ) re Sy} forms a basis for the Garsia-Haglund module
M(an s)

d(n -5+1) (n— -5+1)
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We extend the grouping table by specifying the element placing in the (1,1) cell
to construct the Haglund monomial basis. We consider one line in the grouping table
and let ¢ be one of the chosen numbers which comes in the (1,1) cell, and rq,..., 75 1,
ry < --- < rs_1, be the rest of the chosen numbers, and p1,...,p,_s, p1 < -+ < Pn_s, be
the unchosen numbers. Then

([n - S]l‘pnfs ) [n -5 1]1’1)”7571 U [1]%1 ) f[ IPiX(pi > C))

X ([3 - l]yr-l [s = ]']yr'g T [l]yr-s,l : ﬁme(ﬁ' < C)) )

where x(Q) = 1if @ is true and x(Q) = 0 if Q is false, gives (n—s)!(s—1)! monomial basis
elements for M, 1n—<) which correspond to {1} for all s corresponding to the filings
coming from one line of the grouping table. Note that since each line has s choices for the
element ¢ in the (1, 1) cell, each line of the grouping table gives (n—s)!(s—1)ls = (n—s)!s!
monomial elements, and there are k lines on one k-lined set, and there are ("g_; ) many
k-lines sets, for 1 < k < n — s+ 1, by the calculation in the proof of Proposition 4.2 we
can see that we get n! monomial basis elements by this construction.

For instance, in the grouping table of u = (3,1, 1), Table 1, the first line

1 2 3 4 5
X X o o X

gives

(14 x4)z3zy - (14+1y2)  when 1 comes in the (1, 1) cell,
(1+x4)x3xy- (1 4+ y2)yn  when 2 comes in the (1,1) cell, and

(I+x4) - (1 4+ y2)yay2  when 5 comes in the (1,1) cell.
We can check that these are consistent with {a,&"‘s“’} where 7’s are the permutations
corresponding to the fillings coming from the line x x o o x of the grouping table. The
checking is straightforward since both constructions are based on the same combinatorial
formula of Haglund, Haiman and Loehr [HHLO05] for the Macdonald polynomials.

6 Generalization to a general shape u

In this section, we are to discuss the challenges of extending the combinatorial construction
for the Hilbert series of Garsia-Haiman modules to arbitrary shapes. We recall that in
Section 2.3, when ¢ = 0 the Hilbert series becomes

Fo0) = e 3 rle), (61)
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and this gives the combinatorial construction of

n

Gu0.)= 3 Tl (6.2)

TeSYT(u') i=

when ¢ = 0. Since (2.2) is true for general shape of p, by (6.1), the Hilbert series of M,
for any shape of u would have the form in (6.2) when ¢ = 0.

Hence, the natural thing to ask is whether one can find a similar combinatorial con-
struction for the Hilbert series of M), for general 1i’s as a sum over standard Young tableaux
of shape p which is consistent with (6.1) and (6.2) when ¢ = 0.

Ezample 6.1. When p = (3,2) (or ¢/ = (2,2,1)), the Hilbert series could be expressed as
a sum of factorized polynomials in the second column of the Table 2.

SYT (') Hilbert series F,(q, )
5] [
214 35
13 1121 A +8)(1+q)*(1+q+q¢%), (1+t)(1+¢)*(1 + qt + ¢*t)
(4] (3]
2151 25
113 T4 | (1+qg) (14 ¢)(1+q+¢*), (1+q)(1+q) 1+ qt+ ¢*t)
B
314
12 (1+6)2(1+q)*(1+q+¢%)

Table 2: The Hilbert series for u/ = (2,2,1)

The standard Young tableaux in the first column of the Table 2 are the possible
standard Young tableaux corresponding to the polynomials in the right hand side, which
are consistent with the combinatorial construction [[;_,[a;(T)]:, where T € SYT(x/), as
defined in (3.1) when ¢ = 0. Even though it seems that F32y(g,¢) can be expressed as
a sum of factorized polynomials over standard Young tableaux of shape (3,2)" = (2,2,1),
we haven’t been successful to find the appropriate g-statistics.
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