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Abstract

In this paper, we settle Alspach’s problem in the case of Hamilton cycles and 5-
cycles; that is, we show that for all odd integers n ≥ 5 and all nonnegative integers
h and t with hn + 5t = n(n − 1)/2, the complete graph Kn decomposes into h
Hamilton cycles and t 5-cycles and for all even integers n ≥ 6 and all nonnegative
integers h and t with hn+5t = n(n−2)/2, the complete graph Kn decomposes into
h Hamilton cycles, t 5-cycles, and a 1-factor. We also settle Alspach’s problem in
the case of Hamilton cycles and 4-cycles.

1 Introduction

In 1981, Alspach [5] posed the following problem: Prove there exists a decomposition of
Kn (n odd) or Kn−I (n even) into cycles of lengths m1, m2, . . . , mt whenever 3 ≤ mi ≤ n
for 1 ≤ i ≤ t and m1 + m2 + · · · + mt = n(n − 1)/2 (number of edges in Kn) or
m1 + m2 + · · · + mt = n(n − 2)/2 (the number of edges in Kn − I). Results of Alspach,
Gavlas, and Šajna [6, 32] settle Alspach’s problem in the case that all the cycle lengths
are the same, i.e., m1 = m2 = · · · = mt = m. The problem has attracted much interest
and has also been settled for several cases in which a small number of short cycle lengths
are allowed [3, 4, 9, 25, 26, 31]. Two surveys are given in [12, 18].

In [19], Caro and Yuster settle Alspach’s problem for all n ≥ N(L) where L =
max{m1, m2, . . . , mt} and N(L) is a function of L which grows faster than exponen-
tially. In [8], Balister improved the result of Caro and Yuster by settling the problem
for all n ≥ N, where N is a very large constant given by a linear function of L and the
longest cycle length is less than about n

20
. In [16], Bryant and Horsley show that there

exists a sufficiently large integer N such that for all odd n ≥ N , the complete graph
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Kn decomposes into cycles of lengths m1, m2, . . . , mt with 3 ≤ mi ≤ n for 1 ≤ i ≤ t if
and only if m1 + m2 + . . . + mt = n(n − 1)/2. Bryant and Horsley also show that for
any n, if all the cycle lengths are greater than about half n [15], or if the cycle lengths
m1 ≤ m2 ≤ · · · ≤ mt are less than about half n with mt ≤ 2mt−1 [16], then the decom-
positions exist as long as the obvious necessary conditions are satisfied. In [14], Bryant
and Horsley prove the existence of decompositions of Kn for n odd into cycles for a large
family of lists of specified cycle lengths, settling the problem in about 10% of the possible
cases.

In [17], Bryant and Maenhaut settle Alspach’s problem in the case that the cycle
lengths are the shortest and longest possible, that is, decomposing Kn or Kn − I into
triangles and Hamilton cycles. It turns that it is not too difficult to solve Alspach’s
problem in the case that the cycles lengths are four and n, and we include a proof of this
result in this paper for completeness (see Theorem 4.1). It is, however, more difficult to
settle Alspach’s problem in the case that the cycles lengths are five and n, and thus that
is our main result. This problem was solved in [16] for very large odd n; here we solve it
for all n. The following theorem is the main result of this paper.

Theorem 1.1

(a) For all odd integers n ≥ 5 and nonnegative integers h and t, the graph Kn can be
decomposed into h Hamilton cycles and t 5-cycles if and only if hn+5t = n(n−1)/2.

(b) For all even integers n ≥ 6 and nonnegative integers h and t, the graph Kn can
be decomposed into h Hamilton cycles, t 5-cycles, and a 1-factor if and only if
hn + 5t = n(n − 2)/2.

Other authors have considered the problem of decomposing the complete graph into
m-cycles and some other subgraph or subgraphs. In [24], for m ≥ 3 and k odd, El-Zanati
et al. decompose K2mx+k into k−1

2
Hamilton cycles and m-cycles (except in the case that

k = 3 and m = 5). In [27], Horak et al. decompose Kn into α triangle factors (a 2-factor
where each component is a triangle) and β Hamilton cycles for several infinite classes of
orders n. In [30], Rees gives necessary and sufficient conditions for a decomposition of
Kn into α triangle factors and β 1-factors. In [22, 34], the authors consider the problem
of finding the total number of triangles in 2-factorizations of Kn. In [1, 23], the problem
of finding the total number of 4-cycles in 2-factorizations of Kn or Kn − I is considered.
In [2], Adams et al. found necessary and sufficient conditions for a decomposition of the
complete graph into 5-cycle factors and 1-factors. In [11], Bryant considers the problem
of finding decompositions of Kn into 2-factors in which most of the 2-factors are Hamilton
cycles and the remaining 2-factors are any specified 2-regular graphs on n vertices.

Our methods involve circulant graphs and difference constructions. In Section 2, we
give some basic definitions while the proof of Theorem 1.1 is given in Section 4. In Section
3, decompositions of specific circulant graphs are given which will aid in proving our main
result.
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2 Definitions and Preliminaries

For a positive integer n, let [1, n] denote the set {1, 2, . . . , n}. Throughout this paper,
Kn denotes the complete graph on n vertices, Kn − I denotes the complete graph on n
vertices with the edges of a 1-factor I (a 1-regular spanning subgraph) removed, and Cm

denotes the m-cycle (v1, v2, . . . , vm). An n-cycle in a graph with n vertices is called a
Hamilton cycle. A decomposition of a graph G is a set {H1, H2, . . . , Hk} of subgraphs of
G such that every edge of G belongs to exactly one Hi for some i with 1 ≤ i ≤ k.

For x 6≡ 0 (modn), the modulo n length of an integer x, denoted |x|n, is defined to be
the smallest positive integer y such that x ≡ y (mod n) or x ≡ −y (mod n). Note that
for any integer x 6≡ 0 (modn), it follows that |x|n ∈ [1, ⌊n

2
⌋]. If L is a set of modulo n

lengths, the circulant graph 〈L〉n is the graph with vertex set Zn, the integers modulo n,
and edge set {{i, j} | |i − j|n ∈ L}. Observe that Kn

∼= 〈[1, ⌊n
2
⌋]〉n. An edge {i, j} in a

graph with vertex set Zn is called an edge of length |i − j|n.
Let n > 0 be an integer and suppose there exists an ordered m-tuple (d1, d2, . . . , dm)

satisfying each of the following:

(i) di is an integer for i = 1, 2, . . . , m;

(ii) |di|n 6= |dj|n for 1 ≤ i < j ≤ m;

(iii) d1 + d2 + · · · + dm ≡ 0 (mod n); and

(iv) d1 + d2 + · · · + dr 6≡ d1 + d2 + · · ·+ ds (mod n) for 1 ≤ r < s ≤ m.

Then (0, d1, d1 + d2, . . . , d1 + d2 + · · · + dm−1) is an m-cycle in the graph
〈{|d1|n, |d2|n, . . . , |dm|n}〉n and {(i, i + d1, i + d1 + d2, . . . , i + d1 + d2 + · · · + dm−1) | i =
0, 1, . . . , n − 1} is a decomposition of 〈{|d1|n, |d2|n, . . . , |dm|n}〉n into m-cycles, where all
entries are taken modulo n. An m-tuple satisfying (i)-(iv) is called a modulo n differ-
ence m-tuple, it corresponds to the starter m-cycle (0, d1, d1 + d2, . . . , d1 + d2 + . . . +
dm−1), it uses edges of lengths |d1|n, |d2|n, . . . , |dm|n, and it generates a decomposition of
〈{|d1|n, |d2|n, . . . , |dm|n}〉n into m-cycles. A modulo n m-cycle difference set of size t, or
an m-cycle difference set of size t when the value of n is understood, is a set consisting of t
modulo n difference m-tuples that use edges of distinct lengths ℓ1, ℓ2, . . . , ℓtm; the m-cycles
corresponding to the difference m-tuples generate a decomposition of 〈{ℓ1, ℓ2, . . . , ℓtm}〉n
into m-cycles. Difference m-tuples are studied in [13] where necessary and sufficient con-
ditions are given for a partition of the set [1, mt], where m ≥ 3 and t ≥ 1, into t difference
m-tuples. In this paper, we will use difference triples to construct difference 5-tuples.
Difference triples have been studied extensively and can be constructed from Langford
sequences.

A Langford sequence of order t and defect d is a sequence L = (ℓ1, ℓ2, . . . , ℓ2t) of 2t
integers satisfying the conditions

(L1) for every k ∈ [d, d + t − 1] there exists exactly two elements ℓi, ℓj ∈ L such that
ℓi = ℓj = k, and
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(L2) if ℓi = ℓj = k with i < j, then j − i = k.

A hooked Langford sequence of order t and defect d is a sequence L = (ℓ1, ℓ2, . . . , ℓ2t+1) of
2t + 1 integers satisfying conditions (L1) and (L2) above and

(L3) ℓ2t = 0.

Simpson [33] gave necessary and sufficient conditions for the existence of a Langford
sequence of order t and defect d.

Theorem 2.1 (Simpson [33]) There exists a Langford sequence of order t and defect d if
and only if

(1) t ≥ 2d − 1, and

(2) t ≡ 0, 1 (mod 4) and d is odd, or t ≡ 0, 3 (mod 4) and d is even.

There exists a hooked Langford sequence of order t and defect d if and only if

(1) t(t − 2d + 1) + 2 ≥ 0, and

(2) t ≡ 2, 3 (mod 4) and d is odd, or t ≡ 1, 2 (mod 4) and d is even.

A Langford sequence or hooked Langford sequence of order t can be used to construct
a 3-cycle difference set of size t using edges of lengths [d, d+3t−1] or [d, d+3t]\{d+3t−1}
respectively, providing a decomposition of 〈[d, d + 3t − 1]〉n for all n ≥ 2(d + 3t − 1) + 1
or 〈[d, d + 3t] \ {d + 3t− 1}〉n for n = 2(d + 3t− 1) + 1 and for all n ≥ 2(d + 3t) + 1 into
3-cycles.

Notice that if (d1, d2, . . . , dm) is a modulo n difference m-tuple with d1+d2+. . .+dm =
0, not just d1 + d2 + . . . + dm ≡ 0 (modn), then (d1, d2, . . . , dm) is a modulo w difference
m-tuple for all w ≥ M/2+1 where M = |d1|+ |d2|+ · · ·+ |dm|. In the literature, difference
triples obtained from Langford sequences (and hooked Langford sequences) are usually
written (a, b, c) with a + b = c. However, as it is more convenient for extending these
ideas to difference m-tuples with m > 3, we will use the equivalent representation with c
replaced by −c so that a + b + c = 0.

In this paper, we are interested in 5-cycle difference sets that are of Langford type.
For 5-cycle difference sets, we will partition the set [5, 5t + 4] into a 5-cycle difference set
of size t if t ≡ 0, 3 (mod 4) or the set [5, 5t + 5] \ {5t + 4} into a 5-cycle difference set of
size t if t ≡ 1, 2 (mod 4).

Lemma 2.2 Let t ≥ 1 be an integer.

(1) The set [5, 5t+4] can be partitioned into a 5-cycle difference set of size t if and only
if t ≡ 0, 3 (mod 4).

(2) The set [5, 5t + 5] \ {5t + 4} can be partitioned into a 5-cycle difference set of size t
if and only if t ≡ 1, 2 (mod 4).
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Proof. If t ≡ 1, 2 (mod 4), then 5 + 6 + · · · + (5t + 4) is odd and hence it follows
that no partition of [5, 5t + 4] into a 5-cycle difference set of size t exists. Similarly, if
t ≡ 0, 3 (mod 4), then 5 + 6 + · · · + (5t + 3) + (5t + 5) is odd and thus no partition of
[5, 5t + 5] \ {5t + 4} into a 5-cycle difference set of size t exists. Hence, it remains to
partition the set [5, 5t + 4] into a 5-cycle difference set of size t if t ≡ 0, 3 (mod 4) and to
partition the set [5, 5t+5]\{5t+4} into a 5-cycle difference set of size t if t ≡ 1, 2 (mod 4).

For t = 1, the required difference 5-tuple is (5,−8, 7, 6,−10). For t = 2, the required
set of difference 5-tuples is {(5,−8, 9, 6,−12), (7,−13, 11, 10−15)}. For t = 3, the required
set of difference 5-tuples is {(5,−8, 9, 6,−12), (10,−17, 15, 11,−19), (7,−16, 14, 13,−18)}.
For t = 4, the required set of difference 5-tuples is

{(5,−10, 9, 17,−21), (6,−15, 13, 18,−22), (7,−14, 11, 19,−23), (8,−16, 12, 20,−24)}.

Hence, we may assume t ≥ 5. The proof now splits into four cases depending on the
congruence class of t modulo 4.

Case 1. Suppose that t ≡ 0 (mod 4). By Theorem 2.1, there exists a Langford sequence
of order t and defect 3, and let {(ai, bi, ci) | 1 ≤ i ≤ t} be a set of t difference triples
using edges of lengths [3, 3t + 2] constructed from such a sequence. Note that the set
[3t+5, 5t+4] consists of t consecutive odd integers and t consecutive even integers. Thus,
partition the set [3t + 5, 5t + 4] into t pairs {di, di + 2} for i = 1, 2, . . . , t.

Case 2. Suppose that t ≡ 3 (mod 4). Note that we may assume t ≥ 7. By Theorem
2.1, there exists a hooked Langford sequence of order t and defect 3, and let {(ai, bi, ci) |
1 ≤ i ≤ t} be a set of t difference triples using edges of lengths [3, 3t + 3] \ {3t + 2}
constructed from such a sequence. Note that the set [3t + 4, 5t + 4] \ {3t + 5} consists of
t+1 consecutive odd integers and t− 1 consecutive even integers. Thus, partition the set
[3t + 4, 5t + 4] \ {3t + 5} into t sets {di, di + 2} for i = 1, 2, . . . , t.

Case 3. Suppose that t ≡ 1 (mod 4). Note that we may assume t ≥ 5. By Theorem 2.1,
there exists a Langford sequence of order t and defect 3, and let {(ai, bi, ci) | 1 ≤ i ≤ t}
be a set of t difference triples using edges of lengths [3, 3t + 2] constructed from such a
sequence. Note that the set [3t + 5, 5t + 5] \ {5t + 4} consists of t + 1 consecutive even
integers and t−1 consecutive odd integers. Thus, partition the set [3t+5, 5t+5]\{5t+4}
into t sets {di, di + 2} for i = 1, 2, . . . , t.

Case 4. Suppose that t ≡ 2 (mod 4). Note that we may assume t ≥ 6. By Theorem
2.1, there exists a hooked Langford sequence of order t and defect 3, and let {(ai, bi, ci) |
1 ≤ i ≤ t} be a set of t difference triples using edges of lengths [3, 3t + 3] \ {3t + 2}
constructed from such a sequence. Note that the set [3t + 4, 5t + 5] \ {3t + 5, 5t + 4}
consists of t consecutive odd integers and t consecutive even integers. Thus, partition the
set [3t + 4, 5t + 5] \ {3t + 5, 5t + 4} into t sets {di, di + 2} for i = 1, 2, . . . , t.

For each congruence class of t ≥ 5 modulo 4, let X = [xi,j ] be the t × 5 array such
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that

X =











a1 + 2 c1 − 2 b1 + 2 d1 −(d1 + 2)
a2 + 2 c2 − 2 b2 + 2 d2 −(d2 + 2)

...
...

...
...

...
at + 2 ct − 2 bt + 2 dt −(dt + 2)











.

Construct the required set of t difference 5-tuples from the rows of X using the ordering
(xi,1, xi,2, xi,4, xi,3, xi,5) for i = 1, 2, . . . , t.

In decomposing Kn or Kn−I into Hamilton cycles and 5-cycles, the most difficult case
is when 5 | n, and we use m-extended Langford sequences. For an integer m ≥ 1, an m-
extended Langford sequence of order t and defect d is a sequence ELm = (ℓ1, ℓ2, . . . , ℓ2t+1)
of 2t + 1 integers satisfying (L1) and (L2) above, and

(E1) ℓm = 0.

Clearly, a m-extended Langford sequence of order t and defect d provides a 3-cycle
difference set of size t using edges of lengths [d, d+3t]\{d−1+t+m}. A hooked m-extended
Langford sequence of order t and defect d is a sequence HELm = (ℓ1, ℓ2, . . . , ℓ2t+2) of 2t+2
integers satisfying conditions (L1), (L2), and (E1) above, and

(E2) ℓ2t+1 = 0.

A hooked m-extended Langford sequence of order t and defect d provides a 3-cycle dif-
ference set of size t using edges of lengths [d, d + 3t + 1] \ {d − 1 + t + m, d + 3t}. The
following theorem provides necessary and sufficient conditions for the existence of m-
extended Langford sequences with defect 1 [7] and defect 2 [29], and hooked m-extended
Langford sequences with defect 1 [28] (as a consequence of a more general result).

Theorem 2.3 (Baker [7], Linek and Jiang [28], Linek and Shalaby [29]) For m ≥ 1,

• an m-extended Langford sequence of order t and defect 1 exists if and only if m is
odd and t ≡ 0, 1 (mod 4), or m is even and t ≡ 2, 3 (mod 4);

• an m-extended Langford sequence of order t and defect 2 exists if and only if m is
odd and t ≡ 0, 3 (mod 4), or m is even and t ≡ 1, 2 (mod 4); and

• a hooked m-extended Langford sequence of t and defect 1 exists if and only if m is
even and t ≡ 0, 1 (mod 4), or m is odd and t ≡ 2, 3 (mod 4).

3 Decompositions of Some Special Circulant Graphs

In this section, we decompose some special circulant graphs into various combinations
of 5-cycles and Hamilton cycles. These decompositions will be used to prove our main
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result. Our first few lemmas concern the decomposition of certain circulant graphs into
Hamilton cycles.

In [10], Bermond et al. proved that any 4-regular connected Cayley graph on a finite
abelian group can be decomposed into two Hamilton cycles. Note that 〈{s, t}〉n is a
connected 4-regular graph if s, t < n

2
and gcd(s, t, n) = 1. We will need the following

special case of their result.

Lemma 3.1 (Bermond, Favaron, Mahéo [10]) For integers s, t, and n with s < t < n
2

and gcd(s, t, n) = 1, the graph 〈{s, t}〉n can be decomposed into two Hamilton cycles.

In [20, 21], Dean established the following result for 6-regular connected circulant
graphs.

Lemma 3.2 (Dean [20, 21]) For integers r, s, t, and n with r < s < t < n
2
, gcd(r, s, t, n) =

1, and either n is odd or gcd(x, n) = 1 for some x ∈ {r, s, t}, the graph 〈{r, s, t}〉n can be
decomposed into three Hamilton cycles.

Using the previous two lemmas, we obtain the following result, whose proof is very
similar to the corresponding result in [17]. Note that when n is even, the graph 〈{n

2
−

2, n
2
}〉n may be disconnected.

Lemma 3.3

(1) For each odd integer n ≥ 5 and each integer x with 1 ≤ x ≤ n−1
2

, the graphs
〈[x, n−1

2
]〉n and 〈[x, n−1

2
] \ {x + 1}〉n decompose into Hamilton cycles.

(2) For each even integer n ≥ 6 and

(a) for each integer x with 1 ≤ x ≤ n
2
− 1, the graph 〈[x, n

2
]〉n decomposes into

Hamilton cycles and a 1-factor; and

(b) for each integer x with 1 ≤ x ≤ n
2
−3, the graph 〈[x, n−1

2
]\{x+1}〉n decomposes

into Hamilton cycles and a 1-factor.

Proof. Suppose first n ≥ 5 is an odd integer and let x be an integer such that 1 ≤ x ≤
n−1

2
. By Lemmas 3.1 and 3.2, the result will follow if we partition each set [x, n−1

2
] and

[x, n−1
2

]\ {x+1} into a combination of singletons {s} with gcd(s, n) = 1, pairs {s, t} with
gcd(s, t, n) = 1, and triples {r, s, t} with gcd(r, s, t, n) = 1. Before continuing, note that
gcd(n−1

2
, n) = 1.

First, let D = [x, n−1
2

]. Partition D into consecutive pairs if |D| is even or into
consecutive pairs and the set {n−1

2
} if |D| is odd. Next, let D = [x, n−1

2
] \ {x + 1}. If |D|

is odd, then partition D into {x, x + 2, n−1
2
} and consecutive pairs. If |D| is even, then

partition D into {x, n−1
2
} and consecutive pairs.

Now let n ≥ 6 be an even integer. In this case, we seek to decompose the desired
graph into Hamilton cycles and a 1-factor. In most cases, the 1-factor will be the graph
〈{n

2
}〉n; however, we will also need to decompose the graph 〈{n

2
− 1, n

2
}〉n into a Hamilton
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cycle and 1-factor. If n ≡ 0 (mod 4), then gcd(n
2
− 1, n) = 1 so that 〈{n

2
− 1}〉n is a

Hamilton cycle and 〈{n
2
}〉n is a 1-factor. If n ≡ 2 (mod 4), then 〈{n

2
− 1, n

2
}〉n ∼= Cn

2
×K2,

which clearly has a Hamilton cycle whose removal leaves a 1-factor. Thus, when n is
even, the result will follow by the previous observation and Lemmas 3.1 and 3.2 if we
partition the set [x, n

2
] or the set [x, n

2
] \ {x+1} into a combination of singletons {s} with

gcd(s, n) = 1, pairs {s, t} with gcd(s, t, n) = 1, and triples {r, s, t} with gcd(r, s, t, n) = 1
and gcd(x, n) = 1 for some x ∈ {r, s, t}, and possibly {n

2
− 1, n

2
} or {n

2
}.

Let x be an integer with 1 ≤ x ≤ n
2
−1 and let D = [x, n

2
]. Partition D into consecutive

pairs if |D| is even (necessarily including the set {n
2
− 1, n

2
}) or into consecutive pairs and

{n
2
} if |D| is odd.
Next, let x be an integer with 1 ≤ x ≤ n

2
− 3 and let D = [x, n

2
] \ {x + 1}. Observe

that |D| = n
2
− x ≥ 3. Suppose first that |D| is even. Thus n

2
and x are either both even

or both odd and, since |D| ≥ 4, we have x + 2 < n
2
− 1. If n

2
and x are both even, then

n ≡ 0 (mod 4) so that we may partition D into {x, x + 2, n
2
}, {n

2
}, and consecutive pairs.

If n
2

and x are both odd, then partition D into {x, x + 2}, {n
2
− 1, n

2
}, and consecutive

pairs.
Finally, suppose |D| is odd; thus n

2
and x are of opposite parity. If n

2
is even (hence

n ≡ 0 (mod 4)) and x is odd, then partition D into {x, n
2
− 1}, {n

2
}, and consecutive

pairs. Now suppose n
2

is odd (hence n ≡ 2 (mod 4)) and x is even. We consider the
case |D| = 3 separately, that is, D = {n

2
− 3, n

2
− 1, n

2
}. Consider the graph 〈{n

2
−

3, n
2
− 1, n

2
}〉n. Note that each of the graphs 〈{n

2
− 1}〉n and 〈{n

2
− 3}〉n consists of two

vertex-disjoint n
2
-cycles, consisting of the even and odd integers, respectively, in Zn. Let

C1 = 〈{n
2
− 3}〉n \ {{n

2
+ 3, 0}, {3, n

2
}} ∪ {{0, n

2
}, {3, n

2
+ 3}}. Note that n

2
odd and

each of n
2
− 1 and n

2
− 3 even ensures that C1 is, in fact, a Hamilton cycle. Similarly,

C2 = 〈{n
2
− 1}〉n \ {{2, n

2
+ 1}, {1, n

2
+ 2}} ∪ {{2, n

2
+ 2}, {1, n

2
+ 1}} is a Hamilton cycle.

Since 〈{n
2
− 3, n

2
− 1, n

2
}〉n \ (E(C1) ∪ E(C2)) is a 1-regular graph, the desired conclusion

follows. Now assume |D| ≥ 5 so that x + 2 < n
2
− 2. Note also that gcd(n

2
− 2, n) = 1.

Partition D into {x, x + 2, n
2
− 2}, {n

2
− 1, n

2
}, and consecutive pairs. The desired result

now follows.

Combining the previous lemma with Lemma 2.2, we obtain the following result.

Corollary 3.4

(1) For each odd integer n ≥ 11 and for each s = 0, 1, . . . , ⌊n−9
10

⌋, the graph
〈[5, n−1

2
]〉n decomposes into sn 5-cycles and n−1

2
− 5s − 4 Hamilton cycles.

(2) For each even integer n ≥ 14 and for each s = 0, 1, . . . , ⌊n−14
10

⌋, the graph
〈[5, n

2
]〉n decomposes into sn 5-cycles, n

2
− 5s − 5 Hamilton cycles, and a 1-factor.

Proof. First, let n ≥ 11 be an odd integer. Let s be a nonnegative integer such that
s ≤ ⌊n−9

10
⌋. Note that this implies 5s + 4 ≤ n−1

2
. Clearly, if s = 0, then Lemma 3.3 gives

the desired result. Thus, we may assume s ≥ 1. Lemma 2.2 gives a partition of [5, 5s+4]
or [5, 5s+5]\{5s+4} into a 5-cycle difference set of size s which can be used to construct
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a decomposition of the graph 〈[5, 5s+ 4]〉n or the graph 〈[5, 5s+ 5] \ {5s + 4}〉n into sn 5-
cycles. If 5s+4 < n−1

2
, then since both graphs 〈[5s+5, n−1

2
]〉n and 〈[5s+4, n−1

2
]\{5s+5}〉n

can be decomposed into n−1
2

− 5s − 4 Hamilton cycles, respectively, by Lemma 3.3, the
result follows.

Now, let n ≥ 14 be an even integer. Let s be a nonnegative integer such that s ≤
⌊n−14

10
⌋. Note that this implies 5s+4 ≤ n

2
−3. Clearly, if s = 0, then Lemma 3.3 gives the

desired result. Thus, we may assume s ≥ 1. Lemma 2.2 gives a partition of [5, 5s + 4] or
[5, 5s + 5] \ {5s + 4} into a 5-cycle difference set of size s which can be used to construct
a decomposition of the graph 〈[5, 5s + 4]〉n or the graph 〈[5, 5s + 5] \ {5s + 4}〉n into sn
5-cycles. Since 5s + 4 ≤ n

2
− 3, both graphs 〈[5s + 5, n

2
]〉n and 〈[5s + 4, n

2
] \ {5s + 5}〉n can

be decomposed into n
2
− 5s − 5 Hamilton cycles and a 1-factor, respectively, by Lemma

3.3, the result follows.

The next result concerns decomposing a circulant graph with a very specific edge set
into various combinations of 5-cycles and Hamilton cycles.

Lemma 3.5 For n ≡ 0 (mod 5) with n ≥ 10 and for each j = 0, 1, 2, 3, 4, the graph
〈[1, 4]〉n can be decomposed into jn/5 5-cycles and 4 − j Hamilton cycles.

Proof. Let n ≡ 0 (mod 5) with n ≥ 10. Suppose first j = 0. Then decompose the graphs
〈{1, 2}〉n and 〈{3, 4}〉n into two Hamilton cycles each using Lemma 3.1.

Next, suppose j = 1. Let S1 = {(i, i + 2, i + 4, i + 6, i + 3) | i ≡ 0 (mod 5), i ∈ Zn}
and note that S1 is a set of n/5 edge-disjoint 5-cycles in 〈{2, 3}〉n. Next, define the path
Pi : i, i− 2, i− 4, i− 1, i + 2, i + 5. Observe that the last vertex of Pi is the first vertex of
Pi+5. Thus, C = P0∪P5 ∪P10∪· · ·∪Pn−5 is a Hamilton cycle, and every edge of 〈{2, 3}〉n
belongs to a 5-cycle in S1 or is on the Hamilton cycle C. The desired conclusion follows
since the graph 〈{1, 4}〉n can be decomposed into two Hamilton cycles by Lemma 3.1.

Now suppose j = 2. Consider the set S1 as defined above and let S2 = {(i, i +
1, i + 2, i + 3, i + 4) | i ≡ 0 (mod 5), i ∈ Zn}. Observe that S1 ∪ S2 is a set of 2n/5
edge-disjoint 5-cycles. Next, define the paths Pi : i, i − 1, i − 4, i − 2, i + 2, i + 5 and
Qi : i, i− 2, i− 6, i− 3, i + 1, i + 5. As above, note that the last vertex of Pi (respectively
Qi) is the first vertex of Pi+5 (respectively Qi+5). Thus, C1 = P0 ∪ P5 ∪ P10 ∪ · · · ∪ Pn−5

and C2 = Q0 ∪ Q5 ∪ Q10 ∪ · · · ∪ Qn−5 are two edge-disjoint Hamilton cycles, and every
edge of 〈[1, 4]〉n belongs to a 5-cycle in S1 ∪S2 or is on one of the Hamilton cycles C1 and
C2.

Now suppose j = 3. Let S1 and S2 be defined as above and let S3 = {(i, i−1, i+2, i−
2, i − 4) | i ≡ 0 (mod 5), i ∈ Zn}. Observe that S1 ∪ S2 ∪ S3 is a set of 3n/5 edge-disjoint
5-cycles. Next, define the path Pi : i, i−3, i+1, i+4, i+8, i+10. Note that the last vertex
of Pi is the first vertex of Pi+10, where all subscripts are taken modulo n. Suppose first n
is odd, that is, suppose n ≡ 5 (mod 10). Then C = P0 ∪P10 ∪P20 ∪ · · · ∪Pn−5 ∪P5 ∪P15 ∪
· · ·∪Pn−10 is a Hamilton cycle, and note that every edge of 〈[1, 4]〉n belongs to a 5-cycle in
S1∪S2∪S3 or is on the Hamilton cycle C. Now suppose n is even. The desired set of 3n/5
5-cycles is given by S1\{(0, 2, 4, 6, 3), (5, 7, 9, 11, 8)}∪S2\{(0, 1, 2, 3, 4), (5, 6, 7, 8, 9)}∪S3\
{(5, 4, 7, 3, 1)}∪{(0, 1, 4, 6, 3), (0, 4, 7, 5, 2), (1, 3, 2, 4, 5), (3, 5, 8, 9, 7), (6, 7, 8, 11, 9)}. Next,
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we form the Hamilton cycle C by C = P0 ∪P10 ∪P20 ∪ · · ·∪Pn−10 ∪P5 ∪P15 ∪ · · ·∪Pn−5 \
{{1, 4}, {2, 5}, {6, 9}, {3, 5}} ∪ {{1, 2}, {3, 4}, {5, 6}, {5, 9}} and note that every edge of
the graph 〈[1, 4]〉n belongs to one of the 3j/5 5-cycles or is on the Hamilton cycle C.

Finally, suppose j = 4. Let S1 and S2 be defined as above, and let S3 = {(i, i −
1, i + 3, i + 1, i − 3) | i ≡ 0 (mod 5), i ∈ Zn} and S4 = {(i, i − 2, i + 2, i − 1, i − 4) | i ≡
0 (mod 5), i ∈ Zn}. Observe that S1 ∪ S2 ∪ S3 ∪ S4 is a set of 4n/5 edge-disjoint 5-cycles.

In [13], Bryant et al. give the following sufficient condition for a circulant 〈L〉n with
prescribed edge set L to be decomposed into m-cycles.

Theorem 3.6 (Bryant, Gavlas, Ling [13]) For t ≥ 1 and m ≥ 3,

(1) the graph 〈[1, mt]〉n can be decomposed into m-cycles for all n ≥ 2mt + 1 when
mt ≡ 0, 3 (mod 4); and

(2) the graph 〈[1, mt + 1] \ {mt}〉n can be decomposed into m-cycles for n = 2mt + 1
and for all n ≥ 2mt + 3 when mt ≡ 1, 2 (mod 4).

4 Main Results

We begin with the case of Hamilton cycles and 4-cycles.

Theorem 4.1

(a) For all odd integers n ≥ 5 and nonnegative integers h and t, the graph Kn can be
decomposed into h Hamilton cycles and t 4-cycles if and only if hn+4t = n(n−1)/2.

(b) For all even integers n ≥ 4 and nonnegative integers h and t, the graph Kn can
be decomposed into h Hamilton cycles, t 4-cycles, and a 1-factor if and only if
hn + 4t = n(n − 2)/2.

Proof. Suppose first that n ≥ 5 is an odd integer. Clearly, if Kn decomposes into h
Hamilton cycles and t 4-cycles, then hn + 4t = n(n−1)

2
. Therefore, suppose h and t are

nonnegative integers with hn + 4t = n(n−1)
2

. Then 4t = n
(

n−1
2

− h
)

and 4 ∤ n implies
h ≡ n−1

2
(mod 4). If h = 0, then n−1

2
≡ 0 (mod 4) and the result follows by Theorem

3.6, and if t = 0, the result clearly follows since Kn has a Hamilton decomposition.
Thus, we may assume h ≥ 1 and t ≥ 1 so that n ≥ 11 and n−1

2
− h ≥ 4. Using

Theorem 3.6, decompose 〈[1, n−1
2

−h]〉n into 4-cycles. Next, using Lemma 3.3, decompose
〈[n−1

2
− h + 1, n−1

2
]〉n into h Hamilton cycles.

Now suppose n ≥ 4 is even. Clearly, if Kn decomposes into h Hamilton cycles, t 4-
cycles and a 1-factor, then hn + 4t = n(n−2)

2
. Therefore, suppose h and t are nonnegative

integers with hn + 4t = n(n−2)
2

. Suppose first n ≡ 2 (mod 4). Then 4t = n
(

n−2
2

− h
)

and 4 ∤ n implies n−2
2

− h is even so that h is also even. Let n−2
2

− h = 2k. Note that
k ≤ n−2

4
. If t = 0, the result clearly follows since Kn decomposes into Hamilton cycles
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and a 1-factor. Thus, we may assume t ≥ 1. For each ℓ = 0, 2, . . . , k − 1, the set {(i, i +
n−2

4
− ℓ, i+ n

2
, i+ 3n−2

4
− ℓ) | i = 0, 1, . . . , n

2
−1} is a decomposition of 〈{n−2

4
− ℓ, n+2

4
+ ℓ}〉n

into 4-cycles thereby yielding a decomposition of 〈[n−2
4

−k+1, n+2
4

+k−1]〉n into 4-cycles.
Using Lemma 3.3, decompose 〈[n+2

4
+ k, n

2
]〉n into n−2

4
− k Hamilton cycles and a 1-factor.

Let D = [1, n−2
4

− k]. If |D| is even, then partition D into consecutive pairs and apply
Lemma 3.1 to obtain a decomposition of 〈[1, n−2

4
− k]〉n into n−2

4
− k Hamilton cycles.

If |D| is odd, then partition D into {1} and consecutive pairs and apply Lemma 3.1 to
obtain a decomposition of 〈[1, n−2

4
− k]〉n into n−2

4
− k Hamilton cycles.

Finally suppose n ≡ 0 (mod 4). If n = 4, the result is obvious and thus we may assume
n ≥ 8. Let n−2

2
− h = 2k + j for some nonnegative integer k and j ∈ {0, 1}. Note that

k ≤ n−2
4

. For each ℓ = 1, 2, . . . , k, the set {(i, i+ n
4
−ℓ, i+ n

2
, i+ 3n

4
−ℓ) | i = 0, 1, . . . , n

2
−1}

is a decomposition of 〈{n
4
− ℓ, n

4
+ ℓ}〉n into 4-cycles thereby yielding a decomposition of

〈{n
4
− k, n

4
− k + 1, . . . , n

4
− 1, n

4
+ 1, n

4
+ 2, . . . , n

4
+ k}〉n into 4-cycles. Using Lemma

3.3, decompose 〈[n
4

+ k + 1, n
2
]〉n into n

4
− k − 1 Hamilton cycles and a 1-factor. Let

D = [1, n
4
− k − 1]. Suppose first j = 1. Then 〈{n

4
}〉n consists of n

4
vertex-disjoint 4-

cycles. If |D| is even, then partition D into consecutive pairs and apply Lemma 3.1 to
obtain a decomposition of 〈[1, n

4
− k − 1]〉n into n

4
− k − 1 Hamilton cycles. If |D| is

odd, then partition D into {1} and consecutive pairs and apply Lemma 3.1 to obtain a
decomposition of 〈[1, n

4
− k − 1]〉n into n

4
− k − 1 Hamilton cycles. Finally, suppose j = 0.

If |D| is odd, partition D ∪ {n
4
} into {1, n

4
} and consecutive pairs and apply Lemma 3.1

to obtain a decomposition of 〈[1, n
4
− k − 1] ∪ {n

4
}〉n into n

4
− k Hamilton cycles. If |D| is

even, partition D ∪ {n
4
} into {1, 2, n

4
} and consecutive pairs and apply Lemmas 3.1 and

3.2 to obtain a decomposition of 〈[1, n
4
− k − 1] ∪ {n

4
}〉n into n

4
− k Hamilton cycles.

We now consider the case of Hamilton cycles and 5-cycles. The proof of this result
when n is odd splits into 2 cases, namely when 5 ∤ n (Lemma 4.2) and when 5 | n (Lemma
4.3).

Lemma 4.2 For all odd integers n ≥ 5 with 5 ∤ n and for all nonnegative integers h and

t with hn + 5t = n(n−1)
2

, there exists a decomposition of the graph Kn into h Hamilton
cycles and t 5-cycles .

Proof. Let n ≥ 5 be an odd integer with 5 ∤ n. Let h and t be nonnegative integers with

hn + 5t = n(n−1)
2

. Then 5t = n
(

n−1
2

− h
)

and 5 ∤ n implies h ≡ n−1
2

(mod 5). If h = 0,
the result follows by [31] and if t = 0, the result clearly follows since Kn has a Hamilton
decomposition. Thus, we may assume h ≥ 1 and t ≥ 1 so that n ≥ 13 and n−1

2
− h ≥ 5.

Suppose first that h = 1. Then h ≡ n−1
2

(mod 5) implies n ≡ 3 (mod 10), say n =
10k + 3 for some positive integer k. We now proceed by considering the congruence class
of 5k modulo 4. Suppose 5k ≡ 0, 3 (mod 4). Using Theorem 3.6, decompose 〈[1, 5k]〉n into
kn 5-cycles and note that 〈{5k+1}〉n is a Hamilton cycle. Now suppose 5k ≡ 1, 2 (mod 4).
Now we wish to decompose 〈[1, 5k +1]\{5k−1}〉n into 5-cycles. In using Theorem 3.6 to
do decompose 〈[1, 5k + 1] \ {5k}〉n into 5-cycles, the approach is very similar to the one
used in the proof of Lemma 2.2. Therefore, without loss of generality, we may assume one
of the difference 5-tuples used in the decomposition is (1,−2, 3, 5k − 1,−(5k + 1)). Note
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that for n = 10k +3, edge length 5k +1 is the same as length 5k +2 and thus replace this
5-tuple with (1,−2, 3, 5k,−(5k + 2)) to decompose 〈[1, 5k + 1] \ {5k − 1}〉n into 5-cycles.
Finally, gcd(10k + 3, 5k − 1) = 1 implies 〈{5k − 1}〉n is a Hamilton cycle.

Now assume h ≥ 2. Using Theorem 3.6, decompose 〈[1, n−1
2

−h]〉n or 〈[1, n−1
2

−h+1]\
{n−1

2
− h}〉n into 5-cycles depending on the congruence class of n−1

2
− h modulo 4. Next,

using Lemma 3.3, decompose either 〈[n−1
2

−h+1, n−1
2

]〉n or 〈[n−1
2

−h, n−1
2

]\{n−1
2

−h+1}〉n,
as appropriate, into h Hamilton cycles.

We now show that that Kn can be decomposed into all possible combinations of
Hamilton cycles and 5-cycles when n is an odd multiple of 5.

Lemma 4.3 For all n ≡ 5 (mod 10) with n ≥ 5 and for all nonnegative integers h and

t with hn + 5t = n(n−1)
2

, there exists a decomposition of the graph Kn into h Hamilton
cycles and t 5-cycles.

Proof. Let n ≡ 5 (mod 10), say n = 10k + 5 for some nonnegative integer k. Let h and

t be nonnegative integers with hn + 5t = n(n−1)
2

. If h = 0, the result follows by [31] and
if t = 0, the result clearly follows since Kn has a Hamilton decomposition. Thus, we may
assume h ≥ 1 and t ≥ 1.

We begin by handling a few specials cases of n. The result is obviously true for n = 5.
Now consider n = 15. If h = 1, then 〈{2}〉15 is a Hamilton cycle, 〈{3}〉15 is a 2-regular
subgraph of K15 consisting of three 5-cycles, and the difference 5-tuple (1,−4, 5, 6,−8)
will give a decomposition of 〈{1, 4, 5, 6, 7}〉15 into 15 5-cycles. If h = 2, then the difference
5-tuple (1,−2, 3, 4,−6) will give a decomposition of 〈{1, 2, 3, 4, 6}〉15 into 15 5-cycles and
Lemma 3.1 gives a decomposition of 〈{5, 7}〉15 into two Hamilton cycles. For h = 3, 4, 5, 6,
Lemma 3.2 gives a decomposition of 〈{5, 6, 7}〉15 into three Hamilton cycles and applying
Lemma 3.5 with j = 7 − h gives the desired result. Thus, we may now assume k ≥ 2.

Case 1. Suppose h = 1. We now partition the set [1, 5k + 1] \ {2k + 1} when k ≡
0, 1 (mod 4) or the set [1, 5k + 1] \ {4k + 2} when k ≡ 2, 3 (mod 4) into 5-cycle difference
tuples. The decomposition then follows since 〈{2k + 1}〉10k+5 or 〈{4k + 2}〉10k+5 is a 2-
regular graph consisting of 2k + 1 5-cycles and 〈{5k + 2}〉10k+5 is a Hamilton cycle. In
what follows, for each case of k modulo 4, we construct a k × 5 array X = [xi,j ] such
that {|xi,j| | 1 ≤ i ≤ k, 1 ≤ j ≤ 5} = [1, 5k + 1] \ {2k + 1} when k ≡ 0, 1 (mod 4) or
{|xi,j| | 1 ≤ i ≤ k, 1 ≤ j ≤ 5} = [1, 5k + 1] \ {4k + 2} when k ≡ 2, 3 (mod 4). The
required set of k difference 5-tuples can be constructed directly from the rows of X using
the ordering (xi,1, xi,2, xi,4, xi,3, xi,5) for i = 1, 2, . . . , k.

Suppose k ≡ 0, 1 (mod 4). By Theorem 2.3, there exists a hooked (k + 1)-extended
Langford sequence of order k − 1 and defect 1, and let {(ai, bi, ci) | 1 ≤ i ≤ k − 1} be a
set of k − 1 difference triples using edges of lengths [1, 3k − 1] \ {2k, 3k − 2} constructed
from such a sequence. Partition the set [3k + 2, 5k + 1] of 2k consecutive integers into k
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sets {di, di + 1} for i = 1, 2, . . . , k. Let

X =















a1 + 1 c1 − 1 b1 + 1 d1 −(d1 + 1)
a2 + 1 c2 − 1 b2 + 1 d2 −(d2 + 1)

...
...

...
...

...
ak−1 + 1 ck−1 − 1 bk−1 + 1 dk−1 −(dk−1 + 1)

1 −(3k + 1) 3k − 1 dk + 1 −dk















.

Suppose k ≡ 2 (mod 4). By Theorem 2.1, there exists a Langford sequence of order
k − 1 and defect 1, and let {(ai, bi, ci) | 1 ≤ i ≤ k − 1} be a set of k − 1 difference triples
using edges of lengths [1, 3k − 3] constructed from such a sequence. Note that the sets
[3k − 1, 4k] and [4k + 4, 5k + 1] contain k + 2 and k − 2 consecutive integers respectively.
Since k ≡ 2 (mod 4), the set [3k − 1, 4k] ∪ [4k + 4, 5k + 1] can be partitioned into into k
sets {di, di + 1} for i = 1, 2, . . . , k. Let

X =



















a1 + 1 c1 − 1 b1 + 1 d1 −(d1 + 1)
a2 + 1 c2 − 1 b2 + 1 d2 −(d2 + 1)

...
...

...
...

...

ak−1 + 1 ck−1 − 1 bk−1 + 1 dk−1 −(dk−1 + 1)
1 −(4k + 3) 4k + 1 dk + 1 −dk



















.

Suppose k ≡ 3 (mod 4). By Theorem 2.1, there exists a hooked Langford sequence of
order k − 1 and defect 1, and let {(ai, bi, ci) | 1 ≤ i ≤ k − 1} be a set of k − 1 difference
triples using edges of lengths [1, 3k−2]\{3k−3} constructed from such a sequence. Note
that the sets [3k + 1, 4k + 1] and [4k + 3, 5k + 1] contain k + 1 and k − 1 consecutive
integers respectively. Since k ≡ 3 (mod 4), the set [3k + 1, 4k + 1] ∪ [4k + 3, 5k + 1] can
be partitioned into into k sets {di, di + 1} for i = 1, 2, . . . , k. Let

X =















a1 + 1 c1 − 1 b1 + 1 d1 −(d1 + 1)
a2 + 1 c2 − 1 b2 + 1 d2 −(d2 + 1)

...
...

...
...

...
ak−1 + 1 ck−1 − 1 bk−1 + 1 dk−1 −(dk−1 + 1)

1 −3k 3k − 2 dk + 1 −dk















.

Case 2. Suppose h = 2. For k ≡ 0, 3 (mod 4), using Theorem 3.6, decompose
〈[1, 5k]〉10k+5 into 5-cycles and using Theorem 3.1, decompose 〈{5k + 1, 5k + 2}〉10k+5

into Hamilton cycles. For k ≡ 1, 2 (mod 4), using Theorem 3.6, decompose 〈[1, 5k +
1] \ {5k}〉10k+5 into 5-cycles and using Theorem 3.1, decompose 〈{5k, 5k + 2}〉10k+5 into
Hamilton cycles.

Case 3. Suppose h ≥ 3. Let h = 5ℓ+m for some integer m with 0 ≤ m ≤ 4 and observe
that since h ≥ 3, at least one of ℓ and m is positive. Note that t = (k− ℓ)n + (2−m)n

5
. For
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m = 0, 1, 2, using Lemma 3.5, decompose 〈[1, 4]〉n into (2−m)n
5

5-cycles and 2+m Hamilton
cycles. Note that 5ℓ − 2 ≥ 3, and thus use Corollary 3.4 to decompose 〈[5, 5k + 2]〉n into
(k − ℓ)n 5-cycles and 5ℓ − 2 Hamilton cycles.

Now consider m = 3 and m = 4. Since t ≥ 1 and m ≥ 3, it follows that 5k + 2 >
5ℓ+m ≥ 5ℓ+3. So, 5(k−ℓ−1)+4 > 0. Since k−ℓ−1 is an integer and 5(k−ℓ−1)+4 > 0,

it must be that k − ℓ− 1 ≥ 0. Using Lemma 3.5, decompose 〈[1, 4]〉n into (7−m)n
5

5-cycles
and m−3 Hamilton cycles. Using Corollary 3.4, decompose 〈[5, 5k+2]〉n into (k−ℓ−1)n
5-cycles and 5ℓ + 3 Hamilton cycles.

We now consider the case when n is even. As in the case when n is odd, the proof of
our main result for n even is split into two cases, when 5 ∤ n (Lemma 4.4) and when 5 | n
(Lemma 4.5).

Lemma 4.4 For all even n ≥ 6 with 5 ∤ n and for all nonnegative integers h and t with

hn + 5t = n(n−2)
2

, there exists a decomposition of the graph Kn into h Hamilton cycles, t
5-cycles, and a 1-factor.

Proof. Let n ≡ m (mod 10) with n ≥ 6 even and 5 ∤ n. Let h and t be nonnegative

integers with hn+5t = n(n−2)
2

. Then 5t = n
(

n−2
2

− h
)

and 5 ∤ n implies h ≡ n−2
2

(mod 5).
If h = 0, the result follows by [32] and if t = 0, the result clearly follows since Kn − I has
a Hamilton decomposition. Thus, we may assume h ≥ 1 and t ≥ 1 so that n ≥ 14 and
n−2

2
− h ≥ 5.
Suppose first that h = 1. Then h ≡ n−2

2
(mod 5) implies n ≡ 4 (mod 10), say n =

10k+4 for some positive integer k. We now proceed by considering the congruence class of
5k modulo 4. Suppose 5k ≡ 0, 3 (mod 4). Using Theorem 3.6, decompose 〈[1, 5k]〉n into kn
5-cycles and note that 〈{5k +1, 5k +2}〉n ∼= Cn/2×K2 which decomposes into a Hamilton
cycle and a 1-factor. Now suppose 5k ≡ 1, 2 (mod 4). Using Theorem 3.6, decompose
〈[1, 5k+1]\{5k}〉n into kn 5-cycles. If 5k ≡ 1 (mod 4), then gcd(5k, 10k+4) = 1, so that
〈{5k}〉n is the required Hamilton cycle and 〈{5k + 2}〉n is a 1-factor. If 5k ≡ 2 (mod 4),
then 〈{5k, 5k +2}〉n 6∼= Cn/2 ×K2 so that we need a different approach. In using Theorem
3.6 to decompose 〈[1, 5k + 1] \ {5k}〉n into 5-cycles, the approach is very similar to the
one used in Lemma 2.2. Therefore, without loss of generality, we may assume one of
the difference 5-tuples used in the decomposition is (1,−2, 3, 5k − 1,−(5k + 1)) so that
(0, 1,−1, 5k − 2, 5k + 1), (5k, 5k + 1, 5k − 1, 10k − 2, 10k + 1), and (5k − 1, 5k, 5k −
2, 10k − 3, 10k) are three 5-cycles in the decomposition. We will use these three 5-cycles
along with the graph 〈{5k}〉n to create one Hamilton cycle and, necessarily, three 5-
cycles. The Hamilton cycle C is given by C = 〈{5k}〉n \ {{0, 5k}, {5k + 1, 10k + 1}} ∪
{{0, 5k+1}, {5k, 10k+1}} and the three 5-cycles are (5k−2, 10k−3, 10k, 5k−1, 5k+1),
(−1, 1, 0, 5k, 5k − 2), and (5k + 1, 10k + 1, 10k − 2, 5k − 1, 5k). The required 1-factor is
〈{5k + 2}〉n.

Now suppose h ≥ 2 so that n−2
2

−h ≤ n
2
−3. Using Theorem 3.6, decompose 〈[1, n−2

2
−

h]〉n or 〈[1, n−2
2

− h + 1] \ {n−2
2

− h}〉n into 5-cycles depending on the congruence class
of n−2

2
− h modulo 4. Next, using Lemma 3.3, decompose either 〈[n−2

2
− h + 1, n

2
]〉n or

〈[n−2
2

−h, n
2
] \ {n−2

2
−h + 1}〉n, as appropriate, into h Hamilton cycles and a 1-factor.
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We now show that that Kn can be decomposed into all possible combinations of
Hamilton cycles and 5-cycles when n is an even multiple of 5.

Lemma 4.5 For all n ≡ 0 (mod 10) with n ≥ 10 and for all nonnegative integers h and

t with hn + 5t = n(n−2)
2

, there exists a decomposition of the graph Kn into h Hamilton
cycles, t 5-cycles, and a 1-factor.

Proof. Let n ≡ 0 (mod 10), say n = 10k for some nonnegative integer k. Let h and t

be nonnegative integers with hn + 5t = n(n−2)
2

. If h = 0, the result follows by [32] and if
t = 0, the result clearly follows since Kn − I has a Hamilton decomposition (where I is a
1-factor). Thus, we may assume h ≥ 1 and t ≥ 1.

We begin by handling a few special cases of n. In each case, 〈{n
2
}〉n will be the 1-factor.

Clearly, Lemma 3.5 handles the case when n = 10. Now consider n = 20. For h = 1, from
the proof of Lemma 3.5, the graph 〈{2, 3}〉20 decomposes into a Hamilton cycle and four 5-
cycles, 〈{4}〉20 and 〈{8}〉20 are each 2-regular subgraphs of K20 consisting of four 5-cycles,
and the difference 5-tuple (1,−5, 6, 7,−9) will give a decomposition of 〈{1, 5, 6, 7, 9}〉20 into
20 5-cycles. For h = 2, as before, 〈{4}〉20 and 〈{8}〉20 are each 2-regular subgraphs of K20

consisting of four 5-cycles, the difference 5-tuple (3,−6, 5, 7,−9) will give a decomposition
of 〈{3, 5, 6, 7, 9}〉20 into 20 5-cycles and the graph 〈{1, 2}〉20 decomposes into two Hamilton
cycles by Lemma 3.1. For h = 3, 〈{8}〉20 is a 2-regular subgraph of K20 consisting of four 5-
cycles, the difference 5-tuple (3,−6, 5, 7,−9) will give a decomposition of 〈{3, 5, 6, 7, 9}〉20
into 20 5-cycles, and the graph 〈{1, 2, 4}〉20 decomposes into three Hamilton cycles by
Lemma 3.2. For h = 4, 〈{8}〉20 is a 2-regular subgraph of K20 consisting of four 5-
cycles, the graph 〈[1, 4]〉20 decomposes into 5-cycles by Lemma 3.5, and each of the graphs
〈{5, 6}〉20 and 〈{7, 9}〉20 decomposes into two Hamilton cycles by Lemma 3.1. For h = 5,
the graph 〈[1, 4]〉20 decomposes into 5-cycles by Lemma 3.5, each of the graphs 〈{5, 6}〉20
and 〈{7, 8}〉20 decomposes into two Hamilton cycles by Lemma 3.1, and 〈{9}〉20 is a
Hamilton cycle. For h ≥ 6, apply Lemma 3.5 with j = 9 − h to the graph 〈[1, 4]〉20, and
decompose 〈[5, 9]〉20 into Hamilton cycles as in the case when h = 5.

Thus, we may now assume n ≥ 30. Let h = 5ℓ + m for some integer m with 0 ≤
m ≤ 4. Observe that since h ≥ 1, at least one of ℓ and m is positive. Note that
t = (k − ℓ − 1)n + (4−m)n

5
. Since t ≥ 1, it follows that 5k − 1 > 5ℓ + m ≥ 5ℓ. So,

5(k − ℓ − 1) + 4 > 0. Since k − ℓ − 1 is an integer and 5(k − ℓ − 1) + 4 > 0, it must be
that k − ℓ − 1 ≥ 0. Suppose first that ℓ ≥ 1. Since n ≥ 20, we have k − ℓ − 1 ≤ ⌊n−14

10
⌋.

Using Lemma 3.5, decompose 〈[1, 4]〉n into (4−m)n
5

5-cycles and m Hamilton cycles, and
using Corollary 3.4, decompose 〈[5, 5k]〉n into (k − ℓ − 1)n 5-cycles, 5ℓ Hamilton cycles
and a 1-factor. Thus, it remains to consider the case when ℓ = 0. In this case, 〈{5k}〉10k

will be the 1-factor. Suppose first that k ≡ 0, 1(mod 4). Using Lemma 3.5, decompose

〈[1, 4]〉n into (4−m)n
5

5-cycles and m Hamilton cycles, and using Lemma 2.2, decompose
〈[5, 5k − 1]〉n into (k − 1)n 5-cycles and note that 〈{5k}〉n is a 1-factor. Now suppose
k ≡ 2, 3(mod 4). We begin by finding a partition of the set {1}∪ [4, 5k−1]\ {2k, 4k} into
difference 5-tuples.

For k ≡ 2, 3 (mod 4) with k ≥ 3, by Theorem 2.3, there exists a (k − 1)-extended
Langford sequence of order k − 2 and defect 2, and let {(ai, bi, ci) | 1 ≤ i ≤ k − 2} be a
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set of k− 2 difference triples using edges of lengths [2, 3k− 4] \ {2k− 2} constructed from
such a sequence.

For k ≡ 2 (mod 4), the set [3k + 1, 4k − 1] has k
2

+ 1 consecutive odd integers and k
2

consecutive even integers, and the set [4k + 1, 5k − 1] has k
2

consecutive odd integers and
k
2
−1 consecutive even integers. Thus, we may partition set [3k+1, 4k−1]∪ [4k+1, 5k−1]

into {4k − 2, 4k + 1} and k − 1 pairs {di, di + 2} for i = 1, 2, . . . , k − 1. Without loss of
generality, we may assume dk−1 = 5k − 3. Let X = [xi,j ] be the (k − 1) × 5 array

X =















a1 + 2 c1 − 2 b1 + 2 d1 −(d1 + 2)
a2 + 2 c2 − 2 b2 + 2 d2 −(d2 + 2)

...
...

...
...

...
ak−2 + 2 ck−2 − 2 bk−2 + 2 dk−2 −(dk−2 + 2)

1 −(4k + 1) 4k − 2 5k − 1 −(5k − 3)















.

For k ≡ 3 (mod 4), the set [3k + 1, 4k − 1] has k+1
2

consecutive odd integers and k+1
2

consecutive even integers, and the set [4k+1, 5k−1] has k−1
2

consecutive odd integers and
k−1
2

consecutive even integers. Thus, we may partition set [3k+1, 4k−1]∪ [4k +1, 5k−1]
into {4k + 1, 4k + 2} and k − 1 pairs {di, di + 2} for i = 1, 2, . . . , k − 1. Without loss of
generality, we may assume dk−1 = 5k − 4. Let X = [xi,j ] be the (k − 1) × 5 array

X =















a1 + 2 c1 − 2 b1 + 2 d1 −(d1 + 2)
a2 + 2 c2 − 2 b2 + 2 d2 −(d2 + 2)

...
...

...
...

...
ak−2 + 2 ck−2 − 2 bk−2 + 2 dk−2 −(dk−2 + 2)

1 −(4k + 1) 4k + 2 5k − 4 −(5k − 2)















.

The required set of k−1 difference 5-tuples can be constructed directly from the rows
of X using the ordering (xi,1, xi,2, xi,4, xi,3, xi,5) for i = 1, 2, . . . , k − 1.

Suppose first h = 1. From the proof of Lemma 3.5, the graph 〈{2, 3}〉10k decomposes
into a Hamilton cycle and 5-cycles. Also, observe that each of the graphs 〈{2k}〉10k

and 〈{4k}〉10k is a 2-regular graph consisting of 2k 5-cycles. From above, the graph
〈{1} ∪ [4, 5k − 1] \ {2k, 4k}〉10k decomposes into 5-cycles.

For h = 2, using Lemma 3.1, decompose 〈{2, 3}〉10k into two Hamilton cycles, each of
the graphs 〈{2k}〉10k and 〈{4k}〉10k is a 2-regular graph consisting of 2k 5-cycles, and the
graph 〈{1} ∪ [4, 5k − 1] \ {2k, 4k}〉10k decomposes into 5-cycles.

For h = 3 and k ≡ 3 (mod 4), using Lemma 3.2, decompose 〈{1, 2, 2k}〉10k into three
Hamilton cycles, the graph 〈{4k}〉10k is a 2-regular graph consisting of 2k 5-cycles, and
replacing the last row of X with [ 3 −(4k + 2) 4k + 1 5k − 4 −(5k − 2) ] gives a
decomposition of the graph 〈[3, 5k−1]\{2k, 4k}〉10k into 5-cycles. For k ≡ 2 (mod 4), note
that gcd(10k, 5k−1) = 1 and using Lemma 3.2, decompose 〈{4k+1, 5k−3, 5k−1}〉10k into
three Hamilton cycles, the graph 〈{2k}〉10k is a 2-regular graph consisting of 2k 5-cycles,
and replacing the last row of X with [ 1 −2 3 4k − 2 −4k ] gives a decomposition of
the graph 〈[1, 5k − 2] \ {2k, 4k + 1, 5k − 3}〉10k into 5-cycles.
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For h = 4 and k ≡ 2 (mod 4), using Lemma 2.2, decompose 〈[1, 5(k − 1)]〉10k into 5-
cycles and using Lemma 3.1, decompose 〈{5k−4, 5k−3}〉10k and 〈{5k−2, 5k−1}〉10k into
Hamilton cycles. For k ≡ 3 (mod 4), note that gcd(10k, 5k−4) = 1 and gcd(10k, 5k−2) =
1. Thus, using Lemma 3.1, decompose the graphs 〈{2k, 5k−4}〉10k and 〈{4k+1, 5k−2}〉10k

into Hamilton cycles and replacing the last row of X with [ 1 −2 3 4k −(4k + 2) ]
gives a decomposition of the graph 〈[1, 5k−1]\{2k, 4k+1, 5k−4, 5k−2}〉10k into 5-cycles.

Theorem 1.1 now follows from Lemmas 4.2, 4.3, 4.4, and 4.5.
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