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“The progress of mathematics can be viewed as progress from the infinite to the finite.”
—Gian-Carlo Rota (1983)

Abstract

We provide finite analogs of a pair of two-variable q-series identities from Ra-

manujan’s lost notebook and a companion identity.

1 Introduction

At the top of a page in the lost notebook [14, p. 33] (cf. [6, p. 99, Entry 5.3.1]):,
Ramanujan recorded an identity equivalent to the following:

∞
∑

j=0

q2j2

(zq; q2)j(q/z; q
2)j

(q2; q2)2j
=

(zq3, q3/z, q6; q6)∞
(q2; q2)∞

, (1.1)

where we are employing the standard notation for rising q-factorials,

(A; q)∞ := (1 −A)(1 − Aq)(1 − Aq2) · · · and (A; q)n :=
(A; q)∞

(Aqn; q)∞
,
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and
(A1, A2, · · · , Ar; q)∞ := (A1; q)∞(A2; q)∞ · · · (Ar; q)∞.

In a recent paper [11], we found a partner to (1.1) that Ramanujan appears to have
missed:

∞
∑

j=0

qj(j+1)(z; q)j(q/z; q)j+1

(q; q)2j+1
=

(zq2, q/z, q3; q3)∞
(q; q)∞

. (1.2)

Later on the same page of the lost notebook, Ramanujan recorded [6, p. 103, Entry
5.3.5]

∞
∑

j=0

qj2

(zq; q2)j(q/z; q
2)j

(q; q2)j(q4; q4)j
=

(zq2, q2/z, q4; q4)∞(−q; q2)∞
(q2; q2)∞

. (1.3)

For further discussion of these three identities, see [10].

Remark. Out of respect for Doron’s ultra-finitist philosophy, we deliberately refrain from
stating conditions on q and z which imply analytic convergence of the infinite series and
products in (1.1)–(1.3).

The preceding identities stand out among identities of Rogers-Ramanujan type because
they are two-variable series-product identities. While Rogers-Ramanujan type identities
admit two-variable generalizations, most lose the infinite product representation in the
two-variable case.

For example, in the standard two variable generalization of the first Rogers-Ramanujan
identity,

∞
∑

j=0

zjqj2

(q; q)j

=
1

(zq; q)∞

∞
∑

n=0

(−1)jz2jqj(5j−1)/2(1 − zq2j)(z; q)j

(1 − z)(q; q)j

, (1.4)

the right hand side reduces to an infinite product only for certain particular values of z,
e.g. z = 1 gives the first Rogers-Ramanujan identity,

∞
∑

j=0

qj2

(q; q)j
=

1

(q; q5)∞(q4; q5)∞
, (1.5)

while z = q gives the second Rogers-Ramanujan identity,

∞
∑

j=0

qj(j+1)

(q; q)j

=
1

(q2; q5)∞(q3; q5)∞
, (1.6)

after application of the Jacobi triple product identity [6, p. 17, Eq. (1.4.8)].
In [16, §3], the second author presented nontrivial polynomial generalizations of all

130 Rogers-Ramanujan type identities appearing in Slater’s paper [18]. All of Slater’s
identities involved one variable only. Here, we demonstrate that the methods employed
in [16] can be used to obtain polynomial generalizations of the rarer species of two-variable
q-series-product identities as well.
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2 Polynomial Generalizations

Define the standard binomial coëfficient by

[

A

B

]

q

:=







(q; q)A

(q; q)B(q; q)A−B
, if 0 ≤ B ≤ A

0, otherwise
,

and the modified q-binomial coëfficient by
[

A

B

]∗

q

:=

{

1, if A = −1 and B = 0,
[

A
B

]

q
, otherwise

.

In [4], Andrews and Baxter define several q-analogs of trinomial coëfficients; we shall
require one of them here:

T0(L,A; q) :=

L
∑

r=0

(−1)r

[

L

r

]

q2

[

2L− 2r

L− A− r

]

q

.

More recently, Andrews [3] introduced the following generalization of the q-binomial
coëfficient:

[

A

B
; q, z

]

:=















0 if B < 0
1 if B = 0 or B = A
∑B

h=0 z
h
[

A−B+h−1
h

]

q
if 0 < B < A

(zqA−B; q)B−A if B > A.

The following polynomial generalizations of (1.4) are known:

n
∑

j=0

zjqj2

[

n

j

]

q

=

n
∑

j=0

(−1)jqj(5j−1)/2(1 − zq2j)

[

n

j

]

q

1

(zqj ; q)n+1
(2.1)

(see [1, 7, 12, 21]),

n
∑

j=0

znqn2

=
∑

0≤2j≤n

(−1)jz2jqj(5j−1)/2(1 − zq2j)

[

n

j

]

q

[

n− j

j

]

q

(q; q)j

×
(z2qn+2j+1; q)n−2j

(zqj ; q)n−j+1
(2.2)

[8, Eq. (3.5)], and

n
∑

j=0

zjqj2

[

n

j
; q, q

]

=
∑

0≤2j≤n

(−1)jz2jqj(5j−1)/2

[

n

j
; q, q

][

2n+ 1 − 2j

n− 2j
; q, zqj

]

−
∑

0≤2j≤n−1

(−1)jz2j+1qj(5j+3)/2

[

n

j
; q, q

][

2n− 2j

n− 2j − 1
; q, zqj

]

, (2.3)

[3, p. 41, Eq. (1.11)].
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Andrews [3] notes that one of his motivations for introducing (2.3) is that both sides
of the equation are clearly polynomials term by term, whereas this is not the case for the
right hand sides of (2.1) and (2.2). The polynomial identities we introduce below also
have this desirable feature.

Notice that in each of the identities below, the summands have finite support, and
follow the natural bounds (i.e. each summation could be taken over all integers, and no
nonzero terms would be added).

Identity 2.1 (Polynomial Generalization of (1.1)).

⌊n/2⌋
∑

j=0

j
∑

h=0

j
∑

i=0

(−1)h+izh−iqh2+i2+2j2

[

j

h

]

q2

[

j

i

]

q2

[

j + ⌊n−h−i
2

⌋

2j

]

q2

=

∞
∑

j=−∞

(−1)jzjq3j2

[

n− 1

⌊n+3j−1
2

⌋

]

q2

+ ǫn(z, q), (2.4)

where

ǫn(z, q) =























∞
∑

j=−∞

z2jq12j2+6j+n

[

n− 1
n+6j

2

]∗

q2

if 2 | n

−

∞
∑

j=−∞

z2j−1q12j2−6j+n

[

n− 1
n+6j−3

2

]∗

q2

if 2 ∤ n

(2.5)

.

Identity 2.2 (Polynomial Generalization of (1.2)).

⌊n/2⌋
∑

j=0

j
∑

h=0

j
∑

i=0

(−1)h+izh−iq(
h

2
)+(i

2
)+j(j+1)

[

j

h

]

q

[

j + 1

i

]

q

[

j + 1 + ⌊n−h−i
2

⌋

2j + 1

]

q

=
∞

∑

j=−∞

(−1)jzjqj(3j+1)/2

[

n

⌊n+3j+2
2

⌋

]

q

+ ǫn(z, q), (2.6)

where

ǫn(z, q) =























∞
∑

j=−∞

z2jq6j2−2j+n/2

[

n
n
2

+ 3j

]

q

if 2 | n,

−
∞

∑

j=−∞

z2j+1q6j2+4j+ 1

2
+ n

2

[

n
n+6j+3

2

]

q

if 2 ∤ n.

(2.7)
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Identity 2.3 (Polynomial Generalization of (1.3)).

⌊n/2⌋
∑

j=0

j
∑

h=0

j
∑

i=0

n−h−i
∑

ℓ=0

(−1)h+i+ℓzh−iqh2+i2+j2+2ℓ

[

j

h

]

q2

[

j

i

]

q2

[

j + ℓ− 1

ℓ

]∗

q2

×

[

n− h− i+ j − ℓ

2j

]

q

=

∞
∑

j=−∞

(−1)jzjq2j2

(

T0(n, 2j; q) + T0(n− 1, 2j; q)

)

(2.8)

3 Derivation and a method of proof

3.1 Identity 2.1

Recall the following consequences of the q-binomial theorem:

(t; q)j =

j
∑

h=0

(−1)hthqh(h−1)/2

[

j

h

]

q

(3.1)

1

(t; q)j
=

∞
∑

h=0

th
[

h+ j − 1

h

]∗

q

(3.2)

The derivation of Identity 2.1 is via the method used for the derivations of polynomial
versions of Rogers-Ramanujan type identities (in q only) as introduced by Andrews [2,
Chapter 9], and further explored by Santos [15] and the second author [16, 17]. We shall
consider the details of (1.1) only; (1.2) and (1.3) may be treated analogously.

We begin with the left hand side of (1.1)

φ(z, q) :=

∞
∑

j=0

q2j2

(zq; q2)j(q/z; q
2)j

(q2; q2)2j
. (3.3)

Now define the following generalization of φ(z, q):

f(t) := f(t; z, q) :=

∞
∑

j=0

t2j(1 + t)q2j2

(tzq; q2)j(tq/z; q
2)j

(t2; q2)2j+1
, (3.4)

and let Pn(z, q) be defined by

f(t) =

∞
∑

n=0

Pn(z, q)tn.

Note that
lim

t→1−
(1 − t)f(t; z, q) = φ(z, q)
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and
lim

n→∞
Pn(z, q) = φ(z, q).

f(t) =
∞

∑

j=0

t2j(1 + t)q2j2

(tzq; q2)j(tq/z; q
2)j

(t2; q2)2j+1

=
1

1 − t
+

∞
∑

j=1

t2j(1 + t)q2j2

(tzq; q2)j(tq/z; q
2)j

(t2; q2)2j+1

=
1

1 − t
+

∞
∑

j=0

t2j+2q2j2+4j+2(tzq; q2)j+1(tq/z; q
2)j+1

(t2; q2)2j+3

=
1

1 − t
+

t2q2(1 − tzq)(1 − tq/z)

(1 − t2q2)(1 + tq2)(1 − t)
f(tq2).

Thus,

(1 − t2q2)(1 + tq2)(1 − t)f(t) = (1 − t2q2)(1 + tq2) + t2q2(1 − tzq)(1 − tq/z)f(tq2),

which immediately implies

f(t) = (1 + tq2 − t2q2 − t3q4) +
(

(1 − q2)t+ 2q2t2 + (q4 − q2)t3 − q4t4
)

f(t)

+
(

q2t2 − (z + z−1)q3t3 + q4t4
)

f(tq2). (3.5)

Upon recalling that f(t) =
∑∞

n=0 Pn(z, q)tn, and extracting the coëfficients of tn from (3.5),
we find that the Pn = Pn(z, q) satisfy the fourth order recurrence

Pn = (1 − q2)Pn−1 + (2q2 + q2n−2)Pn−2 +
(

q4 − q2 − (z + z−1)q2n−3
)

Pn−3

+ (q2n−4 − q4)Pn−4 (3.6)

with initial conditions

P0 = P1 = 1; P2 = 1 + q2; P3 = 1 + q2 − (z + z−1)q3. (3.7)

Thus we now have a full characterization of the Pn(z, q) via a recurrence with initial
conditions.
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Next, we use f(t) to derive the left hand side of Identity 2.1.

∞
∑

n=0

Pn(z, q)tn = f(t)

=
∞

∑

j=0

t2j(1 + t)q2j2

(tzq; q2)j(tq/z; q
2)j

(t2; q2)2j+1

=
∞

∑

j=0

t2j(1 + t)q2j2

j
∑

h=0

(−tzq)hqh2−h

[

j

h

]

q2

j
∑

i=0

(−tqz−1)iqi2−i

[

j

i

]

q2

×

∞
∑

r=0

t2r

[

2j + r

r

]

q2

(

by (3.1) and (3.2)
)

=
∑

h,i,j,r≥0

t2j+h+i(t2r + t2r+1)(−1)h+iq2j2+h2+i2zh−i

×

[

j

h

]

q2

[

j

i

]

q2

[

2j + r

2j

]

q2

=
∑

h,i,j,r≥0

t2j+h+i+s(−1)h+iq2j2+h2+i2zh−i

×

[

j

h

]

q2

[

j

i

]

q2

[

⌊ s
2
⌋ + 2j

2j

]

q2

(where s = 2r or s = 2r + 1)

=

∞
∑

n=0

tn
∑

h,i,j≥0

(−1)h+iq2j2+h2+i2zh−i

[

j

h

]

q2

[

j

i

]

q2

[

j + ⌊n−h−i
2

⌋

2j

]

q2

(where n = 2j + h + i+ s).

Compare coëfficients of tn in the extremes to find

Pn(z, q) =
∑

h,i,j≥0

(−1)h+izh−iq2j2+h2+i2
[

j

h

]

q2

[

j

i

]

q2

[

j + ⌊n−h−i
2

⌋

2j

]

q2

.

Next, after some inspired guesswork, (see [5, 16, 17] for details) we define the polyno-
mials

Qn = Qn(z, q)

:=

{

∑

k z
2kq12k2

[

2m
m+3k

]

q2
− z−2k−1q12k2+12k+3

[

2m−1
m+3k+1

]

q2
, if n = 2m

∑

k z
2kq12k2

[

2m
m+3k

]

q2
− z−2k−1q12k2+12k+3

[

2m+1
m+3k+2

]

q2
, if n = 2m+ 1

=

∞
∑

j=−∞

(−1)jzjq3j2

[

n− 1

⌊n+3j−1
2

⌋

]

q2

+ ǫn(z, q),
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where

ǫn(z, q) =























∞
∑

j=−∞

z2jq12j2+6j+n

[

n− 1
n+6j

2

]∗

q2

if 2 | n

−
∞

∑

j=−∞

z2j−1q12j2−6j+n

[

n− 1
n+6j−3

2

]∗

q2

if 2 ∤ n

.

Our goal is to show that the Pn(z, q) and Qn(z, q) are in fact one and the same, thus
giving us Identity 2.1. We would like to use a computer implementation of the q-Zeilberger
algorithm [13, 19, 20, 21, 22] to simply show that the Qn satisfy the recurrence (3.6), and
then upon checking that the Qn satisfy the initial conditions (3.7), we would be done.
Unfortunately, the implementations of the q-Zeilberger algorithm currently available do
not allow for direct input of summands as complex as those under consideration here.
And the corresponding certificate function would likely be rather horrendous. Further, it
is unlikely that the q-Zeilberger algorithm would produce a minimal recurrence for the
Qn. So, the traditional automated proof would require a certain amount of pre-processing
and post-processing.

The referee pointed out that the proof can be completed by showing that the coëfficients
of zj on both sides agree for all j, which boils down to proving certain recurrences for
q-binomial coëfficients, i.e. look at the coëfficient of zj in the recurrence (3.6), and show
that Qn satisfies the same recurrence. The recurrence depends on the parity of n and j.
So, e.g., for the case where n and j are both even, let n = 2m and j = 2k; then show that

[

2m

m+ 3k

]

q

=

[

2m− 2

m+ 3k − 1

]

q

(1 + q + q2m+1) −

[

2m− 3

m+ 3k

]

q

q6k+2m

−

[

2m− 3

m+ 3k − 3

]

q

q2m−6k +

[

2m− 4

m+ 3k − 2

]

q

(q − q2m−2).

This is a straightfoward (albeit tedious) exercise and precisely the type of verification
that can be carried out with the aid of the RRtools Maple package; see [17] for further
discussion.

3.2 Identity 2.2

The derivation is analogous to that of Identity 2.1. The analogous “t-generalization” of
the sum side of (1.2) is

f(t; z, q) =
∞

∑

j=0

t2jqj2+j(1 + t)(tz; q)j(tq/z; q)j+1

(t2; q)2j+1
=

∞
∑

n=0

Pn(z, q)tn. (3.8)

The recurrence and initial conditions satisfied by this new Pn = Pn(z, q) are

Pn = (1 − q)Pn−1 + (2q + qn)Pn−2 +
(

q2 − q − (zq2 + z−1q3)qn−3
)

Pn−3

+ (qn−1 − q2)Pn−4 (3.9)
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with

P0 = 1, P1 = 1−q/z, P2 = 1 + (1 − z−1)q + q2,

P3 = 1 + (1 − z−1)q + (1 − z − z−1)q2 − q3/z − q4/z.

Again, upon verifying that the coëfficient of zj in the recurrence (3.9) satisfies the same
recurrence as the right hand side of Identity 2.2, the proof is complete.

3.3 Identity 2.3

The t-generalization of the sum side of (1.3) is

f(t; z, q) =

∞
∑

j=0

tjqj2

(1 + t)(tzq; q2)j(tq/z; q
2)j

(tq; q2)j(t2; q4)j+1
=

∞
∑

n=0

Pn(z, q)tn. (3.10)

The recurrence and initial conditions for this third Pn = Pn(z, q) are

Pn = (1+q−q2+q2n−1)Pn−1+
(

q3+q2−q−(z+z−1)q2n−2
)

Pn−2+(q2n−3−q3)Pn−3 (3.11)

with
P0 = 1, P1 = 1 + q, P2 = 1 + q + (1 − z − z−1)q2 + q4.

To complete this proof, we note that unlike Identities 2.1 and 2.2, the coëfficient of zj

in Identity 2.3 does not depend on the parity of n or j. However, as the q-trinomial
coëfficients are involved, the required recurrence verification, while analogous to that of
the two previous identities where only q-binomial coëfficients were involved, is somewhat
more complicated in detail; see [5, 17]. Nonetheless, this verification has been carried out,
thus completing the proof.

Challenge

We leave it as a challenge to produce fully automated proofs for Identities 2.1–2.3.
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