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Abstract

Bennett et al. [2] presented a recursive algorithm to create a family of partitions
from one or several partitions. They were mainly interested in the cases when we
begin with a single square partition or with several partitions with only one part.
The cardinalities of those families of partitions are the Catalan and ballot numbers,
respectively. In this paper we present a non-recursive description for those families
and prove that the generating function of the size of those partitions is a Kostka
number. We also present bijections between those sets of partitions and sets of trees
and forests enumerated by the Catalan an ballot numbers, respectively.

Introduction

The Catalan numbers appear in a wide variety of settings, including representation theory.
While studying the category of finite dimensional representations of the affine Lie algebra
associated to sl2 and trying to develop a theory of highest weight categories, Chari and
Greenstein ([3, 4]) found that that one of the results required would be to prove that a
certain module Mℓ for the ring of symmetric functions of ℓ variables was free, with rank
given by the ℓth Catalan number.

The module Mℓ is generated by a family of polynomials pµ indexed by partitions
with exactly ℓ parts. An algorithm is presented in [2] which at the ℓth stage generates a
particular subset (denoted Pℓ) of the set of all partitions with ℓ parts. It is proved by
purely algebraic methods that this subset has cardinality equal to the ℓth Catalan number
and it is conjectured that the set {pµ : µ ∈ Pℓ} is a basis for Mℓ. Chari and Greenstein
also present a more general algorithm which gives rise to subsets of partitions Pℓ

m with
cardinality equal to the ballot numbers bℓ,m.

Chari and Loktev [6] define modules Mk,ξ for the ring of symmetric functions in n

variables and generated by polynomials p(r), r ∈ Z
ξ2
+ × · · · × Z

ξn+1

+ . They use the theory
of global Weyl modules of the current algebra of sln+1 to prove that Mk,ξ is free and
has a graded basis where the number of elements of a given grade is the coefficient of
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the corresponding power of q of a certain Kostka polynomial, and show that it can be
identified with a multiplicity space in the ring of polynomials in k variables. For n = 1,
ξ = (ℓ+m−1, ℓ), k = 2ℓ+m−1 and Mk,ξ is precisely Mℓ,m. All their results were proved
using algebraic rather than combinatorial methods, and for n > 1 there is no conjecture
regarding a set of generators for Mk,ξ.

In this paper we present a combinatorial approach to the results of Chari-Greenstein.
As a consequence, we are able to recover their results and also to improve them in two
directions. Thus we can give a non-recursive description of elements of the set Pℓ

m in terms
inequalities. We can prove that the generating function of the size of the partitions in Pℓ

m

is a certain Kostka polynomial. We do this by exhibiting an explicit bijection between
this subset and a set of standard tableaux with two columns.

To make the connection with the module Mℓ,m, we note that that it admits a grading
by the non-negative integers given by the total degree of the polynomials and in fact the
rank of pµ is exactly the size of µ. Thus our result together with the results of Chari and
Loktev suggest that the polynomials pµ form a free basis for Mℓ,m.

The paper is organized as follows. In Section 1 we recall the algorithm defined in [2]
and state our main results: Theorems 1.3, 1.5 and 2.2. Sections 2 and 3 are devoted to
proving these results. In Section 4, we present an explicit bijection between Pℓ and the
set of rooted trees with ℓ vertices and similar results for Pℓ

m. We conclude the paper with
a very brief description of the representation theory of affine algebras which motivated
this paper. The interested reader is referred to [2] and [5] for a more detailed exposition.
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1 Notation

In this section we will present the relevant notation, as well as some Theorems taken from
[2].

Let N be the set of non-negative integers. Let [n] = {1, . . . , n} for any positive integer
n.

By a partition λ we mean a weakly decreasing sequence

λ = (λ1, λ2, . . . , λn, . . . ), λ1 > λ2 > . . . > λn > . . .

of non-negative integers such that finitely many of the λi (known as the parts of λ) are
strictly positive. The number of parts is the length of λ denoted by l(λ). If a partition
has length n we can write it as the finite sequence λ = (λ1, λ2, . . . , λn). We denote the
set of all partitions by P .
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Given a partition λ = (λ1, λ2, . . . , λn) of length n and and positive integer λn+1 6 λn

set
λ ∪ (λn+1) = (λ1, λ2, . . . , λn, λn+1).

Given a set of partitions S of length n, let M(S) be the set of all partitions of length
n+ 1 obtained by adding an extra part to a partition in S:

M(S) = {λ ∪ (j) : 0 < j 6 λn, µ ∈ S}.

For k, n ∈ Z+, let Pn,k be the set of partitions of length n where no part is bigger
than k, i.e.

Pn,k = {λ ∈ P : l(λ) = n, λ1 6 k}.

We can regard a partition λ ∈ Pn,k as a weakly decreasing function λ : [n] → [k], i 7→ λi,
so we can write λ(i) = λi.

Let τ : Pn,k → Pn,k (or τk, if confusion arises) be the complement of λ with respect
to (nk+1), i.e.,

τ(λ1, · · · , λn) = (k + 1− λn, · · · , k + 1− λ1).

As a map [n] → [k], τ(λ) is equal to the composition γk ◦ λ ◦ γn, where for every positive
integer m, γm : [m] → [m] is an order-reversing bijection of order two defined by i 7→
m+ 1− i.

Fix m ∈ Z+, and define subsets Pℓ
m ⊂ Pℓ,ℓ+m−1 by

P1
m = P1,m = {{j} : 1 6 j 6 m},

Pℓ
m = M(Pℓ−1

m ) ∪ τℓ+m−1(M(Pℓ−1
m )).

Also set Pℓ = Pℓ
1.

Example 1.1. P1
3 = {(1), (2), (3)}, M(P1

3 ) = {(12), (21), (22), (31), (32), (32)} and
P2

3 = {(12), (21), (22), (31), (32), (32), (42), (43), (42)}.

Example 1.2. P1 = {(1)}, P2 = {(12), (22)}, P3 = {(13), (221), (23), (322), (33)}, P4 =
{(14), (2212), (231), (3221), (331), (24), (323), (423), (332), (4322), (34), (433), (4232), (44)}

The following theorem provides a non-recursive definition of the partitions in Pℓ.

Theorem 1.3. µ ∈ Pℓ if and only if µ : [ℓ] → [ℓ] is decreasing and satisfies the following
conditions for every i ∈ [ℓ]:

(i) If µ(i) > i then µ(µ(i)) > i.

(ii) If µ(i) < i then µ(µ(i)) < i.

In Theorem 2.2 we provide a similar characterization for the partitions in Pℓ
m.

The ballot numbers are defined by

bℓ,m =

(
2ℓ+m

ℓ

)
−

(
2ℓ+m

ℓ− 1

)
.

The following Theorem is proved in [2].
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Theorem 1.4 ([2], Section 3.1). For ℓ,m ∈ Z+, we have

|Pℓ
m| = bℓ,m−1.

In Section 3 we prove a stronger result:

Theorem 1.5. ∑

µ∈Pℓ
m

q|µ| = K(2ℓ1m−1)(12ℓ+m−1)(q)

where the size of a partition µ = (µ1, µ2, . . . , µℓ), denoted by |µ| is the sum of its parts
µ1 + µ2 + · · ·+ µℓ and the right-hand side is a Kostka polynomial.

2 A non-recursive characterization using inequalities

In this section we provide a non-recursive description of the elements of Pℓ
m using inequal-

ities.
As before, we regard elements of Pℓ

m as weakly decreasing functions µ : [ℓ] → [ℓ+m−1].
Here τ = τm+ℓ−1 so τ(µ) = γm+ℓ−1 ◦ µ ◦ γℓ.

We define

t : [ℓ]× [ℓ+m− 1] → [ℓ], t(r, s) =





s if s < r,

r if r 6 s 6 m+ r − 1,

s−m+ 1 if s > m+ r − 1.

t has the effect of “compressing” a ℓ × (ℓ + m − 1) rectangle into an ℓ × ℓ square. For
example, if ℓ = 5, m = 3, the values of t(r, s) are shown in Figure 1, where r and s are
displayed vertical and horizontally, respectively.

1
1
1
1
1

2
2
2

3
3

4 5
5
5
5
5

4
4
4
4

3
3
3

2
21 1 1

2 2 2
3 3 3

4 4 4
5 5 5

?

r

-
s

Figure 1: t : [5]× [7] → [5]

Let µ̃(i) = t(i, µ(i)), i.e.,

µ̃(i) =





µ(i) if µ(i) < i,

i if i 6 µ(i) 6 m+ i− 1,

µ(i)−m+ 1 if µ(i) > m+ i− 1.
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In general, µ̃ : [ℓ] → [ℓ] is not a partition since it is not weakly decreasing. The
following properties are easy to prove

Lemma 2.1.

(a) t(r, s) < r if and only if s < r, and t(r, s) > r if and only if s > r +m− 1.

(b) t ◦ (γℓ × γℓ+m−1) = γℓ ◦ µ.

(c) Let µ∗ = τ(µ). Then γℓ ◦ µ̃∗ = µ̃ ◦ γℓ.

Proof. (a) is clear from the definition. For (b), notice that

t(γℓ(r), γℓ+m−1(s))

=





ℓ+m− s if ℓ+m− s < ℓ+ 1− r

ℓ+ 1− r if ℓ+ 1− r 6 ℓ+m− s 6 m+ (ℓ+ 1− r)− 1

(ℓ+m− s)−m+ 1 if ℓ+m− s > m+ (ℓ+ 1− r)− 1

=





γℓ(s−m+ 1) if r +m− 1 < s

γℓ(r) if r 6 s 6 m+ r − 1 = γℓ(µ(r, s))

γℓ(s) if s < r

The conclusion follows.
(c) follows from Lemma (b) and the definition of µ∗:

γℓ
(
µ̃∗(i)

)
= γℓ(t(i, µ

∗(i))) = t(γℓ(i), γℓ+m−1(µ
∗(i))) = t(γℓ(i), µ(γℓ(i))) = µ̃(γℓ(i))

Now we provide a characterization for Pℓ
m.

Theorem 2.2. Let µ ∈ Pℓ,ℓ+m−1. Then µ ∈ Pℓ
m if and only if µ̃ satisfies the following

conditions for every i ∈ [ℓ]:

(i) If µ̃(i) > i then µ̃(µ̃(i)) > i.

(ii) If µ̃(i) < i then µ̃(µ̃(i)) < i.

First we prove the following:

Claim 2.3. µ ∈ Pℓ,m+ℓ−1 satisfies (ii) if and only if τ(µ) satisfies (i).

Proof. Assume that µ satisfies (ii) and that µ̃∗(i) > i where µ∗ = τ(µ). From Lemma 2.1
(c) and the fact that γℓ is order-reversing we see that γℓ(i) > γℓ

(
µ̃∗(i)

)
= µ̃(γℓ(i)) and as

a consequence of (i), γℓ(i) > µ̃(µ̃(γℓ(i))). Applying γℓ again we get i < γℓ(µ̃(µ̃(γℓ(i)))),
but γℓ(µ̃(µ̃(γℓ(i)))) = µ̃∗(γℓ(µ̃(γℓ(i)))) = µ̃∗

(
µ̃∗(i)

)
. The conclusion follows.
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Proof of Theorem 2.2. First we prove by induction that every µ ∈ Pℓ
m satisfies (i) and

(ii). If ℓ = 1 then (i) and (ii) are void since µ̃(1) = 1.
Because of Claim 2.3 we just have to consider µ = ν∪(j), 1 6 j 6 ν(ℓ−1) to complete

the induction step. Clearly µ̃(i) = ν̃(i) ∈ [ℓ − 1] for i ∈ [ℓ − 1], and the premise of (i) is
impossible if i = ℓ, so we just have to prove that (ii) holds for i = ℓ. But µ̃(ℓ) < ℓ implies
µ̃(µ̃(ℓ)) = ν̃(µ̃(ℓ)) 6 ℓ− 1 < ℓ since ν̃ : [ℓ− 1] → [ℓ− 1].

Now we prove that if µ ∈ Pℓ,m+ℓ−1 is so that µ̃ satisfies (i) and (ii), then µ ∈ Pℓ
m. For

ℓ = 1 there is nothing to prove since P1
m = P1,m. Assume ℓ > 1. It is not possible to

have µ̃(1) = ℓ and µ̃(ℓ) = 1 since this would contradict (i) and (ii). If µ̃(1) = ℓ then if
follows from Lemma 2.1 (c) and Claim 2.3 that we can replace µ by τ(µ). Therefore we
can assume that µ̃(1) < ℓ. From the definition of t if follows that µ(1) < ℓ +m − 1 and
therefore no part of µ is bigger than ℓ+m− 1. So ν = µ \µℓ ∈ Pℓ−1,m+ℓ−2 and it satisfies
(i) and (ii). By the induction hypothesis ν ∈ Pℓ−1

m and therefore µ = ν ∪ (µj) ∈ Pℓ
m.

One important case is Pℓ = Pℓ
1. Since µ̃ = µ for m = 1, Theorem 2.2 implies Theorem

1.3. The following Lemma provides an alternative characterization of Pℓ.

Lemma 2.4. A partition µ ∈ Pℓ,ℓ belongs to Pℓ if and only if the following conditions
are satisfied.

(i′) There exists a positive integer b ∈ [ℓ] so that µ(b) = b,

(ii′) If 1 6 i < b then µ(µ(i)) > i,

(iii′) If b < i 6 ℓ then µ(µ(i)) < i.

Proof. “(i),(ii) ⇒(i′),(ii′),(iii′)”: µ ◦ µ : [ℓ] → [ℓ] is weakly increasing since µ is weakly
decreasing. It has a fixed point b since the sequence j1, j2 . . . defined by j1 = 1, jm+1 =
µ(µ(jm)) is weakly increasing and must stabilize. (i) and (ii) imply that µ(b) = b. Since
µ is weakly increasing, i < b (resp. i > b) implies that µ(i) > µ(b) = b > i (resp.
µ(i) 6 µ(b) = b < i). and therefore µ(µ(i)) > i (resp. µ(µ(i)) < i).

“(i′),(ii′),(iii′) ⇒ (i),(ii)”: If i 6 b then µ(i) > µ(b) = b > i. Therefore µ(i) < i implies
i > b which in turn implies µ(µ(i)) < i and similarly µ(i) > i implies µ(µ(i)) > i.

Remark 2.5. Similarly, for µ ∈ Pℓ
m we can consider the fixed points of µ̃: let L =

{i | µ̃(i) > i}, M = {i | µ̃(i) = i}, H = {i | µ̃(i) < i}. We claim that L, M and H are
(possibly empty) intervals. Assume that i ∈ H and j > i. From Lemma 2.1 (a) we have
that i > µ̃(i) = t(i, µ(i)) which implies i > µ(i) and therefore j > i > µ(i) > µ(j). As a
consequence µ̃(j) = µ(j) and j ∈ H. Similarly, i ∈ L and j < i imply j ∈ L. This proves
that L, M and H are consecutive intervals in [ℓ]. It is easy to see that µ̃|L and µ̃|H are
weakly decreasing.
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3 Kostka polynomials

Kostka polynomials appear frequently in combinatorics and representation theory. They
arise as the connection coefficients between the Schur and Hall-Littlewood polynomials:

sλ =
∑

µ

Kλµ(q)Pµ(q).

The definition that we use in terms of the charge of a tableaux is due to Lascoux and
Schützenberger ([10]). Let Tab(ν, µ) be the set of semistandard tableaux with shape λ
and content µ. For any two partitions λ, µ of the same size, the Kostka polynomial is
defined by

Kνµ(q) =
∑

T∈Tab(ν,µ)

qch(T )

where ch(T ) is the charge of T as defined in [10, 11]. We will recall the definition of
ch(T ) where T ∈ Tab(ν, (1n)), n = |ν|, i.e., where T is a standard tableaux. Let π be a
permutation in Sn, regarded as a standard word in the letters 1, 2, . . . , n. For any i ∈ [n]
the charge value ch(i) is defined as follows:

ch(i) =





0 if i = 1

ch(i− 1) if i is to the right of i− 1 in π

ch(i− 1) + 1 if i is to the left of i− 1 in π

.

The charge of π, denoted ch(π), is
∑n

i=1 ch(i). If T is a standard tableaux, by reading
T from right to left in consecutive rows, starting from the top, we obtain a permutation
π(T ), and charge of T is defined to be ch(π(T )).

The main result of this section is that the generating function of the size of the
partitions in Pℓ

m is a Kostka polynomial as in Theorem 3. The idea of the proof is to
establish a bijection between both Pℓ

m and Tab((2ℓ1m−1)(12ℓ+m−1)) and sets of sequences of
non-negative integers satisfying some inequalities. Those integers add up to the size of the
partition and the charge of the tableaux, respectively. The following example illustrates
the main idea.

Example 3.1. The tableaux in Tab(221, 15), with their respective words and charges are:

T :

1 1 1 1 12
3 4
5

2
3 5
4

3
2 4
5

3
2 5
4

4
2 5
3

π(T ): 21435 21534 31425 31524 41523
ch: 10212 10211 10101 10201 10100
ch(T ): 6 5 3 4 2

Therefore K(q)(221,15) = q6 + q5 + q4 + q3 + q2.
To calculate the sizes of the partitions in P2

2 , we count the number of boxes per
diagonal:
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µ : (1,1) (2,1) (2,2) (3,2) (3,3)
|µ| : 2 3 4 5 6

ց ց ց ց ց

ց ց ց1
1 0 0

ց ց ց1
1 1 0

ց ց ց1
2 1 0

ց ց ց1
2 1 1

ց ց ց1
2 2 1

Therefore
∑

µ∈P2
2

q|µ| = q6 + q5 + q4 + q3 + q2.

It is easy to see that there is a bijection between the charge values (except 0 = ch(1))
of the words in Tab(221, 15) and the number of boxes in the diagonals in the partitions in
P2

2 .

Proof of Theorem 3. For any partition µ with ℓ parts of size at most ℓ+m− 1, we regard
its Young diagram as contained in an ℓ × (ℓ + m − 1) box. Number the 2ℓ + m − 2
diagonals using numbers between −ℓ+ 1 and ℓ+m− 2, as indicated in Figure 3. Define
a : {µ : l(µ) = ℓ, µ1 6 ℓ + m − 1} → N2ℓ+m−2, µ 7→ (a−ℓ+1, a−ℓ+2, . . . , aℓ+m−2) where ai
the number of boxes if the diagram of µ in the ith diagonal.

ցցցցցցցց
ց
ց
ց
ց

-4
-3
-2
-1
0 1 2 3 4 5 6

ℓ = 5, m = 3
µ = (5432)
a(µ) = (1, 2, 2, 3, 4, 3, 2, 1, 1, 0, 0)

Figure 2: An example of a : {µ : l(µ) = ℓ, µ1 6 ℓ+m− 1} → N2ℓ+m−2

Lemma 3.2.

(a) A sequence (a−ℓ+1, a−ℓ+2, . . . , aℓ+m−2) ∈ N2ℓ+m−2 is in a({µ : l(µ) = ℓ, µ1 6 ℓ+m−
1}) if and only if a−l+1 = 1, aℓ+m−2 ∈ {0, 1}, aj+1−aj ∈ {0, 1} if j = 0, . . . ,m+ℓ−3,
and aj+1 − aj ∈ {0,−1} if j = −ℓ+ 1, . . . ,−1.

(b) A sequence (a−ℓ+1, a−ℓ+2, . . . , aℓ+m−2) satisfying the conditions in part (a) is in
a(Pℓ

m) if and only if a−j > am+j for j = 0, . . . , ℓ− 2.

Proof. To prove the “only if” part, recall the definition of the Frobenius symbol of a
partition µ (see [1]): if its Young diagram has h squares in the diagonal, its Frobenius
symbol is defined as (

d1, . . . , dh
e1, . . . , eh

)

where di and ei are the number of squares to the right of and below, respectively, the ith
diagonal square. The number of squares in the diagonal of µ is a0. Since the entries in
each of the rows of the Frobenius symbol are weakly decreasing they can be regarded as
partitions, and it is easy to see that (a−1, . . . , a−ℓ) and (a1, . . . , aℓ+m−2) are conjugate to
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(e1, . . . , eh) and (d1, . . . , dh), respectively. The entries in each of the rows of the Frobenius
symbol are distinct and therefore their conjugates satisfy that consecutive parts differ by
at most 1 and clearly a−ℓ+1 = 0. The converse is similar. This proves (a).

For (b), let µ̃ as in section 2.2. Consider a(µ̃) = (ã−ℓ+1, . . . , ãℓ−1). Clearly ã−j = a−j

and ãj = am+j−1 for j = 0, . . . , ℓ− 1. So we have to prove that µ̃ satisfies the conditions
in Theorem 2.2 if and only if ã−j > ãj+1 for j = 0, . . . , ℓ − 2. It is not hard to see that
ãj = max{r | µ̃(r) > j + r} and ã−j = max{r | µ̃(j + r) > r}.

Assume that µ̃ satisfies the conditions in Theorem 2.2. We are to prove that {r | µ̃(r) >
j+1+ r} ( {r | µ̃(j+ r) > r}. To prove the inclusion, assume on the contrary that there
is in an r so that µ̃(r) > j + 1 + r > r and µ̃(j + r) < r 6 r + j, so using the notation in
Remark 2.5, r ∈ L and r + j ∈ H. Since L and H are intervals containing the lower and
higher numbers in [n] and µ̃ is weakly decreasing when restricted to those intervals, then
µ̃(j + r) < r implies that µ̃(µ̃(j + r)) > µ̃(r) > j + r, contradicting µ̃(µ̃(j + r)) < r + j.

This proves that ã−j > ãj+1. If the equality holds, consider s = ã−j = ãj+1, i.e.,
µ̃(j + s) > s, µ̃(s) > j + s+1 but µ̃(j + s+1) < s+1, µ̃(s+1) < j + s+2. This implies
that µ̃(s) > s and µ̃(j+s+1) < j+s+1 so s ∈ L and j+s+1 ∈ H. Since µ̃(j+s+1) 6 s
then µ̃(µ̃(j + s+ 1)) > µ̃(s) > j + s+ 1, contradicting that µ̃(µ̃(j + s+ 1)) < j + s+ 1.

To prove the converse, assume that ãj+1 < ã−j, i.e., max{r | µ̃(r) > j + 1 + r} 6

max{r | µ̃(j + r) > r} for j = 0, . . . , ℓ − 2; and we want to prove that the conditions in
Theorem 2.2 hold. If µ̃(i) > i, let j = µ̃(i)− i− 1 > 0. Then i ∈ {r | µ̃(r) > j + 1+ r} so
i 6 ãj+1 < ã−j. This implies that i + 1 ∈ {r | µ̃(j + r) > r} so µ̃(µ̃(i)) = µ̃(j + i + 1) >
i+ 1 > i. That if µ̃(i) < i then µ̃(µ̃(i)) < i is proved analogously.

Now we establish a bijection between Tab(2ℓ1m−1)(12ℓ+m−1)) and a sequence of non-
negative integers.

Lemma 3.3. For T ∈ Tab(2ℓ1m−1)(12ℓ+m−1)), let x1, . . . , xℓ+m−1 and y1, . . . , yℓ be the
entries in the first and second columns of of T , respectively, and let b1, . . . , bℓ+m−1 and
c1, . . . , cℓ and be their their charge values. Then the following are true:

1. b1 = 0, bi+1 − bi ∈ {0, 1}, i = 1, . . . , ℓ+m− 2,

2. c1 = 1, ci+1 − ci ∈ {0, 1}, i = 1, . . . , ℓ− 1, bi < ci, i = 1, . . . , ℓ− 1

3. bℓ+m−1 − cℓ ∈ {0, 1}.

Conversely, two sequences satisfying these conditions form the list charge values of a
tableau in Tab(2ℓ1m−1)(12ℓ+m−1)).

Proof. The word of T is y1, x1, y2, x2, . . . , yℓ, xℓ, xℓ+1, . . . , xℓ+m−1 and that T is standard
means that x1 < x2 < · · · < xℓ+m−1, y1 < y2 < · · · < yℓ and x1 < y1, . . . , xℓ < yℓ. Clearly
b1 = ch(1) = 0 and c1 = ch(y1) = 1. bi+1 > bi since xi+1 is larger and to the right of
xi. If xi+1 = xi + 1 then bi+1 = bi. If xi+1 > xi + 1 then xi + 1 = yj for some j 6 i
and furthermore yj, . . . , yi are precisely the consecutive numbers between xi and xi+1.
Therefore ch(xi)+1 = ch(yj) = · · · = ch(yi) = ch(xi+1). This proves that bi+1−bi ∈ {0, 1}.
Similar considerations prove ci+1 − ci ∈ {0, 1}. That bi > ci follows from the fact that
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yi is greater and to the left of xi. Since the yℓ > x1, . . . , xℓ+m−1, y1, . . . , yℓ+m−1 then
bℓ+m−1 − cℓ ∈ {0, 1}.

For the converse, note that it is possible to reconstruct the word whose charge values
are

c1, b1, c2, b2, . . . , cℓ, bℓ, bℓ+1, . . . , bℓ+m−1

as follows: find all the zeroes, from left to right they correspond to the first numbers
1, 2, 3, . . . . Then find the ones and continue on with the next numbers that have not
been used and so forth. It is clear that the inequalities for b1, . . . , bℓ+m−1 and c1, . . . , cℓ
imply those for x1, . . . , xℓ+m−1 and y1, . . . , yℓ so that we get the word of a standard
tableaux.

To complete the proof of Theorem 1.5, notice that there is a bijection between the
sequences described in Lemmas 3.3 and 3.2 (b): the sequence (b1, . . . , bℓ+m−1, c1, . . . , cℓ)
corresponds to the sequence (c1, c2, . . . , cℓ, bℓ+m−1, bℓ+m−2, . . . , b2) ∈ a(Pℓ

m). Under this
bijection, a partition µ ∈ Pℓ

m corresponds to a tableaux of charge |µ| since |µ| is equal to
the sum of the elements of a(µ) which in turn is equal to the sum of the charge values of
the associated tableaux.

Example 3.4. Let µ be the partition in Figure 3, so a(µ) = (1, 2, 2, 3, 4, 3, 2, 1, 1, 0, 0).
We can recover the standard word with charge values equal to 0, 1, 0, 2, 0, 2, 1, 3, 1, 4, 2, 3:

i 1 4 2 7 3 8 5 10 6 12 9 11
ch(i) 0 1 0 2 0 2 1 3 1 4 2 3

This word corresponds to the following standard tableaux:

11
9
6
5
3
2
1

12
10
8
7
4

4 Trees, forests and Catalan numbers

In this section we will define a bijection between Pℓ (resp. Pℓ
m) and a family enumerated

by the Catalan (resp. ballot) numbers. The Catalan numbers appear in various count-
ing problems, see [15] for a 66 interpretations of the Catalan numbers. Some of these
generalize to the ballot numbers.

Consider the set Tℓ of pairs (T
−, T+) of rooted trees with a total of ℓ− 1 edges. These

pairs are in bijection with trees with ℓ edges: cutting the rightmost branch from the root
creates such a pair, and viceversa, we can attach a tree as the rightmost subtree of the
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7→




,



∈ Tℓ

Figure 3: Cutting a tree in two.

root (See Figure 3 for an example). Therefore there are cℓ pairs of rooted trees with a
total of ℓ− 1 edges. We will establish a bijection between Tℓ and Pℓ.

The generalized Catalan numbers are defined by the formula Ck,γ(n) = γ

nk+γ

(
kn+γ

n

)

(see [8, 7, 15]). Ck,γ(n) is the number of ordered forests with γ k-ary trees and with total
number of n internal vertices. The ballot numbers are a special case of the generalized
Catalan numbers since bℓ,m−1 = C2,m(ℓ). Therefore bℓ,m−1 is the number of ordered forests
with m binary trees and with total number of ℓ internal vertices, or equivalently, the
number of ordered forests with m trees and with total number of ℓ edges, since there is a
bijection between binary trees with n vertices and rooted trees with n edges. As before,
we can cut non-empty trees to obtain pairs of trees. We will use this to establish Theorem
1.4.

4.1 Pℓ and Trees

Now we describe how to create an element of Pℓ from a pair of rooted trees (T−, T+).
Number the levels of both trees so that the roots are located in level 1. Starting from the
deepest level and moving up and from left to right, label the vertices of the odd levels
of T− and the even levels of T+ consecutively with the numbers 1, 2, 3 . . . , and label the
vertices of the even levels of T− and the odd levels of T+ consecutively with the numbers
ℓ, ℓ − 1, l − 2 . . . . Then label the roots of T± with b±, where b ∈ [ℓ] is the only number
that has not been used so far. To define µ : [ℓ] → [ℓ] let µ(i) be the parent of i (if the
parent of i is b±, define µ(i) = b), and µ(b) = b.

Example 4.1. Consider the pair of trees in Figure 3. After numbering the nodes, we get
the pair of trees in Figure 4.

The corresponding partition is
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9−

11

1 2 3

14

4

10

5

9+

6 7

13 12

8

Figure 4: A pair of labeled trees

i 1 2 3 4 5 6 7 8 9 10 11 12 13 14
µ(i) 11 11 11 11 10 9 9 9 9 9 9 7 7 3

Lemma 4.2. The map µ : [ℓ] → [ℓ] obtained by this process is a partition in Pℓ.

Proof. To simplify the notation, let L = [b− 1], H = [ℓ] \ [b]. We have to prove that µ is
weakly decreasing and satisfies the conditions in Lemma 2.4.

It is clear form the construction that µ(b) = b, i ∈ L implies µ(i) /∈ L, and i ∈ H
implies µ(i) /∈ H. Let 1 6 i 6 j < ℓ. If i ∈ L and j ∈ H then µ(i) ∈ {b} ∪ H and
µ(j) ∈ {b} ∪ L. Therefore µ(i) > µ(j). Similar considerations hold if one among i, j is
equal to b. Assume that i, j ∈ L. Then either i is located at a level deeper than j, or they
are in the same level but i is to the left of j, and the same is true about their parents.
But their parents µ(i), µ(j) ∈ {b} ∪ H, and therefore µ(i) > µ(j). A similar argument
works if we assume i, j ∈ H.

The conditions in Lemma 2.4 say

(i) µ(b) = b.

(ii) i ∈ L ⇒ µ(µ(i)) > i.

(iii) i ∈ H ⇒ µ(µ(i)) < i.

(i) follows from the construction of µ. If i ∈ L then either µ(µ(i)) is two levels above
i and therefore µ(µ(i)) > i, or µ(i) = b, so µ(µ(i)) = b > i. Similar considerations work
if i ∈ H.

The process can be reversed: for µ ∈ Pℓ let b be its fixed point, and L, H as before.
We define a pair of trees (T−, T+) with i ∈ ([l] \ {b}) ∪ {b−, b+} as vertex set. The root
of T± is b±, and the edges are drawn according to the following rules:

1. If i ∈ [l] \ {b} and µ(i) 6= b, we draw an edge i → µ(i).

2. If i ∈ L and µ(i) = b, we draw an edge i → b+.

3. If i ∈ H and µ(i) = b, we draw an edge i → b−.
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The vertices in L (resp. H) are organized increasingly (resp. decreasingly) from left to
right. This procedure creates a bijection between Tℓ and Pℓ

Example 4.3. The following are the 14 = C4 pairs of rooted trees with 3 edges.

The following are the labeling of the nodes following the algorithm described before,
and the corresponding partitions. These are in fact the 14 partitions in P4

1 .

2− 2+

1

4 3

µ = (2, 2, 1, 1) 3− 3+

1

4

2

µ = (3, 3, 3, 1)

3− 3+

1 2

4

µ = (3, 3, 3, 2) 3− 3+

2

4

1

µ = (4, 3, 3, 2)

4− 4+

1 2 3

µ = (4, 4, 4, 4) 2−

3

1

4

2+ µ = (3, 2, 2, 1)

3−

4

1 2

3+ µ = (4, 4, 3, 3) 3−

4

1

3+

2

µ = (4, 3, 3, 3)
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2−

3

2+

1

4

µ = (2, 2, 2, 1) 3−

4

3+

1 2

µ = (3, 3, 3, 3)

2−

4

1

3

2+ µ = (4, 2, 2, 2) 2−

4 3

1

2+ µ = (3, 2, 2, 2)

2−

4 3

2+

1

µ = (2, 2, 2, 2) 1−

4 3 2

1+ µ = (1, 1, 1, 1)

Now we want to describe the action of τ : Pℓ → Pℓ. τ replaces the label i by ℓ+1− i,
except b− and b+ which are replaced by (ℓ+1−b)+ and (ℓ+1−b)−, respectively. The two
trees exchange positions and the levels that contained the increasing sequence 1, 2, 3, . . .
now contain the decreasing sequence ℓ, ℓ− 1, ℓ− 2, . . . and viceversa.

Example 4.4. Consider the partition in Example 4.1:

µ = (11, 11, 11, 11, 10, 9, 9, 9, 9, 9, 9, 7, 7, 3)

τ(µ) = (12, 8, 8, 6, 6, 6, 6, 6, 6, 5, 4, 4, 4, 4)

Their corresponding pairs of trees are shown in Figure 5.

4.2 Pℓ

m
and forests

Now we describe how to associate to µ ∈ Pℓ
m a m-tuple of (possibly empty) pairs of rooted

trees.
The roots of the pairs of trees are going to be {b− | b ∈ M}∪{b+ | b ∈ M}. The vertices

that are not roots are going to be L∪H. The edges are drawn according to the following
rules:

1. If i ∈ L ∪H and µ(i) /∈ M , we draw an edge i → µ̃(i).

2. If i ∈ L and µ̃(i) = b ∈ M , we draw an edge i → b+.

3. If i ∈ H and µ̃(i) = b ∈ M , we draw an edge i → b−.

Now we pair the trees with roots b−, b+ (b ∈ M), and we say that this pair is the (m −
µ(b) + b)-th one. Clearly b ∈ M implies m − µ(b) + b ∈ [m] by the definition of t, and
if b < b′ then m − µ(b) + b < m − µ(b′) + b′, so different pairs have different positions
between 1 and m.
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9−

11

1 2 3

14

4

10

5

9+

6 7

13 12

8

6+

9 8

2 3

7

6−

4

14 13 12

1

11

5

10

Figure 5: The action of τ

Example 4.5. Consider the following partition µ ∈ P24
4 :

i 1 2 3 4 5 6 7 8 9 10 11 12
µ(i) 22 22 22 21 21 21 21 20 17 17 17 16

i 13 14 15 16 17 18 19 20 21 22 23 24
µ(i) 16 15 15 15 14 14 13 12 6 3 3 3

Here, L = {1, . . . , 12}, M = {13, 14, 15}, H = {16, . . . , 24} and µ̃ : [24] → [24] is

i 1 2 3 4 5 6 7 8 9 10 11 12
µ̃(i) 19 19 19 18 18 18 18 17 14 14 14 13

i 13 14 15 16 17 18 19 20 21 22 23 24
µ̃(i) 13 14 15 15 14 14 13 12 6 3 3 3

This map determines 6 trees:

13−

19

1 2 3

24 23 22

13+

12

14−

18

4 5 6

21

7

17

8

14+

11 10 9

20

15−

16

15+
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The pairs with 13±, 14± and 15± as roots are the first, third and fourth, respectively,
while the second pair is empty. These 4 pairs of trees correspond to a forest with 4 trees
and total number of 24 edges:

T1 = T2 = T3 = T4 =

Clearly the process can be reversed, and to every forest with m trees and with total
number of ℓ edges we can associate an element of Pℓ

m.

5 Representations of sln+1 and global Weyl modules

Let ℓ, m be non-negative integers and set k = 2ℓ+m− 1. Let

Λk = Z[x1, . . . , xk]
Sk

be the ring of symmetric functions. Let comp(µ) ⊂ Zℓ
+ be the set of compositions in the

Sℓ orbit of the partition µ of length ℓ. Following [2], define polynomials

pµ(x1, . . . , x2ℓ) =
∑

µ∗∈comp(µ)

(x
µ∗
1

1 − x
µ∗
1

2 ) . . . (x
µ∗
ℓ

2ℓ−1 − x
µ∗
ℓ

2ℓ )

LetMℓ,m be the Λk-submodule of C[x1, . . . , xk] spanned by the polynomials {p(µ) |µ ∈
Zℓ

+}. This module was studied in [2, 3, 4, 5, 6] in connection with the category of finite-
dimensional representations of the current algebra of sl2.

The following conjecture was posed by Bennet et al.

Conjecture 5.1 ([2]). Mℓ,m is a free Λk-module with basis {pµ |µ ∈ Pℓ
m}.

In [2] the conjecture was verified for all m if ℓ = 1, 2 and for ℓ = 3, 4 for m = 1, 2.
For example, when m = 1, ℓ = 2 then P2

1 = {(1, 1), (2, 2)}, p(1,1)(x1, x2, x3, x4) =
(x1−x2)(x3−x4) and p(2,2)(x1, x2, x3, x4) = (x2

1−x2
2)(x

2
3−x2

4). For µ ∈ Z2
+ we have that,

up to a factor of 2 if µ1 = µ2,

pµ(x1, x2, x3, x4) = (xµ1

1 − xµ1

2 )(xµ2

3 − xµ2

4 ) + (xµ2

1 − xµ2

2 )(xµ1

3 − xµ1

4 )

That pµ is generated by p(1,1) and p(2,2) can be proved using that p(1,1) is a factor of pµ,
p(2,2) = (x1 + x2)(x3 + x4)p(1,1) and

∑
i<j xixj − (x1 + x2)(x3 + x4) = x1x2 + x3x4.

The following theorem was recently proved by Chari and Loktev.

Theorem 5.2 ([6]). Mℓ,m is a free Λk-module graded module and the generating function
of the degree of the generators is the Kostka polynomial K(2ℓ1m−1)(12ℓ+m−1).
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Thus our results prove that the polynomials {p(µ) |µ ∈ Pℓ
m} have the right degree. It

remains to prove that they are indeed a free basis. Chari and Loktev’s conventions are
slightly different from ours since we work with the transpose partitions.

Schur’s duality establishes a correspondence between irreducible representations of gln
and Young diagrams with at most n rows. Kostka polynomials appear in [5] in connection
to the graded character chq of modules over the loop algebra sl2[q]: Let V (r) be the
irreducible sl2-module with highest weight r. Then

chq

(
V (1)⊗k

)
=

∑

ℓ,m>0
2ℓ+m−1=k

K(2ℓ1m−1)(12ℓ+m−1)(q)ch(V (m)).

(Once again, our conventions are different than the ones in their paper). This formula
has a generalization to sln+1. It would be interesting to find a free basis for Mk,ξ when
ξ has parts longer than 2. The results of Chari and Loktev in [6] indicate the number of
generators and their degree in terms of Kostka polynomials, but there is no conjecture
regarding a free basis.

The right-hand side of Theorem 1.5 can be rewritten using q-binomial coefficients as

(
2ℓ+m

ℓ

)

q

−

(
2l +m

ℓ− 1

)

q

This is the sl2 case of a formula expressing the Kostka polynomial as a sum over generalized
q-binomial coefficients. In the language of [13] or of [16], these generalized q-binomials
are called antisymmetric supernomials.

This poses some questions:
In the sl2 case one would expect to find set Rℓ

m in such a way that Rℓ
m −Rℓ−1

m+2 = P ℓ
m.

More importantly, in the sl2 case, there should also be a bijection between the partitions
in Pℓ

m and the path description of the sl2 case of the Kostka polynomial given by [12],
possibly in a way similar to the bijection in Secion 3. The generating function of Kostka
in terms of such paths is precisely what gives rise the the above-mentioned formula for
the Kostka polynomials.

A bijection in the sl2 case could provide with an important clue as to how to generalize
the set Pℓ

m to sln. This could ultimately lead to a new combinatorial description of the
general Kostka polynomial, and may also shed light on the problem of constructing a free
basis of Mk,ξ for ξ having parts exceeding 2.
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