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Abstract

Given five positive integers v,m,k, A and t where v > k > tandv >m > t, a
t-(v, k,m, ) general covering design is a pair (X, B) where X is a set of v elements
(called points) and B a multiset of k-subsets of X (called blocks) such that every
m-subset of X intersects (is covered by) at least A members of B in at least ¢ points.

In this article we present new constructions for general covering designs and we
generalize some others. By means of these constructions we will be able to obtain
some new upper bounds on the minimum size of such designs.

Keywords: covering design; Turan system; lotto design; block design

1 Introduction

Given five positive integers v, m, k, A and t wherev > k > tand v > m > ¢, at-(v, k, m, \)
general covering design (or general cover) is a pair (X, B) where X is a set of v elements
(called points) and B a multiset of k-subsets of X (called blocks) such that every m-subset
of X intersects (is covered by) at least A members of B in at least ¢ points.

It is easy to verify that a t-(v, k,m, \) general cover is also a (t — 1)-(v, k,m — 1, \)
general cover. A t-(v,k, m,\) general covering design (X, B) is said to be optimal if:

|B| = min{|.A| : there is a t-(v, k,m, ) general covering design (X,.4)}.

In this case, the cardinality of B is called the general covering number and denoted by
C(v, k,t,m).

Given a t-(v,k,m, 1) general covering design (X, B), the set C = {X \ B : B € B}
is said to be the collection of the coblocks of (X, B) and the pair (X,C) is called the
complement of (X, B).
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Applications to error-trapping decoding, data compression and lottery systems have
led many special cases of general covering designs to be investigated. Let us describe the
most studied in the literature:

Covering Designs: When m =t and A\ = 1, a t-(v, k,m, \) general covering design
is said to be a (v,k,t) covering design. The general covering number is simply
called covering number and denoted by C(v,k,t). There is an extensive literature
on covering designs. For an excellent survey please refer to [19, 24, 25]. Covering
designs are applied to error-trapping decoding [10]. Here the number of the blocks
determines the complexity of the decoding procedure. So, optimal covering designs
are of special interest.

Turan Systems: When k =t and A = 1, a t-(v, k,m, A) general covering design is
said to be a (v, k,m) Turdn system. The general covering number is called Turdn
number and denoted by T'(v, k,m). By taking the coblocks of a (v, k,t) covering
design, we always obtain a (v,v — k,v —t) Turdn system. Conversely, if we take the
coblocks of a (v, k, m) Turdn system we always obtain a (v,v—k, v —m) covering de-
sign. Therefore: T'(v, k,m) = C(v,v — k,v —m) and C(v,k,t) = T(v,v — k,v — ).
For a survey please refer to [8, 13, 28].

Lotto Designs: When A = 1, a t-(v, k, m, \) general covering design is said to be a
(v, k,t,m) lotto design (or cover). We will generally use the latter definition in the
following sections. The general covering number is called lotto (or cover) number
and denoted either by L(v,k,t,m) or by C(v,k,t,m). From the definition, both
covering designs and Turan systems can be seen as special cases of lotto designs
where m = ¢ and k = t respectively. Therefore C'(v, k,t) = C(v,k,t,t) = T(v,v —
k,v—t) and T(v,k,m) = C(v,k,k,m) = C(v,v—k,v—m). As the name suggests,
lotto designs find application to national lotteries [6, 11, 17|, but they are also
applied to data compression algorithms, as described in [15]. Several studies have
focused on establishing upper and lower bounds on C(v,k,t,m). Currently, the
situation is as follows:

Only for few values of v, k,t and m the cover number C(v, k,t,m) has been
found (see [3, 7, 8, 22]).

Constructions and lotto tables have been published in international journals
(see [4, 6, 11, 22]).

Upper bounds on C(v, k,t,m) are available on web sites (see [5, 16, 18]).

Results on lower bounds have also been published (see [17, 23]).

General covers should not be confused with a class of objects called generalized covering
designs which were recently introduced by Bailey et al. in [1]. Generalized covering designs
simultaneously generalize covering designs and covering arrays. For further information
and details on this class of objects, the reader is referred to the aforementioned reference.
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2 Background

In this section we present definitions and known results on design theory which will be
used throughout this article.

Definition 1. A block design is a pair (X, B) such that:
1. X is a set of elements called points.
2. B is a multiset (collection) of non-empty subsets of X called blocks.

The cardinality of X is said to be the order of a block design (X, B). Two block designs
(X, A) and (X, B) are called disjoint if AN B = (. The product of two block designs
(X1, A) and (Xy, B) is defined as (X; U X5, AB) where AB={AUB: Ac A B e B}.

Definition 2. A t-(v, k, \)-design is a a pair (X, B) where X is a set of v elements (called
points) and B a multiset of k-subsets of X (called blocks) such that every t-subset of X
is contained in exactly A blocks.

The general term t-design is often used to indicate any ¢-(v, k, A)-design. When A = 1,

a t-(v, k, 1)-design is often called a Steiner system and denoted by S(v, k,t). If t = 2 and
= 3, a Steiner system is called a Steiner triple system and denoted by STS(v) and if
t =3 and k =4 it is called a Steiner quadruple system and denoted by SQS(v).

When A > 1, the union of two collections of blocks A and B of t-designs (or general
covering designs) is a multiset union. Therefore, if a block C' appears r; times in A and
ro times in B, C' will appear max{ry, 2} times in A U B.

Many results on the necessary and sufficient conditions for the existence of ¢t-designs
have been found. Here we report the one on Steiner triple systems:

Theorem 3. [20] There exists an STS(v) if and only if v =1,3 (mod 6), v > 7.

A t-design (X, B) is said to be a-resolvable if there exists a partition of the collection
B into parts called a-parallel classes (or a-resolution classes) such that each point of X
occurs exactly in « blocks in each class. When a = 1, « is omitted.

Another interesting concept is the one of i-resolvable designs:

Definition 4. A Steiner system S(v, k, t) is called i-resolvable, 0 < i < t, if the collection
of its blocks can be partitioned into Steiner systems S(v, k, 7).

With regard to i-resolvable designs, the following two important theorems hold:
Theorem 5. [2] For any positive integer n there exists a 2-resolvable SQS(4™).

Theorem 6. [30] For any positive integer n there exists a 2-resolvable SQS(2p" + 2),
p e {7,31,127}.

When k = 2, we often talk in terms of graphs rather than designs.
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Definition 7. The complete graph of order n, denoted by K,, is a regular graph with n
vertices such that each pair of vertices is an edge.

The number of edges of the complete graph K, is M, that is, all the possible pairs

of vertices. ’

A 1-factor of a graph G is a set E of edges such that every vertex of G is incident
to exactly one edge of E. A 1-factorization is a partition of the edges of a graph into
1-factors. In term of designs, a 1-factorization of the complete graph K,, corresponds to a
partition of the Steiner system S(n,2,2) (i.e. the set of all the pairs from n) into parallel
classes. Clearly, n must be even.

A definition of resolvability can be extended to covering designs as follows:

Definition 8. A (v, k,t) covering design (X, B) is resolvable if B can be partitioned into
parts called parallel classes (or resolution classes) each of which in turn partitions X.

The number of blocks in a parallel class is necessarily v/k.
Let 7(g, k) denote the minimum number of parallel classes in a resolvable (kq, k,2)
covering design. When ¢ = 1, r(q, k) is trivially equal to 1. The following results hold:

Theorem 9. [32] When ¢ > 1, r(q, k) > q+ 1. Equality holds if and only if q divides k
and q is the order of an affine plane.

For small values of ¢:
Theorem 10. [32]
1. r(2,k) =3 if k is even, 4 if k is odd;
2. r(3,k) =4 if k=0 (mod 3), 5 otherwise;
3. r(4,k)=5if k=0 (mod 4), 7 if k € {2,3}, 6 otherwise.

Another interesting concept is the one of large set of coverings. Given a set X of size v
and a positive integer k, let (),f ) be the set of all k-subsets of X and let p(v, k) denote the
minimum number of optimal (v, k, k—1) covering designs (X, B1), (X, Ba), ..., (X, Buwx))
such that | J“F B; = (7). Let A(v, k) denote instead the maximum number of disjoint

optimal (v, k, k—1) covering designs defined on X. Then a large set of coverings is obtain
when A(v, k) = (v, k). The following results hold:

Theorem 11. [14]

1. u(8,4) =6.

2. 11(9,4) = 6.

3. 1(10,4) < 10.

In the following sections, given a partition X1, ..., X, of a set X of size v, a positive
integer m < v, and n positive integers a; < |Xi],...,a, < |X,| such that > " a; = m,
we will assume that [ay,...,a,] denotes the subset of (i) whose elements M satisfy

|M N X;| = a;, for 1 <i<n.
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3 Point Splicing Constructions

Etzion et al. [15] described a construction for constant weight covering codes called one-
bit splicing. It was actually a construction for (v, k,m) Turdn systems. The objective was
to start from a Turan system of order v to obtain a Turan system of order v 4+ 1. In the
next section we present a simple generalization: We start from a general covering design
of order v to obtain a general covering design of order v + n.

3.1 Point Splicing Construction for ¢-(v, k, m,\) General Covers

Let (X, B) be a t-(v, k,m, \) general covering design and n be the size of a set .S such that
XNS=0andn<k—t+1. Forevery z € X, define B(x) = {B\ {2z} : B € B,z € B}.
Choose a € X such that for any x € X we have |B(a)| < |B(z)|. Let (X \ {a},C) be a
(t —2)-(v—1,k—n—1,m — 2, \) general covering design and By, By, and B3 be three
collections of blocks as defined below:

B, = B.
By ={BU{s}: BeB(a),s €S}
Bs={CUSU{a}:CeC}.

Our objective is to obtain a t-(v + n, k, m, \) general covering design on the set (X U .S)
and we claim that (X U S, B; U By U B3) meets the objective.

Theorem 12. (X US, By U By U B;) is a t-(v+n,k,m,\) general covering design.
Proof. Let M be an m-subset of X U S:

If MN(SU{a}) =0 or {a}, then there exist at least A blocks in B; that cover M
in ¢ points.

If MN(SU{a}) = {s}, s € S, then there exist at least A blocks in B; U B, that
cover M in t points.

If I MN(Su{a})| =46, 2 < d <t, then there exist at least A blocks in B; that cover
M in t points because (X \ {a},C) is a (t —2)-(v — 1,k —n — 1,m — 2, \) general
covering design and therefore a (t — 0)-(v — 1,k —n — 1,m — 6, \) general covering
design as well.

If  MN(SU{a}) =6 >t, then M is clearly covered by each block B € Bs.
Therefore (X U S, By U By U Bs) is a t-(v + n, k,m, \) general covering design. O

By counting arguments, mincx |B(x)| < L@J, therefore, as a consequence of the

construction above:

k
Cx(v+n,k,t,m) <n {—C’A(U,k,t,m)J +C\(v, k,t,m)+Ch(v—1,k—n—1,t—2,m—2).
v
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3.2 Point Splicing Construction for (v,6,4,6) Covers

We introduce a point splicing construction specific for (v, 6,4,6) covers. Similar in spirit
to a construction for (v,4,6) Turdn systems presented by Etzion et al. [15], it permits us
to obtain a (v + 3,6,4,6) cover from a (v,6,4,6) cover.

Let (X,B) be a (v,6,4,6) cover. For every z € X, let B(x) be defined as in Section
3.1. Choose a € X such that for any x € X we have |B(a)| < |B(z)|. Let {b, c,d} be a set
such that X N {b,c,d} = 0. Let X1, X312, X201, Xo2, X351, X352 be a partition of X \ {a}.
Then take the following block designs where a pair-by-triple covering denotes a covering
design with k = 3 and ¢t = 2 and a pair-by-quadruple covering one with k =4 and t = 2:

Three pair-by-triple coverings (X1 1 UX21,C1), (X12UX22,Cs) and (X33 UX39,C3).
Three pair-by-triple coverings (X1 1UX32, Dy), (X12UX01,Ds) and (X5,UX39, Ds).
Three pair-by-quadruple coverings (X;1UXj2,&1), (X21UXa2, &), (X31UX359,E3).

The designs above have the following properties:

L (X \{a},U_,C)isa(v—1,324) cover.

2. (X \{a},U_, D) is a (v —1,3,2,4) cover.

3. (X \{a},U, &) is a (v—1,4,2,4) cover.

4. For any triple {z,y, 2} C X \ {a}, there exists a block B in |J_, C; UD; U&; such
that |[BN{z,y,z}| > 2.

We can now proceed to build a (v + 3,6,4,6) cover. Define:
B, = B.
By ={BU{p}: BeBa),pe{becd}}
Bs = {CU{a,b,c}:CecJ_, C}.
By ={DU{a,b,d}: D c|J_, Di}.
Bs ={EU{c,d}: Ec|_ &}
Theorem 13. (X U {b,¢,d},U;_, B:) is a (v +3,6,4,6) cover.
Proof. Let M be a 6-subset of X U {b,c,d}:
If M N{a,b,e,d} =0 or {a} then M is covered by some block B € B;.
If MN{a,b,c,d} = {b} or {c} or {d}, then M is covered by some block B € B;UBs.

If |[M Nn{a,b,c,d}| =2, then there exists P € {{a,b,c},{a,b,d},{c,d}} such that
P 2> (Mn{a,b,c,d}). Let P ={a,b,c} (the cases when P = {a,b,d} or P = {c,d}
are similar). From property 1, M is covered by some block B € Bs.
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If M n{a,b,c,d} ={a,b,c}, then M is covered by some block B € Bs.
If M n{a,b,c,d} ={a,b,d}, then M is covered by some block B € Bj.

If M n{a,b,c,d} = {a,cd}, then M is a set of the form {a,c,d,z,y, 2z} where
{z,y,z} is any triple of X \ {a}. From property 4, it follows that there exists a
block T € |J}_, C; UD; U&; such that TN {z,y,2}| > 2. Moreover, since {a, ¢, d}
pairwise intersects in two points with {a,b,c},{a,b,d} and {c,d}, it follows that
|M N B| > 4 for some B € U?:3 B;, B D T. The same arguments apply to the case
in which M N{a,b,c,d} ={b,c,d}.

If Mn{a,b,c,d} ={a,b,c,d} then M is clearly covered by some block B € U?:g B;.
The pair (X U {b, ¢, d},|J>_, B;) is therefore a (v + 3,6,4,6) cover. O

This construction implies the following upper bound formula:

6
C(v+3,6,4,6) <3 L—C(v, 6,4, 6)J +C(v,6,4,6) + 2C(vs1 + v32,3,2)
v

+ C(’Ul,l + V2,1, 3, 2) + C(ULQ + V2.2, 3, 2)
+ C(v1,1 +v22,3,2) + Cvr2 +v21,3,2)
+ C(v1g +v12,4,2) + Clvgg + v22,4,2) + Clvsy + v329,4,2),

where 27 Z§:1 v;j=v—1.

4 Trapping-triples Construction for (v,6,3, m) Covers

In his paper [12], de Caen presented a construction for (v,3,m) Turdn systems. It was
based on the partition of a set X into m — 1 quasi-equal parts, that is, parts whose sizes
pairwise differ by one unit at most. For m = 4, de Caen’s construction coincides with the
one given by Turan in [31] who conjectured that it always produces optimal Turdn systems
with T'(v, 3,4) blocks. The conjecture has been shown to be true for v < 13 ([29]). Etzion
et al. [15] extended de Caen’s construction to (v, 4, 3, m) covers. It can be further extended
to (v,6,3,m) covers as follows: Let X be a set of v elements and Xy, Xi,..., X, be
a partition of X into m — 1 quasi-equal parts. For i = 0,1,...,m — 2, let (X, B;) be a
(vi,2,1) covering design with w; blocks B}, BZ,..., B{"", where w; = [v;/2], and let us
select h; (v, 4,2) covering designs (X;, AL), (X;,A?), ..., (X;, A) such that (X;, U;L:1 Al)
is a (v;,4,3) covering design, where h; = W(i11) mod (m—1)- Let us define

hi
Ci= U Az{Bgz+1) mod (m—l)}7
j=1

where 1 =0,1,...,m — 2.

Theorem 14. (X,J/",°C;) is a (v,6,3,m) cover.
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Proof. Let us analyze how a given m-subset M of XqU X;U...UX,, 5 is covered in three
points by some block C'in CoUC; U ... UC,,_»:

1. Let [M N X;| > 3 for some [ € {0,1,...,m — 2}. From the definition of U;”Zl Al
it follows that for some p € {1,2,...,h} there exists a block A € A} such that
|M N A| > 3. This implies |M N C’| 3 where C'= AU B{, 1) nod (m-1)-

2. Let [IMNX;| <2, for 0 < i< m—2. Then there exists at least one and at most | 2|
different parts X, of X Such that |[M N X, | = 2. This implies that there must exist
1€{0,1,...,m—2} such that |[M N X;| =2 and |M N X(11) mod (m—1)| = 1. From
the definition of A; and B(i41) mod (m—1), it follows that there exists p € {1,2,...,y}
such that |M N B(l+1) mod (m—1)| = 1. Since (X1, A7) is a (v, 4,2) covering d681gn
there must exist a block A € Ap such that |[M N A| = 2 and therefore [M NC| > 3
where C'= AU B, 1) nod (m-1)-

We have therefore shown that, for any m- subset M of X, there exists a block C € |JI;

such that [M N C| > 3. That is, (X, C;) is a (v,6,3,m) cover. D

From Theorem 5 and Theorem 6 we can derive a general upper bound formula for
(v,6,3,m) covers.

Theorem 15. Let n be any positive integer. For v = 4™ or v = 2p" + 2 with p €
{7,31,127}, the following inequality holds:

vi(v —1)(m —1)
24 '

C((m - 1)Ua 67 37 m) <

Proof. Let X be a set of (m — 1)v points. Let v = 4" or v = 2p" + 2 where n is a positive
integer and p € {7,31,127}. For i =0,1,...,m — 2:
Let X; be a part of X and |X;| = v. Let B}, B,...,BY be a partition of X; where
|B}| = |B}| = ... =|B}"| = 2. Therefore w = %.

From Theorem 5 and Theorem 6 it follows that there exists a Steiner quadruple system
(X, A;) which is 2-resolvable. This implies that the collection A; of blocks can be parti-
tioned into r parts A}, A%, ..., A7, each of which is the collection of blocks of a Steiner
system S(v,4,2). The value of r is

viv—1)(v—2) 4-3 v—2

1.3.2  ov—1) 2

where % is the number of blocks of an SQS(v) and % is the number of blocks
of an S(v,4,2). Let A" be an additional collection of blocks such that A? = A7 and

h =r+1. Clearly, h = § = w.
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We now have all the elements to apply the construction presented in Theorem 14
which develops as follows:

m—2 h h h
Ue|= [UanoJais ... o4, )
=0 Jj=1 j=1 j=1

—Dwv-2) v(w-— 1))
_.I_

_ v
_<m_1)< 1-3-2 13

ZOn—U(( —D@—2+amv—m)

:On_m(mv—n@—2+m)

(%
(%

24
_ vi(v—1)(m —1)
24 .

As a consequence of Theorem 15, the following upper bound on the minimum size of
(3v,6,3,4) covers can be stated:

]

Corollary 16. Let n be any positive integer. For v = 4™ or v = 2p™ + 2 with p €
{7,31,127},

2
1
C(30,6,3,4) < %

5 Trapping-quadruples Constructions

In the following section we present a construction for (v,k,4,6) covers and sufficient
conditions for its application will be discussed. Then, by requiring additional conditions
to be satisfied, a construction for (v, k,4,5) covers will be derived.

5.1 Construction of (v, k,4,6) Covers

Let X be a set of v elements, v even, and X7, X5 be a partition of X into two equal parts.
Let n = 3. Moreover, let k£ be an even number, k > 4 and h = g Suppose there exists
a resolvable (n, h,2) covering design with p parallel classes, p < 5. Let Py, Pa, ..., P, be
the parallel classes defined on X; and Ry, Rs,..., R, be the parallel classes defined on
Xo. For i = 1,2, let (X;,B;) be a (n,k,4) covering design. We assume therefore that
n = k > h. Under this assumption, Theorem 9 implies p > 3. Define

p
B=BUBU|JPR:
i=1
Theorem 17. (X, B) is a (v, k,4,6) cover.
Proof. Let us analyze how a 6-subset M of X; U X5 is covered in 4 points by some block
BeB:
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1. M € [6,0]U[5,1] U [4,2]. Then there exists a block B € B; such that |[BN M| > 4
since (X1, By) is a (n, k,4) covering design.

2. M €[0,6]U[1,5] U[2,4]. Then there exists a block B € By such that |[BN M| > 4
since (Xo,Bs) is a (n, k,4) covering design too.

3. Me€[3,3]. Lete T=MnNX; and S = M N X,.

(a) Suppose that the triple T' is contained in a block P of a parallel class P;,
i € {1,2,...,p}. Then from the definition of R; it follows that there exists
a block R € R; such that |[R N M| > 1. This implies |M N B| > 4 where
B = P U R. We can proceed symmetrically when the triple S is contained in
a block of a parallel class R;, j € {1,2,...,p}.

(b) Suppose instead that 7" is not contained in any block of any class P;, 1 < i < p,
and S is not contained in any block of any class R;, 1 < j < p. Then for
some iy,49,4i3 € {1,2,...,p}, where i; < iy < i3, and for some ji,jo,J3 €
{1,2,...,p}, where j; < jo < j3, there must exist Iy € P;,, I» € P,,, I3 € Pi,,
J1 € Rj,, Jo € Rj, and J3 € R, such that |[T'NL| = [SNJ| =2,for 1 <1< 3.
This is because the pairs in 7' (and the pairs in S) pairwise intersect in one
point and cannot be contained in different blocks of a same parallel class by
definition. Since p < 5, there must exist y, z € {1, 2, 3} such that i, = j,. This
implies |({, U J,) N M| = 4.

We have shown that, for any 6-subset M of X, there exists a block B € B such that
|M N B| > 4. Hence (X, B) is a (v, k,4,6) cover. O

Under the conditions of the construction presented in this section, we have

pv?
C(v,k,4,6) < 2C(v/2,k,4) + Tz
Remark 18. From the construction mentioned above, we deduce that it is not always true
that a given 6-subset M of X; U Xy, M € [4,2] U [2,4], is covered in four points by some
block B € |J/_; PiR;, but it is true if the size of each parallel class is less than four. Let
us investigate the reason. Let M € [4,2] (the case when M € [2,4] can be dealt with in a
similar way) and suppose that the size of each parallel class is ¢ < 4. For i =1,2,...,p,
the four points of the quadruple M NX; cannot lie in four different blocks of P; (as the size
of each class is less than four) and therefore |(M N X;) N P| > 2 for some block P € P;.
On the other hand, there exists a parallel class R;, for some j € {1,2,...,p}, which
contains a block R such that |M N R| = 2. This implies that, for some P € P;, we have
|M N (PUR)| > 4 and the above-mentioned construction can be improved by replacing
B; and By with the collections C; and Cy of two (n, k,4,5) covers (Xi,C;) and (Xs,Cs).
This improvement implies the following better upper bound for (v, k, 4, 6) covers:

pv°
O(U, ]{774,6) < 20(?]/2, ]1’},47 5) + ﬁ
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5.2 Construction of (v, k,4,5) Covers

Let us consider again the construction presented in Section 5.1 but instead of requiring
that the number of parallel classes be p < 5, we require that the size of the parallel classes
be ¢ = 2.

Theorem 19. (X, B) is a (v, k,4,5) cover.

Proof. Let us analyze how a 5-subset M of X; U X5 is covered in 4 points by some block
B e B:

1. M €[50/U[4,1]U[1,4]U][0,5]. Then M is covered by some block B € B; U B, for
the same considerations made in Theorem 17, points 1 and 2.

2. M € [3,2]U[2,3]. Let |M N X;| =3 (the case when |M N X,| = 3 can be dealt with
in a similar way). For i = 1,2,...,p, the three points of the triple M N X; cannot
lie in three different blocks of P; (as the size of each class is less than three). By
similarly following the same arguments made in Remark 18, we deduce that for some

Jj€{1,2,...,p} there exist P € P; and R € R; such that |M N (PUR)| >4. O

Under the conditions of the construction presented in Theorem 19, we have
C(v,k,4,5) < 2C(v/2,k,4) + 4p.

Now, let us note that C'(k,k,4) is trivially equal to 1 and that C(3k,2k,4,5) = 3 [9].
Moreover, since C'(vm, km,t) < C(v,k,t) [19], we have C(16m,8m,4) < C(16,8,4) = 30
[18]. These facts, combined with Theorem 10, Theorem 17, Remark 18 and Theorem 19,
lead to the following upper bounds for covers:

Theorem 20. For k > 2, we have:

1. C(4k,2k,4,5 14 if k is even;

42 if k=0 (mod 3);

C(6k, 2k, 4,6

( ) <
2. C(4k,2k,4,5) < 18 if k is odd;
3. C(6k,2k,4,6) <
4. C( ) <51 ifk=1,2 (mod 3);
C( ) <

8k,2k,4,6) < 140 if k =0 (mod 4).

Points 1 and 2 of Theorem 20 derive from Theorem 10 and Theorem 19. Points 3 and
4 from Theorem 10, Theorem 17 and Remark 18. Point 5 from Theorem 10 and Theorem
17.

Here below some examples follow, where p indicates the number of parallel classes and
q the size of each of them:
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k =3, p=4and ¢ = 3. In this case, the resolvable (9, 3,2) covering design with
12 blocks from Theorem 10 is the well-known resolvable Steiner system S(9, 3, 2).
From Theorem 20 point 3, we have C(18,6,4,6) < 42, which matches the current
best known upper bound for C(18,6,4,6)![21].

k=2, p=>5and g = 3. In this case, from Theorem 10, we have the 1-factors of
the 1-factorization of the complete graph Kg. From Theorem 20 point 4, we have
C(12,4,4,6) < 51, which matches the best upper bound for C'(12,4,4,6) [18], (i.e.
for the Turdn number 7°(12,4,6) and therefore for the covering number C'(12,8, 6)
as well).

k=2 p=3and g =2 In this case, from Theorem 10, we have the 1-factors
of the 1-factorization of the complete graph K;. From Theorem 20 point 1, we
obtain C'(8,4,4,5) < 14. Since an SQS(8) exists, we have C'(8,4,3) = T'(8,4,5) =
C(8,4,4,5) = 14. It is worth noting that in this case, from the construction yielding
Theorem 19, blocks and coblocks not only have the same size but are identical: the
constructed (8,4,5) Turdn system and its complement, a Steiner system S(8,4,3),
are the same design.

6 Trapping-quintuples Constructions

Tables of upper bounds for covers are published in [5, 16, 21, 22]. We target values with
parameters k = 6, t = 5 and m = 7 and we provide new upper bounds for C(v,6,5,7),
(v = 26,28, 29).

Theorem 21. C(28,6,5,7) < 2910.

Proof. Let X be a set such that | X| = 28. Divide X into two separate sets X; and X, such
that | X;| = 10 and | X5| = 18. Let X5, Xo5 and X5 3 be a partition of X5 into three equal
parts. Fori =1,2,3 and j = 1,2,...,5, let B;; be the 1-factors of the 1-factorization
of the complete graph Kg on X5 ;. From Theorem 11, there exist ten Steiner quadruple
systems (X1, Q1), (X1, Qa), ..., (X1, Q10) such that U}il Q;, = ()il). Let (X1,D) be a
(10,6, 5,6) cover and (X», &) be a (18,6,5) covering design. Define A;; = Qy, A1 = Qo,
Az = Qs, A1y = A1y = Qy, Az = Qs, Ao = Qg, Aoz = Qp, Asy = Ags = Qy,
Az = Qg, A3z = Qy, A3z = Qyo, Asy = Az = Q4. We claim that

3 5
c=pueul J{JAiBi,
i=1j=1
is the collection of blocks of a (28,6,5,7) cover.
Let us analyze how a 7-subset M of X; U X5 is covered in 5 points by a block C' € C:

1Bertolo et al. (cf. [6]) applied an analogous technique to the case when v =19, t =4 and k=m =6
from which the bound C(18,6,4,6) < 42 can be derived almost straightforwardly. However, they did not
investigate the conditions under which the technique generalizes to other values of v,k and m, nor did
they determine upper bounds of the kind presented in Theorem 20.

THE ELECTRONIC JOURNAL OF COMBINATORICS 19(3) (2012), #P28 12



1. M € [7,0]U[6,1]. Then M is covered by some block C' € D.
2. M €[2,5]U[1,6]U[0,7]. Then M is covered by some block C € &.

3. M € [4,3] and |[MNX,,;| > 2forsomei € {1,2,3}. Then, for some j € {1,2,3,4,5},
there exists a block B belonging to B;; such that [M N B| = 2. Since (X3,.A4;,) is
a (10,4, 3) covering design, there must exist a block A € A; ; such that [M NA| > 3
and therefore |[M N C| > 5 where C = AU B.

4. M € [4,3] and |M N Xy, =1 fori =1,2,3. Since | J;_, U?Zl A, j is the collection of
all the quadruples from X, for some r € {1,2,3} and some s € {1,2,3,4,5} there
exists a block A € A, ; such that |[M N A| = 4. On the other hand, there exists a
block B € B, s such that |[M N B| = 1. This implies M NC| = 5 where C = AUB.

5. M € [3,4]. In this case, at least two points of M N X, belong to X»; for some
i € {1,2,3}. Therefore |[M N Xy;| > 2 and the same arguments made at point 3

apply.

6. M € [5,2] and |M N X,;| = 2 for some i € {1,2,3}. Again, the same arguments
made at point 3 apply.

7. M e [5,2] and | M N Xy | =1, [MNXy,,| =1 for some py,ps € {1,2,3}, p1 < ps.
Note that the five quadruples from M N X; belong to the collections of blocks
of five different Steiner quadruple systems (X3, Q;,), (X1, Qs,), - -, (X1, Q;;), where
Q1,09,...,05 € {1,2,...,10} and 4; < i3 < ... < i5. This is because they pairwise
intersect in three points and two quadruples cannot intersect in three points if they
belong to the same Steiner quadruple system. From the definition of U§:1 U?:l A,
it follows that for some ry,ry € {1,2,3}, where r; < 7y, and for some s1,85 €
{1,2,3,4,5}, there exist two blocks 4; € A,, s, and Ay € A,, 5, such that |[MNA,| =
4 and |[M N Ayl = 4. Tt must also be the case that {r;} N {p1,p2} # 0 for some
[ € {1,2} as Xy is split into three parts. For this [, there exists a block B € B,, 4
such that |M N B| =1 and therefore |[M N C| =5 where C' = A; U B.

We have shown that, for any 7-subset M of X, there exists a block C' € C such that
|IM N C| > 5. Since C(10,6,5,6) < 14, C(10,4,3) = 30 and C(18,6,5) < 1546 ([16, 18]),
the following inequality holds:

C(28,6,5,7) < C(10,6,5,6) + C(18,6,5) + 45C(10, 4, 3)
< 14+ 1546 + 1350
2910.

The previous best-known bound was 2952 ([16]). O

The upper bound C(26,6,5,7) < 1872 (old best-known bound 1897 [16]) can be
obtained similarly by splitting the starting set X into four parts X, Xy, X9 and Xy 3
such that |X1| = 10, |X271| = 6, |X272| = |X273| = 5.
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Theorem 22. ('(29,6,5,7) < 3627.

Proof. Let X = {a,2,3,...,28}, X; = {a,2,3,...,10} and Xy = {11,12,...,28}. Let
(X,C) be a (28,6,5,7) cover obtained by applying the construction of Theorem 21. From
the same construction, let (X, D) be the following (10,6, 5,6) cover computed by means
of the software described in [27]:

(X1,D) = (X1,{{a,2,3,4,5,6},{a,2,3,6,7,9}, {a,2,4,7,9,10}, {a, 2,4,8,9, 10},
{a,3,4,6,8,10},{a,3,5,7,9,10}, {a,4,5,7,8,9}, {a, 5,6, 7,8, 10},
{2,3,4,6,7,8},{2,3,5,6,8,9},{2,3,5,7,8,10}, {2,4,5,6,9, 10},
{3,4,5,7,9,10}, {4,6,7,8,9,10}}).

We will show that the element a occurs 548 times in C. By applying the point splicing
construction of Section 3.1, we will have:

C(29,6,5,7) < 548 + |C| 4+ C(27,4,3,5).

Given a set V, if there exists a Steiner quadruple system (V,.A), every element v € V

44| - . . 35 N
occurs exactly === times in A. In our case, since |, Uj_, Bij| = 45, the element a
occurs 45 - 439 = 540 times in J;_, Uj=1 Ai;Bij. Moreover, a occurs 8 times in D and

therefore 548 times in C. Since C(27,4,3,5) < C(13,4,3) + C(14,4,3) = 78 + 91 = 169
(see [18, 21]) and, from Theorem 21, |C| = 2910, we have C'(29,6,5,7) < 3627. O

Note: The 3627 blocks of the cover presented in Theorem 22 have been transformed and
further reduced to 3607 blocks by local search. The blocks are listed in [26].

7 Conclusions

Improving upper bounds on the minimum size of general covering designs is a challenging
problem. In order to obtain good upper bounds, combinatorial constructions involving
unions and intersections of different kind of combinatorial designs are very effective and
we think it is worth keeping exploiting these techniques.
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