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Páid́ı Creed∗

School of Mathematical Sciences
Queen Mary, University of London

United Kingdom

P.Creed@qmul.ac.uk

Mary Cryan†‡

School of Informatics
University of Edinburgh

United Kingdom

mcryan@inf.ed.ac.uk

Submitted: May 21, 2012; Accepted: Jul 26, 2013; Published: Aug 9, 2013

Mathematics Subject Classifications: 05A16, 05C30, 05C80, 68Q25

Abstract

In this paper we obtain the expectation and variance of the number of Euler
tours of a random Eulerian directed graph with fixed out-degree sequence. We use
this to obtain the asymptotic distribution of the number of Euler tours of a random
d-in/d-out graph and prove a concentration result. We are then able to show that a
very simple approach for uniform sampling or approximately counting Euler tours
yields algorithms running in expected polynomial time for almost every d-in/d-out
graph. We make use of the BEST theorem of de Bruijn, van Aardenne-Ehrenfest,
Smith and Tutte, which shows that the number of Euler tours of an Eulerian directed
graph with out-degree sequence d is the product of the number of arborescences and
the term 1

|V | [
∏
v∈V (dv − 1)!]. Therefore most of our effort is towards estimating the

moments of the number of arborescences of a random graph with fixed out-degree
sequence.

1 Introduction

1.1 Background

Let G = (V,A) be a directed graph. An Euler tour of G is any ordering eπ(1), . . . , eπ(|A|)
of the set of arcs E such that for every 1 6 i < |A|, the target vertex of arc eπ(i) is the
source vertex of eπ(i+1), and such that the target vertex of eπ(|A|) is the source of eπ(1). We
use ET (G) to denote the set of Euler tours of G, where two Euler tours are considered
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to be equivalent if one is a cyclic permutation of the other. It is a well-known fact that
a directed graph G has an Euler tour if and only if G is strongly connected and if for
each v ∈ V , the in-degree and out-degree of v are equal. In this paper, we are interested
in the number of Euler tours of a random Eulerian directed graph with fixed out-degree
sequence. Let d = (d1, d2, . . .) be a sequence of positive integers. We let Gdn be the space
of all Eulerian directed graphs on vertex set [n] = {1, 2, . . . , n} with out-degree sequence
(d1, d2, . . . , dn). We use m =

∑
v∈[n] dv to denote the number of arcs in a graph G ∈ Gdn .

In the case where di = dj for all i, j ∈ [n], we refer to the graphs as d-in/d-out graphs
and denote this set by Gd,d

n . In this paper, we obtain asymptotic estimates for the first
and second moments of the number of Euler tours of a uniformly random G ∈ Gdn , for any
fixed out-degree vector d as m− n→∞.

Using the estimates of the moments, we determine the asymptotic distribution of
the number of Euler tours of a random G ∈ Gd,d

n . Similar results have previously been
obtained for various structures in the case of undirected regular graphs. For example, the
asymptotic distribution has already been characterised for Hamiltonian cycles [12, 13, 5],
1-factors [9], and 2-factors [11], in the case of uniformly random d-regular undirected
graphs. In each of these results, one of the goals was to prove that the structure of
interest occurs in G with high probability when G is chosen uniformly at random from
the set of all undirected d-regular graphs. Since every connected d-in/d-out graph has an
Euler tour, the existence question is not of interest for these structures. However, in the
case of Hamiltonian cycles the asymptotic distribution was further used by Frieze et al. [5]
to prove that very simple algorithms for random sampling and approximate counting of
Hamiltonian cycles run in expected polynomial time for almost every d-regular graph.
This paper contains analogous counting and sampling results for Euler tours of d-in/d-
out graphs for d > 2. We then exploit these results to show that very simple algorithms
for sampling and/or counting Euler tours perform well when the input graph is drawn
from Gd,d

n .
Our result uses a well-known relationship between the Euler tours and arborescences

of an Eulerian graph. An arborescence of a directed graph G = (V,A) is a rooted spanning
tree of G in which all arcs are directed towards the root. A generalization of the concept
of an arborescence is that of a (in-directed) forest, a collection of disjoint rooted trees in G
where every arc in the forest is directed towards the root of its own tree, such that the
collection of trees spans V . In this paper a forest will always be assumed to be in-directed.
We will define the notation ARBS(G) to denote the set of arborescences of G and, for
any v ∈ V , use ARBS(G, v) to denote the set of arborescences rooted at v.

For any Eulerian directed graph G, the BEST Theorem (due to de Bruijn and van
Aardenne-Ehrenfest [17], extending a result of Smith and Tutte [14]) reduces the problem
of computing |ET (G)| to the problem of computing the value |ARBS(G, v)|, for any vertex
v ∈ V .

Theorem 1 ([14, 17]). Let G = (V,A) be an Eulerian directed graph (or multi-graph)
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with out-degree sequence d. For any v ∈ V , we have

|ET (G)| =

[∏
u∈V

(du − 1)!

]
|ARBS(G, v)| . (1)

We remark that the proof of Theorem 1, though usually stated for simple Eulerian
directed graphs, also holds for Eulerian directed multi-graphs with loops and parallel
arcs1.

The above theorem enables exact counting or sampling of Euler tours of any Eulerian
directed graph in polynomial time. For any given digraph G = (V,A), the well-known
Matrix-tree theorem shows that for any v ∈ V the number of arborescences into v ∈ V ex-
actly equals the value of the (v, v)-cofactor of the Laplacian matrix of G (see, for example,
[16]). Colbourn et al. [4] gave an algorithm allowing sampling of a random arborescence
rooted at v to be carried out in the same time as counting all such arborescences. Hence,
applying the BEST theorem stated above, the twin tasks of exact counting and uniform
sampling of Euler tours of a given Eulerian digraph on n vertices can be performed in
the time to evaluate the determinant of an n× n matrix, which at the time of writing is
O(nc) for c < 2.3727 [18]. An alternative approach to sampling is presented in [10].

1.2 Näive algorithms

In this paper, we take a different approach and consider a very näive algorithm for sam-
pling Euler tours of an Eulerian digraph. To describe this algorithm, it helps to introduce
the concept of a transition system of an Eulerian digraph G = (V,A): for every v ∈ V ,
consider the set In(v) of arcs directed into v, and the set Out(v) of arcs directed away
from v (in a multi-graph we allow the possibility that In(v) ∩ Out(v) 6= ∅). We define a
pairing P (v) at v to be a matching of In(v) with Out(v). Finally we define a transition
system of G to be the union of a collection of pairings, one for each vertex of the graph.
We let TS(G) denote the set of all transition systems of G. If G has the out-degree
sequence dv : v ∈ V , then |TS(G)| =

∏
v∈V dv!. Note that every Euler tour of G induces

a unique transition system on G.
Our näive sampling algorithm, presented in Figure 1 overleaf, generates a random

transition system for G and tests whether it induces an Euler tour.

We make two simple observations. First, observe that Sample〈G = (V,A)〉 generates
all transition systems ofG with equal probability. Hence all transition systems correspond-
ing to an Euler tour will be generated with a uniform probability (which is [

∏
v∈V dv!]

−1).

1To see the extension for graphs with parallel arcs, consider the process of eliminating parallel arcs
by subdividing each such arc using a new vertex. This process gives a graph with no parallel arcs, which
has the same number of ETs and the same number of in-directed arborescences into any vertex v from
the original graph. Moreover, the new vertices, having in-degree and out-degree 1, do not alter the value
of
∏

u∈V (du − 1)!. Hence we only need to extend the Theorem for directed Eulerian graphs with loops.
Observe that no loop can ever belong to an arborescence, so the addition of loops does not alter the value
of |ARBS(G, v)|. Adding loops does increase the number of ETs (if we add a loop at vertex u then we
can insert it into any of the du “visits to u” of an existing Euler tour), however, this increase is mirrored
exactly by the increased value of

∏
u∈V (du − 1).
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Algorithm Sample〈G = (V,A)〉
for v ∈ V do

Choose a pairing P (v) of In(v) with Out(v), drawn uniformly at random from all
pairings.

end for
if ∪v∈V P (v) induces an Euler tour T on G then
return T

else
return ∅

end if

Figure 1: Algorithm Sample

Second, the probability that one execution of Sample〈G = (V,A)〉 returns an Euler tour
is exactly |ET (G)|/|TS(G)| = |ET (G)| × [

∏
v∈V dv!]

−1.

Algorithm Approximate〈G = (V,A), κ〉
k := 0;
for i = 1→ κ do
T ← Sample〈G〉
if T 6= ∅ then
k := k + 1;

end if
end for
return k/κ

Figure 2: Algorithm Approximate

In Figure 2 overleaf, we present our simple approximate counting algorithm. We ob-
serve that for any given κ ∈ N, that the expectation E[k/κ] of the value that is returned
by Approximate〈G = (V,A), κ〉 is |ET (G)|/|TS(G)|. However, the probability that the
value returned by Approximate〈G = (V,A), κ〉 will be close to |ET (G)|/|TS(G)| de-
pends both on κ and on the value of |ET (G)|. If we are given a graph G whereby |ET (G)|
is guaranteed to be larger than p(|V |)−1

∏
v∈V dv!, where p(·) is some fixed polynomial,

then by setting κ appropriately we can guarantee that with high probability Approx-
imate〈G = (V,A), κ〉 will return a close approximation of |ET (G)|/|TS(G)|. However,
there exist Eulerian digraphs where the number of Euler tours is only an exponentially
small multiple of

∏
v∈V dv!.

In this paper we consider the performance of Sample and of Approximate on ran-
dom regular Eulerian digraphs of bounded degree d. Our goal will be to show that as the
number of vertices grows, that for some κ polynomial in |V |, the probability that Ap-
proximate returns a close approximation of |ET (G)|/|TS(G)| tends to 1. This requires
that we can demonstrate two things:

(a) that the expected number of Euler tours of a random Eulerian digraph of fixed

the electronic journal of combinatorics 20(3) (2013), #P13 4



degree d on n vertices is polynomially-related to |TS(G)| = (d!)n; that is, there is
some h > 0 such that the expected number of Euler tours is greater than n−h(d!)n.

We will show this in Theorem 5 (using Theorem 3) and Corollary 6.

(b) that |ET (G)| on random d-regular Eulerian digraphs is concentrated within a win-
dow of this expected value.

The proof of this appears in Sections 3 and 4.

Note that these natural algorithms for sampling and approximate counting of random
Eulerian digraphs have previously been analysed for the case of Eulerian tournaments
in [8]. This was done as part of their analysis of Euler tours on the undirected complete
graph with an odd number of vertices. It does not overlap our research - tournaments are
regular of degree (n− 1)/2.

1.3 Our proof

The results in this paper are of an asymptotic nature. If an and bn are sequences of
numbers, we take an ∼ bn to mean limn→∞ an/bn = 1. Given a sequence of random
variables Xn and random variable Z, we say Xn converges in distribution to Z, or Z has
the asymptotic distribution of Xn, if

lim
n→∞

P[Xn 6 x] = P[Z 6 x] .

We write Xn
d→ Z as notation for convergence in distribution.

We generate graphs in Gdn using a directed version of the configuration model [2, 3].
We define the configuration space Φd

n as follows. For each v ∈ [n], let Sv and Tv be disjoint
dv-sets and let S = ∪v∈[n]Sv and T = ∪v∈[n]Tv. We say Sv is the set of configuration points
available for arcs leaving v and Tv is the set of points available for arcs entering v. A
configuration F is a perfect matching from S to T and Φd

n is the set of all configurations.
Note that |Φd

n| = m!. Each configuration F ∈ Φd
n projects to a directed multi-graph

σ(F ) by identifying the elements of Sv and Tv. That is, σ(F ) has an arc (u, v) for each
pair from Su × Tv that is contained in F . This model was considered by Arratia et al.
in [1, Section 7], who obtained an estimate of the expected number of Euler tours of a
random G ∈ Gd,d

n for the case d = 2. One nice property of the model, and of the original
configuration model, is that directed graphs (without loops or double arcs) are generated
with equal probability. Hence, by studying properties of uniformly random configurations
it is possible to infer results about uniformly random elements of Gdn , by conditioning on
there being no loops or double arcs.

In Section 2, we consider the configuration model for general (bounded) degree se-
quences. We first prove the useful combinatorial Lemma 2, which enumerates the number
of partial configurations which map to in-directed forests with root set R. After that, in
Theorem 3, we derive and prove exact expressions for the first and second moments for the
number of arborescences of σ(F ), when F is a configuration drawn uniformly at random
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from Φd
n. Next, in Theorem 5, we condition on the event that σ(F ) is a simple graph, to

derive close approximations for the first and second moment, for the number of arbores-
cences, when G is a simple graph drawn uniformly at random from Gdn . As an immediate
corollary we obtain corresponding approximations for the first and second moment when
the random variable is the number of Euler tours. The expected value for the number of
Euler tours over Gdn is shown in Corollary 6 to tend to the value e

m
(
∏

v∈[n] dv!), which is a
e
m

fraction of |TS(G)|. This allows us to infer that point (a), mentioned towards the end
of Subsection 1.2, does hold.

In the analysis of random structures, it is sometimes the case that we can prove con-
centration (of a random variable within a fixed range) by applying Chebyshev’s inequality
to the first and second moment of that random variable. In the final part of Section 2 we
show that the values of the first and second moments for Euler Tours in Gdn are not good
enough to prove concentration of measure using Chebyshev’s inequality.

It is for the above reason that in Section 3 we use a more complicated method to
show that the number of Euler tours for G ∈ Gdn is asymptotically almost surely close to
its expectation. The proof idea we use to obtain an asymptotic distribution is that of
conditioning on short cycle counts, pioneered by Robinson and Wormald [12, 13]. Implicit
in this pair of papers (and the subsequent work of Frieze et al. [5]) is a characterisation
of the asymptotic distribution of the number of Hamiltonian cycles in a random d-regular
graph in terms of random variables counting the number of i-cycles, for all fixed positive
integers i. Janson [6] streamlined the technique of Robinson and Wormald and proved a
general theorem (stated by us as Theorem 7). In Section 4, we use Theorem 7 to obtain
an asymptotic distribution for the number of Euler tours of a random d-in/d-out graph.

2 Expectation and Variance of Euler tours

In this section, we obtain the expectation and variance of the number of Euler tours
of a random G drawn from Gdn . In Section 3 we will go on to obtain the approximate
asymptotic distribution of ETs in d-in/d-out graphs.

We will use two particular facts several times in the proofs of this section. Recall the
definition of falling factorial powers: for every n, k ∈ N,

(n)k = n(n− 1)(n− 2) · · · (n− k + 1) .

Fact 1. Falling factorial powers of sums obey the well known multinomial theorem

(x1 + x2 + · · ·+ xl)k =
∑

∑
δi=k

(
k

δ1, . . . , δl

) l∏
i=1

(xi)δi ,

where the sum is taken over all partitions of k into l non-negative integer parts.

We have previously given the definition of a forest in Subsection 1.1. We will say that
a forest F is a k-forest if it is composed of exactly k trees. The following fact will be used
many times in this section of the paper:
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Fact 2 (see, e.g., [15](Theorem 5.3.4)). Let V = {1, 2, . . . , n}, and let δ = {δv : v ∈ V }
be a given vector of non-negative integers. The number of k-forests on V in which v has
δv children is (

n− 1

k − 1

)(
n− k

δv : v ∈ V

)
.

We use Fact 1 and Fact 2 to prove the following lemma. In this lemma, and in
the proofs of subsequent results, we will speak of a configuration for an (in-directed)
arborescence or forest. We take this to mean a partial matching from S to T (in the
configuration model) that projects to an arborescence or a forest.

Lemma 2. Suppose we have a set of vertices V = [n] for which there are xv points for
arcs entering v ∈ V and yv points for arcs leaving v ∈ V , with xv not necessarily equal
to yv. Assume

∑
v∈V xv > 0. Then the number of ways to choose a configuration for an

in-directed forest rooted at R ⊆ V is ∏
v∈V \R

yv

(∑
v∈R

xv

)(∑
v∈V

xv − 1

)
n−|R|−1

. (2)

Note that when
∑

v∈V xv = 0, there is only 1 forest possible, the forest consisting of n
isolated vertices (in this case we must have R = V ).

Proof. First observe that if R = [n], there is exactly 1 partial configuration which maps
to a forest rooted at R. If we have R ⊂ [n], R 6= [n] and also have

∑
v∈V xv = 0, there are

0 partial configurations mapping to a forest rooted at R.
From now on assume R 6= [n] and

∑
v∈V xv = 0.

Consider some hypothetical (in-directed) forest F on [n] rooted at R and let δv be
the number of children of v in F , for each v ∈ V (Observe that we must have

∑
v∈V δv =

n − |R|). The number of ways to choose points for the source and target vertex of each
arc in F is  ∏

v∈V \R

yv

(∏
v∈V

(xv)δv

)
, (3)

since we must choose a point for the start of the arc directed away from each v /∈ R and
choose one of the xv points for the end of each of the δv arcs directed towards each v ∈ V .

Let k =
∑

v∈R δv.
If k = 0, then no vertex of R has any incoming arcs. The only possible forest is the

forest containing no arcs, which is not acceptable for the case R 6= [n]. Hence we need only
consider the cases k > 1. Observe that for these cases, the task of constructing a forest
rooted at R and satisfying the child vector δv : v ∈ R, is in one-to-one correspondence
with first choosing any k-forest on V \R, and then attaching each root of this forest as a
child of some v ∈ R. Note the reason we will enumerate the forests in this way is to allow
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us to use Fact 2, which is not explicitly set up to allow us to specify particular roots. By
Fact 2, the number of k-forests on V \R in which v ∈ V \R has exactly δv children is(

n− |R| − 1

k − 1

)(
n− |R| − k
δv : v ∈ V \R

)
, (4)

and the number of ways to divide the roots of this forest amongst the members of R so
that each v ∈ R has δv children is (

k

δv : v ∈ R

)
. (5)

Now, to count all possible configurations for forests rooted at R (R 6= [n]), we consider
all k, 1 6 k 6 n− |R|, all possible vectors δ, and then combine (3), (4) and (5) to obtain ∏

v∈V \R

yv

× n−|R|∑
k=1

(
n− |R| − 1

k − 1

) ∑
(
∑

v∈R δv)=k

(
k

δv : v ∈ R

)∏
v∈R

(xv)δv


×

 ∑
(
∑

v∈V \R δv)=n−|R|−k

(
n− |R| − k
δv : v ∈ V \R

) ∏
v∈V \R

(xv)δv

 . (6)

By Fact 1, we see that the two sums over the different δv in (6) are expansions of the
falling factorial powers (

∑
v∈R xv)k and (

∑
v∈V \R xv)n−|R|−k , respectively. Hence, (6) is

equal to  ∏
v∈V \R

yv

 n−|R|∑
k=1

(
n− |R| − 1

k − 1

)
(
∑
v∈R

xv)k(
∑
v∈V \R

xv)n−|R|−k .

Applying Fact 1 again gives (2).

We now use Lemma 2 to analyse the expectation and variance of the number of
arborescences in σ(F ), when F is chosen uniformly at random from Φd

n. We say A ⊂ F
is an arborescence of F ∈ Φd

n if σ(A) is an arborescence of σ(F ). In the following
proofs, we will abuse terminology slightly and switch between speaking of arborescences of
configurations and directed graphs arbitrarily. We will define ARBS(F ), for any F ∈ Gdn ,
to be the set of partial matchings on S × T which project to an Arborescence on [n].

Theorem 3. Let d = (d1, d2, . . .) be a sequence of positive integers. For each n ∈ N,
let A?n denote the number of arborescences (rooted at any vertex) of a uniformly random
F ∈ Φd

n. Then,

E[A?n] =
n

m

∏
v∈[n]

dv

 ;

E[(A?n)2] =
m

m− n+ 1
E[A?n]2 .
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Proof. We start by computing the first moment of A?n. To calculate the first moment of
A?n we need to count the number of elements in the set

Φd
n = {(F,A) : F ∈ Φd

n, A ∈ ARBS(F )} , (7)

and then divide this quantity by |Φd
n|. Given A, it is easy to count the number of

configurations F ∈ Φd
n for which A ⊂ F . In any directed graph G with m arcs, there are

exactly m − n + 1 arcs not contained in any particular element of ARBS(G). Hence, if
we have a configuration for an arborescence, there are (m − n + 1)! ways to extend this
to a complete configuration. Applying Lemma 2 with x = y = d, we see that the number
of arborescences rooted at any particular vertex v is

dv

 ∏
u∈[n]\{v}

du

 (m− 1)n−2 . (8)

By the BEST theorem (Theorem 1), there are an equal number of arborescences rooted
at each vertex of any F ∈ Φd

n. Hence, multiplying (8) by n(m− n+ 1)! gives

|Φd
n| = n(m− 1)!

∏
v∈[n]

dv

 . (9)

Finally, dividing by the total number of configurations in Φd
n, which is m!, gives the

claimed value for E[A?n].
Next we evaluate E[(A?n)2]. To compute the second moment of A?n we need to evaluate

the following expression
1

m!

∑
F∈Φd

n

|ARBS(F )|2 . (10)

We observe that for any particular F ∈ Φd
n the term |ARBS(F )|2 in (10) is equal to the

number of elements in the set

{(A,A′) : A,A′ ∈ ARBS(F )} .

Hence

E[(A?n)2] =
|Φ̃d

n|
|Φd

n|
,

where
Φ̃d
n = {(F,A,A′) : F ∈ Φd

n, A,A′ ∈ ARBS(F )} . (11)

Hence, evaluating E[(A?n)2] is equivalent to counting the elements of Φ̃d
n.

We compute |Φ̃d
n| as follows. First, we count the number of ways to choose the in-

tersection of a pair of arborescences A and A′. Then, we count the number of ways to
extend this intersection to A and A′. Finally, we count the number of ways to choose the
remainder of F so that A and A′ are both in ARBS(F ).
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We start by considering the final stage. Suppose we have a partial configuration
corresponding to a pair of arborescences (A,A′) and suppose F = A∩A′ is a forest
rooted at R ⊆ [n]. Since we need to add |R| − 1 arcs to F to complete each arborescence,
there must be n + |R| − 2 edges in A∪A′. Hence, there are (m − n − |R| + 2)! ways to
choose the remaining edges for a configuration F ∈ Φd

n which contains both A and A′.
Now we examine, for an arbitrary R ⊆ [n], the number of different pairs (A,A′)

with F = A∩A′ rooted at R. In the analysis that follows, we will start by computing
a weighted sum, with the weight of the pair of arborescences (A,A′) depending on the
roots of A and A′. We use the BEST Theorem (Theorem 1) to get back to the correct
number at the end of the proof.

We start by counting the number of ways we can choose F , the edges in both arbores-
cences, and then count the number of ways to choose the edges which are in one or the
other arborescence. By Lemma 2, if R = [n] there is just 1 way to choose F rooted at [n],
but for R 6= [n], the number of ways to choose F rooted at R is ∏

v∈[n]\R

dv

(∑
v∈R

dv

)
(m− 1)n−|R|−1 . (12)

For each v ∈ R, let Fv denote the component of F with root v, and let xv be the
number of points in

⋃
u∈Fv

Tu not used by arcs in F (recall from Subsection 1.3 that Tu
is the number of points originally available for arcs incoming to vertex u). That is,

xv =
∑
u∈Fv

du − |Fv|+ 1 .

Note that this is the number of points available to add arcs directed towards vertices of
Fv when we are completing A and A′. Moreover, we have∑

v∈R

xv = m− n+ |R| .

We now turn our attention to the number of ways to choose A\A′ and A′ \A. First
note that if |R| = 1 there is exactly one way to do this. Alternatively, for |R| > 2, choosing
the remaining arcs for A and A′ is equivalent to choosing a pair of disjoint configurations
for trees on R in which there are xv points available for the targets of arcs entering v and
dv points available for the sources of the arcs leaving v, for each v ∈ R.

Suppose we have already chosen A\A′ such that the root of A is r and suppose that
there are δv arcs from A\A′ directed towards vertices in Fv, for each v ∈ R. All the arcs
of A\A′ must belong to the shared configuration F which will contain A and A′. Hence
for choosing A′ \A, we have only xv − δv points available for incoming arcs to Fv, for
v ∈ R. For outgoing arcs, we have dv − 1 points available for the source if v ∈ R \ {r}, or
dr points available for the source of an arc leaving r.

First suppose we want to choose the tree A′ \A such that the root of A′ is r′, where
r′ 6= r. By Lemma 2, the number of ways to choose A′ \A, conditional on A\A′ having
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the child vector δ, is

(xr′ − δr′)dr

 ∏
v∈R\{r,r′}

(dv − 1)

 (m− n)|R|−2 . (13)

Now suppose both A and A′ are rooted at the same vertex r ∈ R. By Lemma 2, the
number of ways to choose A′ \A, conditional on A\A′ having the child vector δ, is

(xr − δr)

 ∏
v∈R\{r}

(dv − 1)

 (m− n)|R|−2 . (14)

We now show how to combine (13) q (14)
We multiply (13) by (dr − 1)(dr′ − 1) and multiply (14) by dr(dr − 1). Then we sum

over all choices for the root r′ of A′ (but keep the root r of A fixed) to get the following
expression for the weighted sum of all configurations for A′ \A, conditional on A\A′
having root r:

dr

(∏
v∈R

(dv − 1)

)
(m− n+ 1)|R|−1 . (15)

To derive the expression (15), we used the value for
∑

v∈R xv from the previous page, plus
the fact that

∑
v∈R δv = |R| − 1. Note that (15) now is equal to a weighted sum over all

arborescences A′ \A with any possible root r′ ∈ R, conditioned on the assumption that
A\A′ has root r, in which A′ is weighted by a factor of (dr − 1)(dr′ − 1) for r′ 6= r and
by a factor of dr(dr − 1) for r′ = r. We will correct to obtain the number of unweighted
triples at the end of the proof.

Next, we must consider the number of ways to choose A\A′ with child vector δ and
with root r. For this step it is helpful to observe that no δv term appears in the overall
value (15), obtained by summing over the weighted counts of numbers of ways to choose
A\A′. Hence in considering the number of A\A′ configurations into root r, we can
ignore the particular vector δ, and simply count all arborescences A\A′ on R which have
root r. Applying Lemma 2, the number of such configurations is

xr
dr

(∏
v∈R

dv

)
(m− n+ |R| − 1)|R|−2 . (16)

Multiplying (15) by (16) gives the number of (weighted) configurations for (A\A′,A′ \A)
when A has root r. Then summing over all choices for r gives(∏

v∈R

dv

)(∏
v∈R

(dv − 1)

)
(m− n+ |R|)2|R|−2 . (17)

Multiplying by the number of ways to choose F , given in (12), and the number of ways
to choose the portion of F not contained in A∪A′, which is (m− n− |R|+ 2)!, yields
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the following expression(∑
v∈R

dv

)(∏
v∈V

dv

)(∏
v∈R

(dv − 1)

)
(m− 1)! . (18)

The expression (18) gives a weighted sum over triples (F,A,A′) in which the inter-
section A∩A′ is a forest rooted at R, for |R| > 1. Each triple (F,A,A′) in which A and
A′ are rooted at different vertices u and v is counted (du − 1)(dv − 1) times, and each
triple (F,A,A′) in which A and A′ are rooted at the same vertex v is counted dv(dv − 1)
times. We also observe, that considering any R ⊆ V such that |R| = 1, that the number
of triples (F,A,A′) is is exactly the number of pairs (F,A) (since we must have A = A′ in
this case). Applying Lemma 2 with xv = yv = dv, multiplying by the number (m−n+1)!
of ways of completing the configuration, and then multiplying by dr(dr − 1) (in order to
achieve the appropriate weight for this case), we obtain the exact value of (18) for this
R. Hence (18) can be used for the |R| = 1 case also.

Only the second two factors of (18) depend on R. Summing these over all R ⊆ V
gives ∑

R⊆V

(∑
v∈R

dv

)(∏
v∈R

(dv − 1)

)
, (19)

We can evaluate (19) by separating it into n separate sums, each corresponding to the
sum over R 3 v for a particular v ∈ [n],

dv
∑
R3v

∏
u∈R

(du − 1) = (dv − 1)

(∏
u∈V

du

)
. (20)

Summing the right-hand side of (20) over each v ∈ V and combining with the rest of (18)
gives (∏

v∈V

dv

)2

(m− n)(m− 1)! . (21)

We cannot immediately obtain the quantity we are looking for from (21) as its dif-
ferent triples have been weighted by different amounts. However, by the BEST theorem
(Theorem 1), we know that the number of triples (F,A,A′) in which A is rooted at u
and A′ is rooted at v does not depend on u or v, since the projection σ(F ) is always an
Eulerian directed graph. Thus, it follows that the factor by which (21) over-counts the
number of triples is

1

n2

(∑
u6=v

(du − 1)(dv − 1) +
∑
v

dv(dv − 1)

)
=

(m− n+ 1)(m− n)

n2
. (22)

Dividing (21) by (22) gives

|Φ̃d
n| =

n2

m− n+ 1

(∏
v∈V

dv

)2

(m− 1)! . (23)
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Finally, dividing |Φ̃d
n| by m! gives

E[(A?n)2] =
n2

m(m− n+ 1)

(∏
v∈V

dv

)2

.

Recall that simple directed graphs are generated with equal probability in the con-
figuration model. Thus, by conditioning on σ(F ) containing no loops or 2-cycles, we
can obtain the first two moments of the number of arborescences of a uniformly random
G ∈ Gdn . Before we show this, in Theorem 5, we prove a useful lemma regarding small
subgraphs, which will also be used in Section 3.

Lemma 4. Let r be some fixed positive integer and let F be chosen uniformly at random
from Φd

n. The probability that σ(F ) contains any set of r vertices that induce a subgraph
with more arcs than vertices tends to 0 as n→∞.

The claim also holds when F is obtained as the first part of a uniformly random
(F,A) ∈ Φd

n (defined in (7) above), or when F is obtained as the first part of a uniformly

random (F,A,A′) ∈ Φ̃d
n (defined in (11) above).

Proof. Let q be a probability distribution on Φd
n and let F ′ be a set of k distinct configura-

tion edges, for some fixed positive integer k. We will show that the claim holds whenever
q satisfies ∑

F⊇F ′

q(F ) ∈ O(m−k) , (24)

for any choice of F ′, and then show that the three distributions in question all satisfy (24).
Suppose we have a directed graph H with r vertices and r+ s arcs, where r and s are

fixed positive integers. The number of ways to choose a partial configuration F ′ with σ(F ′)
isomorphic to H is O(nr) - there are

(
n
r

)
ways to choose the vertices, and the d-bound on

degree of vertices means there are only a constant (depending on d, r+s) number of ways
to configure the arcs. Moreover, the number of different graphs on r vertices with r + s
arcs only depends on r and s, so the total number of partial configurations which project
to any such H is also O(nr). Hence, when F is chosen according to q satisfying (24), the
probability that σ(F ) contains any r-set of vertices which induce a subgraph with r + s
edges is O(n−s). Observe that for a fixed r there are at most r2−r possible values for s, so
the probability that we have a subgraph with r vertices and more than r arcs is O(n−1).

Suppose we have a partial configuration F ′ of size k, for some fixed positive integer k.
The number of ways to extend F ′ to a full configuration F ∈ Φd

n is equal to |Φd′
n |, where

d′ gives the remaining in/out-degrees of vertices once the points used in F ′ have been
removed. Hence, the probability that F ′ is contained in a randomly chosen configuration
F ∈ Φd

n is equal to
|Φd′

n |/|Φd
n| = 1/(m)k ∈ O(m−k) .

Similarly, when F is obtained as the first part of a uniformly random element (F,A) ∈
Φd
n or, respectively, a uniformly random element (F,A,A′) ∈ Φ̃d

n, we can see that the left-

hand side of (24) is at most |Φd′
n |/|Φd

n| (resp. |Φ̃d′
n |/|Φ̃d

n|). By (9) and (23), both these
quantities are O(m−k).
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Theorem 5. Let d be some fixed constant, let d = (d1, d2, . . .) be a sequence of positive
integers satisfying di 6 d for all i, let n ∈ N, and let m =

∑n
v=1 dv. Assume that V1,

the set of vertices u such that du = 1, satisfies the condition |[n] \ V1| = Ω(n) (observe
this implies m− n→∞). Let An denote the number of arborescences of a directed graph
chosen randomly from Gdn . Then

E[An] ∼ e
n

m

∏
v∈[n]

dv

 ;

E[A2
n] ∼ e−n/m

m

m− n
E[An]2 .

Proof. In the following we will use m2 to denote
∑

v d
2
v.

The proof is as follows. We say F ∈ Φd
n contains a loop at v if there is an edge from

Sv × Tv in F and that F contains a double arc from u to v if there is a pair of edges from
Su × Tv in F . Let L and D denote the number of loops and double arcs in a random
F ∈ Φd

n. Then, the event “F is simple” is equivalent to the event {L = D = 0}. We first
analyse the distributions of L and D, which we can use to estimate the probability that
F is simple. Then, we consider two new random variables, L(1) and D(1), which count the
number of loops and double arcs in F when (F,A) is chosen randomly from the set Φd

n,
defined in (7). Hence, by analysing the distributions of L(1) and D(1), we will be able to
estimate E[An] using

E[An] =
P[L(1) = D(1) = 0]

P[L = D = 0]
E[A?n] .

Finally, we consider random variables, L(2) and D(2), which count the number of loops

and double arcs in F , when (F,A,A′) is chosen randomly from the set Φ̃d
n, defined in (11).

Hence, by analysing the distributions of L(2) and D(2), we will be able to estimate E[(An)2]
using

E[(An)2] =
P[L(2) = D(2) = 0]

P[L = D = 0]
E[(A?n)2] .

We first compute the expectation of L and D. Suppose we have a loop edge e ∈ Sv × Tv
in F and let Ie be the indicator variable for the event e ∈ F . Then, we can write
L =

∑
v∈V

∑
e∈Sv×Tv Ie and, by linearity of expectation, we have

E[L] =
∑
v∈V

∑
e∈Sv×Tv

E[Ie] =
∑
v∈V

∑
e∈Sv×Tv

P[e ∈ F ] . (25)

Given e, the number of ways to choose F with e ∈ F is (m − 1)!, so the probability of
a random F ∈ Φd

n containing e is 1/m. For each v, there are d2
v ways to choose an edge

from Sv × Tv. Hence,

E[L] =
1

m

∑
v

d2
v =

m2

m
. (26)

Observe this expression is Θ(1).
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Next, we compute the expectation of D. Here, for every pair of edges e, f ∈ Su × Tv,
for some u 6= v, we define an indicator variable Ie,f for the event e, f ∈ F . By linearity of
expectation, we have

E[D] =
∑
u∈V

∑
v∈V \{u}

∑
e,f∈Su×Tv

P[e, f ∈ F ] . (27)

The probability of a particular pair of edges e and f occurring in a random configuration
F ∈ Φd

n is, asymptotically, 1/m2. Moreover, the number of ways to choose e, f ∈ Su × Tv
is 2
(
du
2

)(
dv
2

)
. Hence, the sum in (27) becomes

E[D] ∼ 2

m2

∑
u∈V

∑
v∈V \{u}

(
du
2

)(
dv
2

)

=
1

2m2

(∑
u∈V

(du)2

)2

− 1

2m2

∑
u∈V

(du)
2
2 . (28)

To finish the calculation we observe that the negative term in (28) is O(1/m) (each du is
bounded above by a constant d, so

∑
u(du)

2
2 6 d3m). Hence, this part of the sum goes to

0 as m→∞ and we see that

E[D] ∼ (m2 −m)2

2m2
. (29)

Note that m2 −m =
∑

v∈V dv(dv − 1) =
∑

v∈V \V1 dv(dv − 1) > 2|V \ V1|, using the fact

that dv(dv − 1) = 0 for all v ∈ V1 and dv(dv − 1) > 2 for v ∈ V \ V1. We now apply
our assumption that |V \ V1| > cn in the limit (for the c of the Ω(n)) to observe that
m2 − m > 2cn. We also know m 6 dn by the fact that degrees are bounded. Hence
m2−m
m

> 2c
d

as n→∞, and hence E[D] tends to some value which is Θ(1).
We will now show that L and D converge to a pair of (asymptotically) independent

Poisson random variables and, therefore, the probability that F is simple when F is chosen
uniformly at random from Φd

n satisfies

P[L = D = 0] ∼ exp

(
−m2

m
− (m2 −m)2

2m2

)
. (30)

To show that L and D converge to a pair of (asymptotically) independent Poisson
random variables, we need to show that, for any pair of fixed positive integers j and k,

E[(L)j(D)k] ∼ E[L]jE[D]k . (31)

E[(L)j(D)k] is computed as the expected number of ordered tuples of j loops and k double
arcs in a uniformly random F ∈ Φd

n. By Lemma 4, and by the fact that E[L] and E[D]
are Ω(1), we can assume that the contribution to E[(L)j(D)k] from tuples of loops and
double arcs with repeated vertices goes to 0 as n→∞. Hence, we can assume loops and
double arcs occur independently; that is, (31) holds as n→∞.
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We remark that, since Lemma 4 holds for the case when F is obtained as the first
element of a uniformly random element of Φd

n (resp. when F is obtained as the first element

of a uniformly random element of Φ̃d
n), it will be possible to use similar arguments to those

in the previous paragraph to show that the random variables L(1) and D(1) (resp. L(2)

and D(2)) converge to a pair of (asymptotically) independent Poisson random variables.
We first compute the expectations of L(1), D(1) and of L(2), D(2).

Consider the distributions of L(1) and D(1). We first estimate E[L(1)]. Suppose we
have a loop edge e ∈ Sv × Tv, for some v ∈ V . A loop edge cannot be contained in any
arborescence, and, thus, the number of pairs (F,A) ∈ Φd

n where e ∈ F , is equal to the
number of pairs (F,A) ∈ Φd′

n , where d′ is equal to d with dv replaced by dv − 1. Hence,
adapting the expression for |Φd

n| computed earlier in (9), we can see that the number of
elements of Φd

n with e ∈ F is equal to

n(dv − 1)
∏

u∈V \{v}

du(m− 2)! . (32)

Dividing (32) by the total number of elements in Φd
n gives the probability

P[e ∈ F : (F,A) ∈ Φd
n] =

dv − 1

dv(m− 1)
. (33)

Evaluating (25) with this probability in the place of P[e ∈ F ] gives

E[L(1)] =
1

m− 1

∑
v∈V

dv(dv − 1) ∼ m2 −m
m

.

Recall from the work on E[D] that this limiting expression (m2 −m)/m has some Θ(1)
value.

Next, we evaluate E[D(1)]. Suppose we have a pair of edges e, f ∈ Su × Tv for some
u 6= v. By Lemma 2, the number of arborescences rooted at u in which each w /∈ {u, v}
has dw points available for its incoming and outgoing arcs, u has du points available for
incoming arcs, and v has dv − 2 points available for incoming arcs and dv available for
outgoing arcs is (

n∏
w=1

dw

)
(m− 3)n−2 . (34)

The expression in (34) counts the number of partial configurations which consist of the
edges e and f along with n−1 configuration edges that project to an arborescence rooted
at u. There are (m− n− 1)! ways to extend each of these partial configurations to some
F ∈ Φd

n. Hence, the following expression counts the number of pairs (F,A) ∈ Φd
n with

e, f ∈ F and A rooted at u: (
n∏

w=1

dw

)
(m− 3)! . (35)
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By the BEST Theorem (Theorem 1), we know that each F ∈ Φd
n has the same number of

arborescences rooted at each vertex, so (35) counts exactly 1/n of the pairs (F,A) ∈ Φd
n

with e, f ∈ F . Multiplying (35) by n and dividing by the value |Φd
n| given in (9) gives

P[e, f ∈ F : (F,A) ∈ Φd
n] ∼ 1

m2
. (36)

This is the same probability as when F is chosen uniformly at random from Φd
n, so

evaluating (29) with (36) in place of P[e, f ∈ F ] does not change the (asymptotic) value,
and we have

E[D(1)] ∼ E[D] .

Now that we have that shown L(1) and D(1) to be Ω(1), we can use Lemma 4 to infer
that L(1) and D(1) converge to (asymptotically) independent Poisson random variables.
Hence we can see that the probability of F being simple in a random (F,A) ∈ Φd

n satisfies

P[L(1) = D(1) = 0] ∼ exp

(
−m2 −m

m
− (m2 −m)2

2m2

)
. (37)

Together (30) and (37) give the claimed estimate for E[An].
Finally, we consider the distributions of L(2) and D(2). First, suppose we have a loop

edge e ∈ Sv × Tv. The number of elements of Φ̃d
n with e ∈ F is equal to the number of

elements of Φ̃d′
n , where d′ is the out-degree vector we used to compute E[L(1)]. Adapting

the expression (23), we have

|Φ̃d′
n | =

(dv − 1)2

(dv)2

n2

m− n

(
n∏

w=1

dw

)2

(m− 2)! .

Dividing by the number of elements in Φ̃d
n (explicitly given in (23)) we see that

P[e ∈ F : (F,A,A′) ∈ Φ̃d
n] ∼ (dv − 1)2

(dv)2m
.

Evaluating (26) with this probability in the place of P[e ∈ F ] gives

E[L(2)] ∼ m2 − 2m+ n

m
, (38)

which is Θ(1) under our restriction on the number of du = 1 vertices.
We now evaluate E[D(2)]. Suppose we have a pair of arcs e, f ∈ Su×Tv for some u 6= v.

Observe that it must be the case that du > 2, dv > 2; otherwise the scenario cannot arise.
There are three cases to consider:

(i) when both A and A′ contain an arc from {e, f};

(ii) when neither A nor A′ contain an arc from {e, f};

the electronic journal of combinatorics 20(3) (2013), #P13 17



(iii) when exactly one of A,A′ contains an arc from {e, f}.
Using slightly more general arguments than those used to compute the second moment
in Theorem 3, we count the number of triples (F,A,A′) for each of these three cases,
obtaining expressions which count weighted triples in the same way as (21). Then we will
show that the factor by which we over-count triples is almost identical in each of the three
cases above. We will be able to add the contributions of these three expressions together,
apply the BEST theorem, and proceed as we did in the proof of Theorem 3.

In each of the three cases, we want to count pairs of arborescences using some subset
of the configuration points. Suppose we are working with sets of points where sw = |Sw|
and tw = |Tw| for each vertex w, with sw not necessarily equal to tw, and with

∑
w∈V sw 6∑

w∈V tw and sw > 1, tw > 1 for all w. In this model, we will consider a configuration
to be any maximal matching from

⋃
w∈V Sw to

⋃
w∈V Tw. Note that the fact that the

in-degree and out-degrees are equal is only used in the final step of the analysis of the
second moment of A?n (in Theorem 3). Thus, by following the arguments of the second
part of Theorem 3 we find that, for each R ⊆ V , the expression giving a weighted sum
over triples (F,A,A′) where A∩A′ is a forest rooted at R (given by (18) in the proof of
Theorem 3) becomes(∑

w∈R

tw

)(∏
w∈R

(sw − 1)

)(∏
w∈V

sw

)
(mt − 1)!

(mt −ms)!
, (39)

where mt =
∑

w tw and ms =
∑

w sw. The 1/(mt−ms)! term in (39) comes from the fact
that the number of ways to choose F \ (A∪A′) is now

(mt − n− |R|+ 2)!

(mt −ms)!
.

The factor by which (39) weights (F,A,A′) is (sr − 1)(sr′ − 1) if A and A′ are rooted at
different vertices r, r′ ∈ R, and is sr(sr − 1) if both are rooted at the same vertex r ∈ R.
Summing (39) over all possibilities for R gives(∑

w∈V

tw(sw − 1)

sw

)(∏
w∈V

sw

)2
(mt − 1)!

(mt −ms)!
. (40)

case (i): First, suppose both A and A′ contain an element from {e, f}. In this case,
choosing A and A′ is equivalent to choosing a pair of arborescences in a configuration
model where we have contracted (u, v) to a single vertex, which we will name v. That is,
we have a pair of degree vectors s and t, each of length n−1, where sv = dv, tv = du+dv−2,
and sw = tw = dw for w ∈ V \ {u, v}. Any maximal matching in this configuration model
can be extended to a configuration F ∈ Φd

n by matching the remaining du − 2 outgoing
points of u (in any of (du − 2)! ways) with the unallocated points from T . Thus, by
directly applying (40) and then multiplying by (du − 2)! the sum over weighted triples is

1

d2
u

(
m− n− 1− du − 2

dv

)(∏
w∈V

dw

)2

(m− 3)! , (41)
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where we weight by a factor of dr(dr − 1) for arborescence pairs with the same root r ∈
V \{u}, and by a factor of (dr−1)(dr′−1) for arborescence pairs with roots r, r′ ∈ V \{u}
respectively, r 6= r′. There are 4 ways to choose an arc for each of A and A′ from the
set {e, f}. Multiplying (41) by 4, we see that as m − n → ∞ (this is guaranteed by the
restriction on the number of degree 1 vertices), the sum over weighted triples for which
both A and A′ have an arc from {e, f} is, asymptotically,

(m− n)
4

(du)2

(∏
w∈V

dw

)2

(m− 3)! . (42)

case (ii): Next, suppose neither A nor A′ contain an element from {e, f}. To count the
number of triples of this form we first observe that if du = 2, then for any F containing e, f ,
the set of arborescences which contain neither e nor f are exactly the arborescences which
have root u. By the BEST theorem, the number of triples (F,A,A′) in which A,A′ both
have root u, and e, f both belong to F , is a 1/n2 fraction of the total number of triples
where e, f ∈ F , this total being the overall value we aim to compute. For now we observe
that if du = 2, the e, f /∈ A∪A′ subcase contributes only a n−2 fraction of this eventual
number of triples.

Now assume du > 2. We evaluate (40) on V with sw = dw for w 6= u, su = du − 2,
tw = dw for w 6= v, and tv = dv − 2, since we remove two points from each of Su and Tv.
We have ms = mt so, in this case, (40) evaluates to(

m− n− du
du − 2

− dv − 2

dv

)
(du − 2)2

d2
u

(∏
w∈V

dw

)2

(m− 3)! ,

or, asymptotically, as m− n→∞ (implied by our restriction on |V1|),

(m− n)
(du − 2)2

d2
u

(∏
w∈V

dw

)2

(m− 3)! . (43)

case (iii): Finally, suppose exactly one of A,A′ contains an element of {e, f}.
First consider the case where du = 2. Suppose A is the arborescence to contain the

element of {e, f}. Then by du = 2, we must have A′ rooted at u. By the BEST theorem,
the proportion of arborescences A′ of F rooted at u for any Eulerian configuration F is
exactly a 1/n fraction of all arborescences in F . Also, by du = 2, the arborescences A
containing one of e, f for an Eulerian configuration F, F 3 e, f are exactly those arbores-
cences which are not rooted at u. Hence the number of such A arboresences is exactly
an (n − 1)/n fraction of all arborescences in F . Multiplying by 2 to account for A,A′
switching roles, the number of triples (F,A,A′) with e, f ∈ F such that exactly one
of A and A′ is rooted at u is a 2(n − 1)/(n2) fraction of all number of triples (F,A,A′)
where e, f ∈ F . This latter quantity is what we aim to eventually compute. For now we
note that when du = 2, the subcase of | A∩{e, f}| + | A′ ∩{e, f}| = 1 only contributes a
2(n− 1)/n2 fraction of all triples.
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Alternatively, we have du > 2. We will count triples (F,A,A′) where e, f ∈ F, e ∈
A, e /∈ A′, f /∈ A∪A′. The argument is similar to that of Theorem 3. We first count the
number of completions of a pair (A,A′) to a configuration F . If A∩A′ has ρ components,
the number of arcs already in A∪A′ (which includes e) is n+ ρ− 2. However f , which is
not in A∪A′, is also committed to F . Hence there are (m−n− ρ+ 1)! ways to complete
A∪A′ to F .

Now we compute the number of ways to construct (A,A′) such that A∩A′ has a
particular set of roots. This case will not exactly fit the structure of equations (39)
and (40) and the discussion in that part of the proof, as we need to consider slightly
different forests in the construction of A\A′ and A′ \A.

Consider a forest F which may form the intersection A∩A′. We know that we must
have at least 2 roots, u being one of them, and that v cannot belong to Fu, if we are
to ensure that F = A∩A′ for the case e ∈ A, e /∈ A′. We will enumerate the forests
satisfying this constraint by first contracting the arc e from u to v (to signify its inclusion
in A). Consider the vertex set V \ {u}, and define the s, t in-point and out-point vectors
exactly as for case (i) above. Now let R ⊆ V \ {u}, |R| > 1, and consider the set of
forests F with root set R. By Lemma 2, the number of such forests is 1 if R = V \ {u},
and is  ∏

w∈V \({u}∪R)

dw

(∑
w∈R

(dw + (du − 2) · 1w=v)

)
(m− 3)n−|R|−2

otherwise. The F forests do not represent possible configurations for A∩A′, given that
we require e /∈ A′, e ∈ A. For any F , let r(v) be the element of R which contains v. We
will split the component F r(v) into two subtrees F ′u and F ′r(v) (the latter containing v), by
expanding v into u and v, assigning the appropriate du−2 in-points to u and the other dv
in-points to v, and finally deleting the arc e. This generates a slightly different forest F ′
with root set R = R ∪ {u} such that |R| > 1, u /∈ R and such that v /∈ Fu′, as required.
The split is uniquely done, and there is a one-to-one correspondence between forests F
on V \ {u} with root set R and which have e contracted in a particular component, and
forests F ′ on V with root set R ∪ {u} and satisfying v /∈ V (Fu′).

We now enumerate the number of ways we can extend F ′ (which is the intersec-
tion A∩A′) to a pair of arborescences (A,A′) with the appropriate constraints. There
are two stages; to choose the tree A\A′ on F which has root set R, and then to choose the
tree A′ \A on F ′ which has root set R∪{u}. We define two vectors x,y of length |R|+ 1
wrt the forest F ′ on V . For every w ∈ R ∪ {u}, xw denotes the number of points avail-
able for incoming arcs into component F ′w, and yw is the number of points available for
outgoing points from F ′w. Observe that yu = du − 2, yw = dw for all w ∈ R, and that

xw =

 ∑
z∈V (F ′

w)

dz

− |F ′w |+ 1− 2 · 1v∈V (F ′
w) ,
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for all w ∈ R ∪ {u}. We note that the vectors x and y satisfy:∑
w∈R∪{u}

xw =
∑

w∈R∪{u}

yw = m− n+ |R| − 1 . (44)

Now suppose we have chosen the arborescence A\A′ with root r ∈ R on F , and
that this arborescence induces the child vector δ counting the number of arcs from A\A′
directed into the components of F ′. Now we consider the number of ways to choose
A′ \A, first considering the case r′ ∈ (R ∪ {u}) \ {r}, then r′ = r. The relevant vectors
for choosing A′ \A are xw − δw for incoming arcs to F ′w, w ∈ R ∪ {u}, and for outgoing
arcs from Fw, yw − 1 for all w ∈ R \ {r}, yw for w ∈ {r, u} (we have yu here because
the outgoing arc from u in A\A′ is always e, and the outgoing point for e has already
been subtracted in defining yu). We apply the same approach as in Theorem 3. First we
write the following expression (an analogue of (13) from Theorem 3) for the number of
arborescences A′ \A rooted at r′ ∈ R ∪ {u}, r′ 6= r:

(xr′ − δr′)yr

 ∏
w∈(R∪{u})\{r,r′}

(yw − 1 · 1w 6=u)

 (m− n− 1)|R|−1 . (45)

Similarly, we have the following expression (an analogue of (14)) for the number of ar-
borescences A′ \A rooted at r itself:

(xr − δr)

 ∏
w∈(R∪{u})\{r}

(yw − 1 · 1w 6=u)

 (m− n− 1)|R|−1 . (46)

Then weighting (45) by (yr′ − 1 · 1r′ 6=u)(yr − 1) and (46) by yr(yr − 1) respectively, and
summing over all r′ ∈ R ∪ {u}, we obtain the value

yr

 ∏
w∈R∪{u}

(yw − 1 · 1w 6=u)

 (m− n)|R| (47)

for the weighted sum of arbs A′ \A, conditional on A\A′ having root r and any child
vector δ. Substituting in the values of the yw, and using the fact that r 6= u, we have the
value (du − 2)dr[

∏
w∈R(dw − 1)](m− n)|R|.

Now let us count the number of configurations for A\A′ rooted at r. Given that (47)
does not involve the value δw for any w, we will choose to sum over all child vectors, and
to apply Lemma 2 directly, to obtain the total number of configurations for A\A′ with
root r. This value is  ∏

w∈R\{r}

y′w

x′r

(∑
w∈R

x′v − 1

)
|R|−2

, (48)

where the vectors x′ and y′ give the number of available points for incoming arcs, and
for outgoing arcs respectively, for the vertices in R. We have x′w = xw and y′w = yw
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for w ∈ R \ {r(v)}, x′r(v) = xr(v) + xu and y′r(v) = yr(v). Hence for every w ∈ R, y′w = dw.

Hence (48) can be re-written as

x′r

 ∏
w∈R\{r}

dw

 (m− n+ |R| − 2)|R|−2 . (49)

Now taking the product of (47) and (49), we have the following expression for the weighted
sum over arborescences (A\A′,A′ \A), where A\A′ is rooted at r (and subject to our
constraints wrt R and e, f):

x′r(du − 2)

(∏
w∈R

dw(dw − 1)

)
(m− n+ |R| − 2)2|R|−2 . (50)

We need to evaluate
∑

r∈R x
′
r, and by definition this is

∑
r∈R∪{u} xr, which by (44) is

(m− n+ |R| − 1). Therefore the sum of (50) over all r ∈ R is

(du − 2)

(∏
w∈R

dw(dw − 1)

)
(m− n+ |R| − 1)2|R|−1 .

Assuming for now that R 6= V \ {u}, we multiply by the number of forests on V \ {u}
with root set R, and by the number of ways (m − n − |R|)! of completing A∪A′ to a
configuration of Φd

n, to obtain the expression

(du − 2)

(∑
w∈R

(dw + (du − 2) · 1w=v)

)(∏
w∈R

(dw − 1)

) ∏
w∈V \{u}

dw

 (m− 3)! .

Athough we assumed R 6= V \ {u} in order to derive this value, we get exactly the same
expression for the case R = V \ {u} by working with the value 1 for number of forests.

Finally, summing over all subsets R ⊆ V \ {u}, we obtain a value which is equal to
(du − 2)(

∏
w∈V \{u} dw)(m− 3)! multiplied by

∑
R⊆V \{u}

(∑
w∈R

(dw + (du − 2) · 1w=v)

)(∏
w∈R

(dw − 1)

)
.

We apply the same approach as in Theorem 3, separating this expression into (n − 2)
instances of dw(dw − 1)

∑
R⊆V \{u,w}

∏
z∈R(dz − 1), one for each w ∈ V \ {v}. Each

such instance evaluates to (dw − 1)
∏

z∈V \{v} dz. There is also an (n − 1)-th expres-

sion (dv + du − 2)(dv − 1)
∏

z∈V \{u,v} dz. Adding all these, and multiplying again by

(du − 2)(
∏

w∈V \{u} dw)(m− 3)!, we obtain the value

(
m− n− 1− du − 2

dv

)(
du − 2

d2
u

)(∏
w∈V

dw

)2

(m− 3)! ,
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which is the weighted sum over triples (F,A,A′) such that e ∈ A, e /∈ A′.
We obtain the same value for the other three cases where exactly one of A and A′

contains an element from {e, f}. Thus, the contribution to the weighted sum over triples
(F,A,A′) from the case where exactly one of A and A′ contains an element from {e, f}
is, as m− n→∞,

(m− n)
4(du − 2)

d2
u

(∏
w∈V

dw

)2

(m− 3)! . (51)

We now combine all three cases for (iii) to get an overall weighted sum over triples
for e, f . When du > 2, we take the sum of (42), (43), and (51), which is, as m− n→∞,
asymptotically

(m− n)

(∏
w∈V

dw

)2

(m− 3)! . (52)

For du = 2, our discussions for cases (ii) and (iii) imply that the weighted sum over triples
is asymptotically equal to (42), and substituting du = 2, this evaluates to (52) also.

We now consider the weights we apply to the triples (F,A,A′) from cases (i), (ii) and
(iii). Define the degree vector d′ on V by setting d′w = dw for w ∈ V \{u}, and d′u = du−2.
In almost all cases, a pair of arborescences (A,A′) with roots r and r′, r 6= r′, will have
been weighted by (d′r − 1)(d′r′ − 1), and a pair which has the same root r will have been
weighted by factor d′r(d

′
r − 1). There is one exception: in case (iii), the pairs where one

arborescence contains an arc from {e, f} and is rooted at some r′ 6= u, and the other
arborescence is rooted at u, have instead been multiplied by a factor of d′u(d

′
r′ − 1). This

increases the value of (52) slightly over what we would obtain by applying (d′u−1)(d′r′−1).
The extra contribution to (52) for any such (F,A,A′) is (dr′ − 1) 6 (d − 1). Summing
over all r′ 6= u, and all such (F,A,A′), we can apply the BEST Theorem to show the total
extra contribution is at most a (d− 1)/n fraction over the value we would have obtained
for (52) by weighting uniformly. Such a (d − 1)/n fraction is asymptotically negligible,
hence from here on we will assume (52) was obtained by a uniform application of the
weights.

Suppose du > 2. By the BEST Theorem, for any particular Eulerian F ∈ Φd
n, the

number of arborescences in F is independent of the root. Assuming a uniform weighting
of triples, the same argument as used for equation (22) of Theorem 3 shows we can correct
for the weighting by dividing (52) by

1

n2
(m− n− 1)(m− n− 2) . (53)

For the case of du = 2, we have derived the expression (52) from case (i) triples alone
(the contributions from (ii), (iii) being negligible), these being exactly those triples where
neither arborescence is rooted at u. Summing the weights over pairs from V \ {u}, and
dividing by (n − 1)2, we find that in the du = 2 case, we can correct for the weighting
in (42) by dividing by

1

(n− 1)2
(m− n)(m− n− 1) . (54)
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In the limit, as m− n → ∞, both (53) and (54) become (m − n)2/n2. Dividing (52)

by (m− n)2/n2 and by the number of elements in Φ̃d
n given by (23) gives

P[e, f ∈ F : (F,A,A′) ∈ Φ̃d
n] ∼ 1/m2 .

This is the same probability for e, f ∈ F when F is chosen uniformly at random from Φd
n,

so we can conclude
E[D(2)] ∼ E[D] .

By following the same reasoning as was used with L and D, we can show that the ran-
dom variables L(2) and D(2) converge to (asymptotically) independent Poisson random
variables. Hence, the probability that F is simple, when (F,A,A′) is chosen uniformly at

random from Φ̃d
n, satisfies

P[L(2) = D(2) = 0] ∼ exp

(
−m2 − 2m+ n

m
− (m2 −m)2

2m2

)
. (55)

Combining (30) and (55) gives the claimed estimate for E(An)2.

Given the expectation and variance of the number of arborescences of a random G ∈
Gdn , we can, from the BEST Theorem (Theorem 1), deduce the expectation and variance
of the number of Euler tours of a uniformly random G ∈ Gdn .

Corollary 6. Let d be some fixed constant, let d = (d1, d2, . . .) be a sequence of positive
integers satisfying di 6 d for all i, let n ∈ N, and let m =

∑n
v=1 dv. Assume that V1,

the set of vertices u such that du = 1, satisfies the condition |[n] \ V1| = Ω(n). Let T n
denote the number of Euler tours of a directed graph chosen randomly from Gdn . Then, as
m− n→∞,

E[T n] ∼ e

m

∏
v∈[n]

(dv)!

 ;

E[T 2
n] ∼ e−n/m

m

m− n
E[T n]2 .

We now consider our estimates for the first and second moment in the context of
Chebyshev’s inequality, which states that for a random variable X with expectation µ(X)
and standard deviation σ(X), that for any k > 0, the probability that X deviates by
more than kσ(X) from its mean is bounded as follows:

P[|X − µ(X)| > kσ(X)] 6
1

k2
(56)

For us X is T n, and by Corollary 6,

σ(T n)2 ∼ E[T n]2
[

e−n/m

(1− n/m)
− 1

]
, as n→∞ .
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Using basic calculus, we can see that the function ex/(1 + x) is strictly decreasing on
the range [−1, 0], attaining a minimum value of 1 at x = 0. Thus, whenever m = cn for
some fixed constant c > 1, we can find a constant bc > 0 such that σ(T n)2 ∼ bcE[T n]2. For
example, in the case dv = 2 for all v, we will have σ(T n)2/E[T n]2 ∼ (2e−1/2− 1) ≈ 0.213.

Now suppose we want to use (56) to bound probability P[T n 6 n−αE[T n]]. Our goal
must be to show that this probability tends to 0 as n→∞. The condition T n 6 n−αE[T n]
is equivalent to E[T n] − T n > (1 − n−α)E[T n]. Given the relationship between E[T n]
and σ(T n) above, this is also, as n → ∞, asymptotically equivalent to E[T n] − T n >
(1−n−α)σ(T n)b

−1/2
c . We now apply Chebyshev’ inequality (56) to bound P[|E[T n]−T n | >

(1− n−α)σ(T n)b
−1/2
c ]. We have k = (1− n−α)b

−1/2
c , giving

P[|E[T n]− T n | > (1− n−α)σ(T n)b−1/2
c ] 6

bc
(1− n−α)2

.

Thus, the asymptotic upper bound on P[T n 6 n−αE[T n]] that we obtain using (56) with
Corollary 6 is at best bc, which does not tend to 0 in general. Hence Chebyshev’s inequality
is not sufficient to allow us to show condition (b) of Subsection 1.2.

In the next section, we will show how to use results of this section and the estimates
of Corollary 6 to obtain an asymptotic distribution for the number of Euler tours of a
random G ∈ Gd,d

n , from which we can derive a stronger concentration result.

3 Asymptotic distribution of Euler tours

In this section we compute the asymptotic distribution of the number of Euler tours of a
random d-in/d-out directed graph. The case d = 1 is trivial, since the number of Euler
tours of a random 1-in/1-out graph will be 0, with high probability. For this reason, and
also because Theorem 5 and Corollary 6 require m−n→∞, we restrict our attention to
the case d > 2.

To compute the asymptotic distribution we will use the following general theorem of
Janson [6] (see also [7, Chapter 9]).

Theorem 7 (Janson [6]). Let λi > 0 and δi > −1, i = 1, 2, . . . , be constants and suppose
that for each n there are random variables Xin, i = 1, 2, . . . , and Yn (defined on the same
probability space) such that Xin is non-negative integer valued and E[Yn] 6= 0 (at least for
large n) and furthermore the following conditions are satisfied:

1. Xin
d→ Xi∞ (in distribution) as n → ∞, jointly for all i, where Xi∞ is a Poisson

random variable with mean λi;

2. For any finite sequence x1, . . . xk of non-negative integers

E[Yn|X1n = x1, . . . Xkn = xk]

E[Yn]
∼

k∏
i=1

(1 + δi)
xie−λiδi as n→∞ ;
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3.
∑

i λiδ
2
i <∞;

4. E[Y 2
n ]

E[Yn]2
∼ exp(

∑
i λiδ

2
i );

Then
Yn

E[Yn]

d→ W =
∞∏
i=1

(1 + δi)
Xi∞e−λiδi .

Moreover, this and the convergence in (1) holds jointly. The infinite product defining W
converges a.s. and in L2, with E[W ] = 1, E[W 2] = exp(

∑
i λiδ

2
i ) = limn→∞ E[Yn]2/E[Yn]2.

Hence, the normalised variables are uniformly square integrable. Furthermore, the event
W = 0 equals, up to a set of probability 0, the event that Xi∞ = 0 for some i with δi = −1.
In particular, W > 0 a.s. if and only if every δi > −1.

In our application of Theorem 7 we will have Yn = T n, the random variable counting
Euler tours of d-in/d-out graphs, and Xin equal to the number of directed i-cycles in a
random d-in/d-out graph. To apply Theorem 7 we need the following two lemmas.

Lemma 8. For each positive integer i let Xin count the number of directed i-cycles in a
directed graph obtained as the projection of a uniformly random F ∈ Φd,d

n . The variables
Xin are asymptotically independent Poisson random variables with means E[Xin] = λi =
di

i
.

Proof. First, suppose E[Xin] ∼ λi for each i. Recall that the probability σ(F ) contains
any particular subgraph H with more arcs than vertices is negligible, when F is chosen
uniformly at random from Φd,d

n (Lemma 4). Hence, we can assume that cycles occur
independently, i.e., for any sequence of non-negative integers k1, . . . , k`, we have

E

[∏̀
i=1

(Xin)ki

]
∼
∏̀
i=1

λkii .

Hence, the random variables X1n, . . . , X`n converge to a set of independent Poisson ran-
dom variables.

We will now show E[Xin] ∼ λi. We say a set of i edges e1, e2, . . . , ei in a configuration
is an i-cycle if there is a sequence of distinct vertices v1, v2, . . . , vi such that ej ∈ Svj×Tvj+1

for j < i and ei ∈ Svi × Tv1 . The probability of any particular i-cycle being contained in
a random F ∈ Φd,d

n is
(dn− i)!

(dn)!
∼ 1

(dn)i
.

So, to estimate E[Xin] all we need to do is count the number of different i-cycles that can
occur in some F ∈ Φd,d

n and then divide by (dn)i. Let I be some i-subset of [n]. There
are (i− 1)! different ways to arrange I into an i-cycle (v1, v2, . . . , vi) and then d2i ways to
choose edges ej ∈ Svj × Tvj+1

for 1 6 j < i and ei ∈ Svi × Tv1 . Hence,

E[Xin] ∼ (i− 1)!

(dn)i

(
n

i

)
d2i ,

and so E[Xin] ∼ λi.
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Lemma 9. Let Xin be as in Lemma 8 and let µi = di−1
i

. Then, for any fixed set of
non-negative integers k1, k2, . . . , k` we have

E[A?n
∏`

i=1(Xin)ki ]

E[A?n]
∼
∏̀
i=1

µkii .

Proof. We only verify
E[A?nXin]

E[A?n]
∼ µi ;

convergence of the factorial moments holds for the same reasons as were given in Lemma 8.

Let Φd,d
n be the set defined in (7) (for the case dv = d for all v) and let I be an i-subset

of [n]. As in the previous lemma, there are (i − 1)!d2i ways to choose a configuration
for an i-cycle on I. To estimate E[A?nXin] we need to calculate the probability that a
particular i-cycle C is contained in F when (F,A) is chosen uniformly at random from

Φd,d
n . Suppose C ∩ A has c components, P1, P2, . . . , Pc, each of which is a directed path,

and let vj be the final vertex in the path Pj for 1 6 j 6 c. Choosing the remainder of
A is then equivalent to choosing an arborescence on (V \I) ∪ {vj : 1 6 j 6 c}, where we
have collapsed each path to a single vertex. Each v ∈ V \I has d points available for arcs
directed towards or away from v. For each j = 1 . . . c, there are |Pj|(d−1) points available
for arcs directed towards vj, and d − 1 points available for arcs directed away from vj.
Once we have chosen A, there are (dn − n − c + 1)! ways to complete F . Hence, using
Lemma 2, we can deduce that the number of ways to choose the remainder of (F,A) is

n(d− 1)cdn−i(dn− i− 1)! .

Summing over all the possible choices for P = {v1, v2, . . . , vc}, multiplying by
(
n
i

)
(the

number of ways to choose I) and (i− 1)!d2i (the number of ways to choose configurations
for a set of cycles on I), and finally dividing by |Φd,d

n | = (dn)!, gives

E[A?nXin] =
(di − 1)

i

ndn+i(n)i
(dn)i+1

. (57)

Letting n→∞, with i fixed, in (57), we see that E[A?nXin] ∼ µid
n−1.

Corollary 10. Let d > 2 be some fixed integer, and let T n denote the number of Euler
tours in a directed graph G chosen uniformly at random from Gd,d

n . For any fixed set of
non-negative integers k2, . . . , k` we have

E[T n
∏`

i=2(Xin)ki ]

E[T n]
∼
∏̀
i=2

µkii .

We are now able to apply Janson’s theorem to obtain an asymptotic distribution for
the number of Euler tours of a uniformly random G ∈ Gd,d

n .
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Theorem 11. Let d > 2 be some fixed integer, and let T n denote the number of Euler
tours in a directed graph G chosen uniformly at random from Gd,d

n . Then,

T n
E[T n]

d→
∞∏
i=2

(
1− 1

di

)Zi

e1/i ,

where the Zi are independent Poisson random variables with means di/i.

Proof. It suffices to show that conditions (1) to (4) of Theorem 7 are satisfied by T n
and {Xin : i > 2}, where Xin is the random variable counting i-cycles. Lemma 8 and
Corollary 10 provide conditions (1) and (2) with

λi =
di

i
and δi = − 1

di
.

With these values, evaluating the sum in condition (3) gives

∞∑
i=2

1

idi
= −1

d
+ log

(
d

d− 1

)
. (58)

Finally, Corollary 6 provides condition (4).

4 Generating and counting Euler tours

We now turn to the analysis of Algorithm Sample in Section 1. Note that although the
algorithm is defined in terms of transition systems, it can also be considered as equivalent
to a random directed walk on the Eulerian digraph or graph; terminating when we have
used all outgoing edges of the starting vertex (whether we have created an Euler tour
or not). This procedure was first considered in [8], where the authors considered it for
undirected graphs and showed that the expected number of runs needed to obtain an
Euler tour is polynomial for the case of G = Kn for odd n. We consider the algorithm for
G ∈ Gd,d

n and are interested in the quantity

|ET (G)|
(d!)n

. (59)

The following theorem uses the results of the previous section (by a similar argument
to that used in [5, Lemma 1]) to show that this value is Ω(n−2) with high probability
when G is chosen uniformly at random from Gd,d

n . When this is the case, we can generate
uniformly random Euler tours of G in expected polynomial time. Moreover, by setting
the value of κ in Approximate appropriately, we can approximate |ET (G)|.

Theorem 12. Let d be some fixed integer, d > 2, and let G be chosen uniformly at
random from Gd,d

n . Then,

P
[
|ET (G)|

(d!)n
∈ Ω(n−2)

]
→ 1 ,

as n→∞.
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Proof. We first note that by the estimate for E[T n] given in Corollary 6, it suffices to
show that

P
[
T n > n−1E[T n]

]
→ 1 .

For x = (x2, . . . , xk) we define Gx to be the set of all d-in/d-out graphs containing exactly
xi directed cycles of length i for each i = 2 . . . k, and

W (x) =
k∏
i=2

(
1− 1

di

)xi
e1/i .

For each fixed γ > 0 we define

S(γ) = {x : xi 6 λi + γλ
2/3
i for 2 6 i 6 k} .

From Lemma 8 (and Lemma 3 of [13]), we can deduce that the probability of a random
d-in/d-out graph G not being contained in Gx for some x ∈ S(γ) is O(e−aγ), where a is
an absolute constant independent of γ. Hence, to verify the theorem all we need do is
show that

W (x) > e−(b+c)γ ∀x ∈ S(γ) , (60)

where b and c are absolute constants independent of γ. For any particular b, c and γ, we
can choose n sufficiently large so that e−(b+cγ) > n−1. Then, if (60) holds, we have

P
[
T n > n−1E[T n]

]
> 1−O(e−aγ) .

The above holds for any constant γ, and so can be taken as equal to 1 in the limiting
case.

So, it remains to prove (60). For x ∈ S(γ) we have W (x) > ABγ, where

A =
∏
i>2

(
1− 1

di

)λi
e1/i (61)

B =
∏
i>2

(
1− 1

di

)λ2/3i

. (62)

We can bound the right hand side of (61) as

A >
∞∏
i=2

exp

(
1

i
− di

i(di − 1)

)
= exp

(
∞∑
i=2

− 1

i(di − 1)

)
.

The sum inside the exponential is clearly convergent, so we can conclude that A > e−b

for some absolute constant b. Similarly, we can bound B by

B > exp

(
−
∞∑
i=2

1

i2/3(di/3 − 1)

)
,

and, again, the sum in the exponential is convergent, so Bγ > e−cγ for some absolute
constant c.

the electronic journal of combinatorics 20(3) (2013), #P13 29



Acknowledgements

This work has benefited from conversations with Kyriakos Kalorkoti. The original idea
for applying Robinson and Wormald’s technique to the number of Euler tours came from
Alan Frieze.

References
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