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Abstract

In this paper, we study the distribution of the number of consecutive pattern
matches of the five up-down permutations of length four, 1324, 2314, 2413, 1432,
and 3412, in the set of up-down permutations. We show that for any such 7, the gen-
erating function for the distribution of the number of consecutive pattern matches of
7 in the set of up-down permutations can be expressed in terms of what we call the
generalized maximum packing polynomials of 7. We then provide some systematic
methods to compute the generalized maximum packing polynomials for such 7.

1 Introduction
If o =07...0, is a permutation in the symmetric group S,,, then we let
Des(o) ={i:0; > 0,41} and Ris(o) ={i:0; < 011}

Let N ={0,1,...,} denote the natural numbers, P = {1,2, ...} denote the set of positive
integers, E = {0,2,4, ...} denote the set of even numbers in N, and [n] = {1,2,...,n} for
n € P. We say that o = 0y ... 0, is an up-down permutation if either n =1 or n > 1 and
Des(o) = [n — 1] NE. That is, we have

01 < 09>03<04....

We let A,, denote the set of up-down permutations in S,,.

Given a sequence o = oy ...0, of distinct integers, let red(o) be the permutation
found by replacing the ith smallest integer that appears in ¢ by i. For example, if
o = 2754, then red (o) = 1432. Given a permutation 7 = 7y ...7; € S; and a permutation
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o =0y...0, €5, we say that 7 occurs in o if there are 1 < 7; < ... < i; < n such
that red(o;, ...0;;) = 7 and we say that o has a 7-match starting at position i in o if
red(0;0i11...0+j-1) = 7. We say that o avoids 7 if there are no occurrences of 7 in o.
We let 7-mch(c) denote the number of 7-matches in 0. We let A, (z) = >, o a7 ™M),
These definitions are easily extended to sets of permutations T C S;. For example,
we say that o has a T-match starting at position i in o if red(o;0:11 ... 0545-1) € T. We
let T-mch(o) denote the number of T-matches in 0. We let A, x(z) = > o, a¥™mh),
There have been several papers that have studied the number of up-down permutations
o € A, which avoid a given pattern. For example, Mansour [19] and Deutsch and
Reifegerste (see [27, Problem h7] or [14]) showed that for any 7 € Sz, the number of
up-down permutations ¢ € A,, which avoid 7 is always a Catalan number. For example,
the number of up-down permutations o € A, that avoid 132 (231) is C|,/2). In [18], it

was shown that the number of o € A, that avoids 1234 or 2143 is % There
has been somewhat less work on the distribution of 7-matches in up-down permutations.
Carlitz [5] found the generating function for the number of rises in the peaks of the up-
down permutations where a rise in the peaks of an up-down permutation is just 213-match
in o.

The main goal of this paper is to study the generating functions

t2n
At x) —1+Z Z () (1)
UE.AQ
and
t2n 1 h(o 2
BT t’ — T-mCc.
=Y oy ¥ s @
g 2n—1

in the case where 7 € A;. Note that there are 5 permutations in 44, namely,
M = 1324, 7® = 2314, 70) = 2413, 7™ = 1423, and 7 = 3412.

In fact, the main ideas of this paper can be extended to study the distributions of 7-
matches in the set of up-down permutations where 7 is a natural analogue of a minimal
overlapping permutation as studied by Duane and Remmel [8]. This work appears in
Duane’s thesis [7]. We have chosen to focus on the five up-down permutations of length
four because the arguments are simpler and the formulas are more tractable than in the
general case considered in Duane’s thesis. However such an extension will be the subject
of a forthcoming paper.

Let 7 € Ay. If 0 € A, where n > 4, then 7-matches can only start at odd positions.
If o € Ay, and 7-mch(c) = n — 1, then we say that o is a maximum packing for .
Thus if ¢ € Ay, is a maximum packing for 7, then ¢ has 7-matches starting at positions
1,3,...,2n—3. We let MPs, , denote the set of maximum packings for 7 in Ay, and we
let mp,,, , = [MPa,|. We shall see that it follows from results of Harmse and Remmel
[13] that

mp2n,7—(1) - mp2n77—(3) - Cn—l a‘nd
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MPop 72 = MPoy (1) = MPop +(5) = 1,

where C,, = n%rl (2:) is the nth Catalan number.

Our main theorem will show that for each i € [5], the generating functions A, u (¢, x)
and B_)(t,z) can be expressed in terms of what we call generalized maximum packings
for 7). We say that o € S, is a generalized mazimum packing for 7@ if we can break o

into consecutive blocks o = B; ... By, such that

1. for all 1 < j < k, Bj is either an increasing sequence of length 2 or red(B;) is a
maximum packing for 7 of length 2s for some s > 2 and

2. for all 1 < j <k —1, the last element of B; is less than the first element of B;,;.

Note that if o is a generalized maximum packing for 7, there is only one possible block
structure. That is, if 0 = 01 ... 09, € Sy, is a generalized maximum packing for 7, our
definitions force that og;_1 < 09; for ¢ =1, ..., n. Then it is easy to see that oy;_109; and
094+102;+2 are in the same block if and only if o9; > 09;1;.

If o is a generalized maximum packing for 7 of length 2n with block structure
By ... By, then we define the weight w(B;) of block B; to be (x — 1)® if B; has length
25 + 2 where s > 0. Thus if B, is a block of length 2, then w(B;) = 1. Then we define
the weight w(o) of o to be (—1)*! H§:1 w(B;). For example,

c0=1235476981011121314 1517 16 18

is a generalized maximum packing for 7(!) = 1324 where B; =12, B, =354 769 8 10,
Bs = 1112, By = 13 14 and Bs; = 15 17 16 18. Thus w(B;) = w(Bs) = w(By) = 1,
w(By) = (x —1)% and w(Bs) = x — 1 so that w(c) = (—=1)*(z — 1)* = (z — 1)*. Thus the
weight of o is just (—1)~1(z — 1)7”-MN@) where £ is the number of blocks of . We let
GMP,, .« denote the set of o € Ss, which are generalized maximum packings for 7
and we let

GMPy, .o(x)= Y w(o). (3)

JegMPZn,T(i)

We say that o € Sy, is a generalized mazimum packing for 7@ if we can break o
into consecutive blocks o = B; ... B such that

1. for all 1 < j < k, Bj is either an increasing sequence of length 2 or red(B;) is a
maximum packing of 7 of length 2s for some s > 2,

2. By is a block of length 1, and

3. for all 1 < j <k —1, the last element of B; is less than the first element of B;,;.

If o is a generalized maximum packing for 7 of length 2n + 1 with block structure
By ... By, then we let w(By) = 1 and, for j < k, we let w(B;) = (x — 1)® if B; has length
25+2. Then we let w(o) = (—1)* '], w(B;) = (=1)* ' (z— 1)7@-mch@) | For example,

c0=1235476981011121314 151716 18 19
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is a generalized maximum packing for 7() = 1324 where B; =12, B, =354 769 8 10,
By = 1112, By = 13 14 and Bs = 15 17 16 18, and Bs = 19. Thus w(B,) = w(B;) =
w(By) = w(Bg) = 1, w(By) = (x—1)% and w(Bs) = z—1 so that w(c) = (=1)°(x —1)* =

—(z — 1)t We let Q./\/l772n 41 denote the set of o € Sy, 1 which are generalized
maximum packings for 7). We then let

CMPy 0@ = > wlo). 4

UEQMPQnJrl,T(i)

We shall call GM P, . (v) the generalized mazimum packing polynomial for 7 of length
n.

In general, it is much more difficult to compute GM Py, ) (z) and GM Py, .o ()
than to compute mp,, . and mp,, . . Indeed, we do not have a closed expression
for either GM Py, ) (z) or GMP,, ;) (z) as a function of n for any i. However, we
will show that for i € {1,2,4}, GMP, ) (x) can be computed via simple recursions. For
example, we shall show that GM P, o) (z) =1, GMP, ;0)(x) = x — 2, and, for 2n > 4,

n—1

GM Py, ) (x) = Coca(w = 1" =Y~ Chi(w = D' GM Py, gy (1), (5)

k=1

Moreover, we shall show that GM P, .o)(z) = 1 and GM Py, o) (z) = —~GMP,, ;o) ()
forn > 1.
Our main theorem is the following.

Theorem 1. For 7 € Ay,
1

1= 30,01 GM Py o (2) 55

Zn>1 GM Py T( )(;izn 11)
Zn>1 GMP2” 7'( ) tzn)l

We shall prove Theorem 1 by applying the so-called homomorphism method which
has been developed in a series of papers [1, 3, 4, 13, 15, 21, 22, 24, 26, 27]. In particular,
we shall show that the generating functions in Theorem 1 arise by applying certain ring
homomorphisms defined on the ring of symmetric functions A in infinitely many variables
to simple symmetric function identities. For example, let h,, denote the nth homogeneous
symmetric function in A and e,, denote the nth elementary symmetric function in A. That
is, h,, and e, are defined by the generating functions

th" H 1$ and E(t Zent” H1+xl)

n=>0 n=>0

A (t,x) =

and (6)

B.(t,x) = (7)

Then we shall show that (6) arises by applying a ring homomorphism 6 to the simple
symmetric function identity

H(t) = . (8)
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For example, we shall show that

(2n)10(hoy,) = Ao () = Z xT(i)-mCh(cr) ()

oc€Aap,

for an appropriately chosen ring homomorphism . Typically, one proves equations like
(9) by interpreting the left-hand side of (9) in terms of a signed weighted sum of filled
brick tabloids and then applying an appropriate sign-reversing weight-preserving involu-
tion to show that the combinatorial interpretation of (2n)!0(hs,) reduces to the desired
polynomial. The situation in this paper is a bit different from previous examples of the
homomorphism method in that it requires two involutions to show that our combinatorial
interpretation of (2n)!0(hsy,) reduces to the right-hand of (9). Equation (7) is proved in a
similar manner except that we apply # to a more complicated symmetric function identity.

The outline of the paper is as follows. In Section 2, we shall provide the necessary
background on symmetric functions that is required for our proofs. In Section 3, we shall
prove Theorem 1. In Section 4, we shall show how to compute mp,, ;) fori=1,2,3,4,5.
In Section 5, we shall develop recursions for GM P, ) (x) for i = 1,2,4. The simplest case
is the set of the recursions for GM P, ) (x) described above. In that case, we shall show
that GM Py, .0)(0) = (=1)"7'C, for n > 1 and GM Py, o (2)], = (—1)"(*",) where for
any formal power series f(z) = > ., faz", we write f(z)|,» the coefficient of 2™ in f.
Using these facts, we can compute the generating functions for the number of up-down
permutations with no 7(M-matches or with exactly one 7(Y-match. For example, we shall
show that

¢ 1

I+ V. n,7(1) — ™

n; @)l T T ey (1) Cay

where N,, o) is the number of o € Ay, with no 7(M_matches. Finally, in Section 6,

we shall study the distribution of double rise pairs and double descent pairs in up-down

permutations. That is, if 0 = 0;...0, € A, is an up-down permutation, then we say

that a pair (2i — 1)(2¢) is a double rise pair if both o9; 1 < 09,41 and 09; < 09;49. Thus

(2i—1)(21) is a double rise pair in o if and only if there is a 1324 match starting at position

2i — 1 in 0. We say that a pair (2i — 1)(2i) is a double descent pair if both o9, 1 > 0911

and 09; > 09;49. Thus (2i — 1)(27) is a double descent pair in o if and only if there is a
D-match starting at position 2i — 1 in o where D = {2413, 3412}.

2 Symmetric Functions

In this section we give the necessary background on symmetric functions needed for our
proofs of the generating functions (6) and (7).

Let A denote the ring of symmetric functions over infinitely many variables x, zo, . ..
with coefficients in some field F'. We let A,, denote the space of homogeneous symmetric
functions of degree n so that A = @®,,>o\,.

Let A = (A1, ..., \y) be an integer partition, that is, A is a finite sequence of weakly
increasing non-negative integers. Let ¢(\) denote the number of nonzero integers in .
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If the sum of these integers is n, we say that A is a partition of n and write A\ - n. For
any partition A = (Ay,..., ), let ex = ey, ---ey, and hy = hy, --- hy,. The well-known
fundamental theorem of symmetric functions says that {e, : A is a partition} is a basis
for A or, equivalently, that {eg, e,...} is an algebraically independent set of generators
for A. Since {eg,e1,...} is an algebraically independent set of generators for A, we can
specify a ring homomorphism 6 on A by simply defining (e,,) for all n > 0.

A brick tabloid of shape (n) and type A = (A1, ..., A\x) where A\ - n is a filling of a row
of n squares of cells with bricks of lengths Ay, ..., \x such that bricks do not overlap. For
example, if A = (1%2,2%), the six A-brick tabloids of shape (6) are pictured in Figure 1.

IipENNERNENEY
| Il IRNENNE

Figure 1: The six brick tabloids of type (12,2?) and shape (6).

Let B, denote the set of all A-brick tabloids of shape (n) and let B, = |By,|. We
shall write B = (by, ..., b;) if B is a brick tabloid of shape n such that the lengths of the

bricks in B are by, ..., b, as we read from left to right. Egecioglu and Remmel proved in
9] that
()
hy = (1) VB en=> (1) 3" e (10)
AFn AFn (b1,eb() ) EB =1

Next we define a class of symmetric functions p,, which have a relationship with
ey that is analogous to the relationship between h, and e,. These functions were first
introduced in [17] and [21]. Let v be a function which maps the set of non-negative
integers into the field F'. Recursively define p,,, € A,, by setting py, = 1 and

Doy = (—1)"" w(n)e, + Z ekpn_kﬂ, foralln > 1. (11)

By multiplying series, this means that

(Z ent"> <an J") => (ipn_k,y<—1)’“ek> "= (=) w(n)ent",

n>=0 n>1 n>1 n>1

where the last equality follows from the definition of p,, ,. Therefore,

—1)" ty(n)e,t”
pr _ 2T n( )n (12)
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or, equivalently,

3 ot = L5 B0l = vl

W= = : (13)
n>1 Zn>0(_1)n6"tn
When taking v(n) =1 for all n > 1, (13) becomes
D1 (=D)"ent” 1
L4+ Y puath =1+ =22 = =1+ h,t"
; Zn>0(—1)"ent" ano( 1)rent” ;

which implies that p,, ; = h,, for all n. Other special cases for v give well-known generating
functions. For example, if v(n) = n for n > 1, then p, , is the power symmetric function
pn = »_; x. For any statement A, we let x(A4) = 1if A is true and x(A) = 0 if A is false.
If v(n) = (=1)Fx(n > k + 1) for some k > 1, then p,, is the Schur function s,
corresponding to the partition (1%, n).

The coefficient of ey in p,, has a nice combinatorial interpretation similar to that of
hy. Suppose T' is a brick tabloid of shape (n) and type A and that the final brick in T
has length /. Define the weight of a brick tabloid w,(T") to be v(¢) and let

wy(By,) = Z w, (T).

TEB}Hn
It was proved in [17] and [21] that
(1)
Paw =D ()" w, (Byaex = > (1" " wlbg) [J e (14)
AFn An (bl ..... b[(u))EB)\yn i=1

3 The proof of Theorem 1

In this section, we shall prove Theorem 1. Fix 7 € A,.

We start out by proving (6). Define a ring homomorphism 6 from A into Q(x) by
setting 0(eg) = 1, O(ezn41) = 0 for all n > 0, and
(_1)2n—1

Olean) = (2n)!

GM Py, - (x) for all n > 1. (15)

Then we claim that 6(hg,_1) = 0 and

(20)8(hzy) = > a7 ChE) (16)

o€ Aoy

for all n > 1. Note that by (10),

0(han-1) = Z (=1)* B, 5 1(e,).

pH2n—1
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Clearly if p is a partition of 2n — 1, then p must have an odd part so that 6(e,) = 0.
Thus 0(hs,—1) = 0 for all n > 1. Note also that

O(haa) = Y (=1) 1) 6(es) (17)

w2n (b1 e() ) EBu,am =1

so that there is no loss if we restrict the sum on the right-hand side of (17) to partitions

1 where every part of i is even, i.e., to partitions of the form 2\ where A is a partition of
n and 2\ = (2)\1, ey 2)\@()\)) if A\ = ()\1, ey )\go\)). Thus

(1)
(2n)10(ha) = (2n)1 ) (=1)>" > H 0(ex,)
AFn (2b1,..., QbQ(A))EB”\ n
2b;—1
= (@n)l Y (-1 Y H M P ()
An (2b1 ..... 2be(A))€Bz)\ nJ=1
o(N)

2n
-y (0 e, ) [T @ 9

AFn T=(2by,..., 2b(()\))€BQA’2n

Next we want to give a combinatorial interpretation to the right-hand side of (18). We
start with a brick tabloid 7" = (2b1, ..., 2b)) of type 2A. Then the binomial coefficient

( n A) allows us to pick a set partition U = (Uy,...,Uyny) of {1,...,2n} where

|Ui| = 2b; for i = 1,...,£(X). Next we use the factor Hfg GM Py, -(7) to choose a
sequence of permutations @ = (oM, ... ™)) such that o) € Sg,\ is a generalized
maximum packing for 7 for j =1,... ,E()\) Then for each j, we let o) be the sequence
that arises by replacing the rth largest element of o) by the rth largest element of U, ; and
then we place the elements of @) in the cells of brick 2b; from left to right. For example,
we have illustrated this process in Figure 2 for 7 = 7(1) = 1324 where the brick tabloid
is T'= (2,8,6). We have also indicated the block structure in each brick by underlining
those elements in a common block. The weight w(7T, U ,) of such a triple (7 U ,0) is
Hf(:’\f w(oW). We can interpret w(T,U,5) as H?ZIL(j) where L : {1,...,2n} — Qlx]
is a labeling of the cells of T" which is defined as follows. First we define a labeling
L:{1,...,2n} — Q[x] where L(j) = 1 if cell j does not start a 7-match that is contained
in its brick and L(j) = x — 1 if cell j starts a 7-match that is contained in its brick. Then
we define L(j) = —L(j) if j is the first cell of its block and that block is not the last block
in its brick and L(j) = L(j) otherwise. Thus the RHS of (18) can be interpreted as the
sum of the weights of all triples (7', o, L) such that

T = (dy,...,dy) is a brick tabloid of shape (2n) where each brick d; has even length,

2. a is a permutation of Sy, such that in each brick d;, the sequence of elements in
brick d; reduces to a permutation in GMPy;, -, and
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3. L:{1,...,2n} — Q|z] is the labeling of the cells of T" described above.

For example, in Figure 2, T'= (2,8,6),«a =13457109 1211 1328 6 14 15 16, and L
is the labeling where all the cells which do not have an explicit label in them are assumed
to have label 1.

U, = {1,3} U, = {4,5,7,9,10,11,12,13} U, = {2,6,8,14,15,16}
ocw=12 0®=12354768 0®=132456
1 -1 (x-1) (x-1) ~(x-1) 1

1 3 4 5 7 110 9 12 | 11 |13 2| 8 6 |14 | 15 | 16

Figure 2: An element of Ty ().

We let Ty, r denote the set of all such triples constructed in this way. It then follows

that
@2n)10(han) = Y w(T,a, L) (19)

(T, L)ETom,r

Next we will define two involutions I and J which will show that right-hand side of
(19) is equal to the right-hand side of (16). We define I : Ts,, , — Tan.- as follows. Suppose
that we are given a triple (T, «, L) where T' = (dy,...,d;). Then read the bricks from
left to right until you find the first brick d; such that either (i) the generalized maximum
packing corresponding to the elements in d; consists of more than one block or (ii) the
generalized maximum packing corresponding to the elements in d; consists of a single
block and the last element of d; is less than the first element of the following brick d;.
In case (i), split d; into two bricks d* and d** where d* contains the cells of the first block
in the generalized maximum packing corresponding to the elements in d; and d** contains
the remaining cells of d;. We keep all the labels the same except that we change the label
on the first cell of d* from —1 to 1 if the first block of d; is of length 2 and from —(x — 1)
to (x—1) if the first block of d; has length > 4. In case (ii), we combine bricks d; and d; 4
into a single brick d. Note that since the last element of d; is less than the first element of
dj1, the elements in the new brick d will still reduce to a generalized maximum packing
for 7. We keep all the labels the same except that we change the label on the first cell of
d; from 1 to —1 if d; is of length 2 and from (x — 1) to —(x — 1) if d; has length > 4. In
both cases, we do not change the underlying permutation «. If neither case (i) nor case
(ii) applies, then I(T,a, L) = (T, a, L). For example, if (T',«, L) is the element of Ty ()
pictured in Figure 2, then we are in case (ii) since we can combine the first and second
bricks so that I(T, «, L) is pictured in Figure 3.
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-1 -1 (x-1) (x-1) ~(x-1) 1

Figure 3: The image of (T, «, L) in Figure 2 under [.

It is easy to see that if I[(T,«, L) = (T",c, L) # (T, cx, L), then I(T', o0, L') = (T, v, L)
and w(T,a, L) = —w(T’,, L"). Hence I shows that

(2n)10(hay) = > w(l el

(T, L)ETom,r

- > w(la L) (20)
(T, L)ETap
I(T,o,L)=(T\a,L)

Thus we must examine the fixed points of I. Clearly, if (T, «, L) is a fixed point of I,
then the elements of each brick d in 7" must reduce to a generalized maximum packing
of 7 which consists of a single block. Second, we must not be able to combine any two
bricks so that if T = (di,...,dy), then the last element of d; is greater than the first
element of d;; for j =1,...,k—1. But this means that the underlying permutation « is
an up-down permutation. It follows that the fixed points of I consists of triples (7', «v, L)
such that

(I) «is an up-down permutation of length 2n,

(II) T = (dy,...,ds) where each d; has even length and the elements of d; reduce to a
generalized maximum packing of 7 which consists of a single block, and

(I1I) the label of L(j) of the jth cell of T"is (x — 1) if j is the start of 7-match in « that
lies in its brick and is equal to 1 otherwise.

Next we want to modify our interpretation of the right-hand side of (20) to consist of
all triples (7", av, L) such that

(I") « is an up-down permutation of length 2n,

(II') T = (dy,...,dy) where each d; has even length and the elements of d; reduce to a
generalized maximum packing of 7 which consists of a single block, and

(I1I') the label of L(j) of the jth cell of T is either x or —1 if j is the start of 7-match
in « that lies in its brick and is equal to 1 otherwise.

We let FZ,,, denote the set of triples (1", «v, L') satisfying (I')—(II1'). Then for any
(T", o, L") € FIy, -, we define the weight w(71", o, L') of (1", cr, L) to be szl L'(j). For
example, Figure 4 pictures an element of FZy4 1) whose weight is z, where again the cells
which do not have labels are assumed to have label 1.
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Figure 4: An element of FZ4 ).

It then follows that

(2n)10(hay) = > w(la L) (21)

(T/ 7a7L/)€-Fl-27L,T

Next we define an involution J : FZy,, — FZIy, .. Given an element (T, «,L) €
FZIy, -, scan the cells of T'= (dy, ..., dy) from left to right looking for the first cell ¢ such
that either (A) the label of ¢ is —1 or (B) c¢ is the second to last element of a brick d;
such that the elements of bricks d; and d;; reduce to a generalized maximum packing
of 7 which consists of a single block. Note that in case (B), ¢ must have label 1 since it
does not start match of 7 in « that lies in its brick. In case (A), if ¢ is in brick d;, then
break d; into two bricks d* and d** where d* contain the cells of d; up to and including
cell c+1 and d** contains the rest of the cells of d;. We then replace the —1 label on cell
c by 1. In case (B), we replace the bricks d; and d;4; by a single brick d and replace the
label of 1 on ¢ by —1. In either case, we do not change the underlying permutation a. If
neither case (A) nor case (B) applies, then we let J(T,«, L) = (T, «r, L). For example, if
we consider the triple (T, o, L) pictured in Figure 4, we cannot combine bricks d; and d
because o does not have a 7(M-match starting cell 1 and we cannot combine bricks dy and
ds because o does not have a 7)-match starting cell 3. Thus we are in case (B) where
dj = d3 and ¢ = 7. Thus we split d3 at cells 8 and 9 so that J(T, o, L) = (T",a, L') is
the filling pictured in Figure 5. Note that it will automatically be the case that the first
action that we can take for (77, a, L') is to combine the two bricks that made up the ds
in (7,a, L).

Figure 5: J(T,a, L) for (T, «, L) of Figure 4.

It is easy to see that if J(T,«o,L) = (T",a,L") # (T,«, L), then w((T,a, L) =
—w(T",a, L") and J(T", o, L") = (T, v, L). Thus it follows that

(2n)10(hay) = > w(T.a L) (22)
(TvaL)E}_IQ'rL,T
J(T,0,L)=(T,ex, L)
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Thus we must examine the fixed points of J. If J(T,«a,L) = (T, «, L), then clearly
(T, v, L) can have no cells which have a —1 label. Thus in a brick d of T" of length > 4,
the start of every 7-match contained in d is labeled with an . Moreover, we claim that
there cannot be a 7-match that involves cells in two different bricks d; and d;;,. That is,
the only way a 7-match could span cells in both d; and d;;, is if that 7 match started in
cell ¢ which is the second to last cell of d;. But this would imply that the elements of d;
and d; 4, would reduce to a generalized maximum packing for 7 with a single block and,
hence, case (B) of our involution would apply to ¢. Hence if (T, a, L) is a fixed point of
J, then w(T,a, L) = gr-mch(e)

For any «a € Ay,, there is a unique fixed point (7, a, L) of J whose underlying per-
mutation is . That is, we must define the bricks dy, ds, . .. inductively as follows. We let
dy be of length 2 if there is no 7-match in « starting at 1 and d; be of length 2s if there
are T-matches starting at positions 1,3,...,2s — 3 but not at 2s — 1 in a. Then having
defined bricks di, ..., d, where d, ends at cell ¢ = 2k < 2n, we let d,; be of length 2 if
there is no 7-match in « starting at 2k + 1 and d,,1 be of length 2s if there are 7-matches
starting at positions 2k + 1,2k 4+ 3,...,2k + 2s — 3 but not at 2k + 2s — 1 in a. Hence

(2n)'0(hoy,) = Z g mch)

a€Aan,
It then follows that
oS htt) =143 o > ek
" B (2n)!
n=0 n>1 CVGAQn
B 1
1+ Zn>1(—t)”9(en)
1

L= o1 i GM Panr (@)

which is what we wanted to prove.

To prove (7), we will use the same ring homomorphism 6 with weight function v : P —
Q(x) where

QHGMPQTL_LT (SL’)

v(2n —1) =0 and v(2n) = for all n > 1.

GMPQn T(I)
We have designed v so that v(2n)0(es,) = (2n 27; "GM Py_s +(z). Then we claim that for
all n > 0, 0(pant1.,) = 0 and
20+ 1) 0(ponya,) = Y am Wb, (23)
o€A2n 11

Note that by (14),

9(p2n+1,u) == Z (—1)2"“_6(“)11),,(3%2”“)H(eu).

pH2n+1
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Clearly if 41 is a partition of 2n+ 1, then p must have an odd part so that §(e,) = 0. Thus
0(pant1,,) = 0 for all n > 0. It also follows that when we want to compute (pa,t2.,), we
can restrict ourselves to considering partitions of the form 2\ where X is a partition of
n+ 1. Thus

(2n + 1) !9(p2n+2,u)

((N)-1
= (@2n+ 1) Y (1) > v(2b45))0 (€20, 0(ea,)
AFn+1 (261,...,2bg(x))EB2x 2n+2 J=1
2n+2-6(\) (—1)%en—t
= (2n+ 1)' Z (—1) Z ﬁGPM2bZ(A)—1,T(x>X
AFn+1 (2b1,...,2by (1)) EB ( e(N) )
~~~~~ 2(N) 2X,2n+42
T EY e @
20,7\ L
ey (2b,)! I
2n+1
— Z Z (% o o _1)GPM%M_LT(9:)>< (24)
AFRAL (2b1..,2b0(0) ) EBax 2n-42 Ly« ey 20N =15 2V6(N)
N1
[T ¢MPy, -(2).
j=1

As before, we want to give a combinatorial interpretation to the right-hand side of
(24). We start with a brick tabloid T = (2by,...,2by»)) of length 2n + 2 and type

2X. Then the binomial coefficient (2b1 m%li")i 26“)_1) allows us to pick a set parti-

tion U = (U, ..., Uyyy) of {1,...,2n + 1} where |U;| = 2b; for ¢ = 1,...,4(\) — 1
and |Uyny| = 2bgny — 1. Next we use the factor GMPQbe(A)_l,T(ZL’) Hﬁ(ﬁ_l GM Py, ()
to choose a sequence of permutations & = (o, ... ™)) such that o) € Sy, is a
generalized maximum packing for 7 for j = 1,...,4(\) — 1 and o) ¢ Sobyny—1 18 @
generalized maximum packing for 7. Then for each j, we let a) be the sequence that
arises by replacing the rth largest element of o) by the rth largest element of U; and
then we place the elements of a/) in the cells of brick 2b; from left to right. This means
that for the last brick 2by), we will fill in all but the last cell which we leave blank.
For example, we have illustrated this process in Figure 6 for 7(!) = 1324 where the un-
derlying brick tableau 7' = (2,8,6). We have also indicated the block structure in each
brick by underlying those elements in a common block. The weight w(T, U, a) of such a
triple (T, U, &) is Hf(:)‘f w(c@). Again we can interpret w(7T, U, &) to be H?f{l L(j) where
L:A{1,...,2n} — Q|z] is a labeling of the cells of T". To define L, we label the blank cell
with 1 and then we label the remaining cells exactly as we did before. Thus the RHS of
(24) can be interpreted as the sum of the weights of all triples (7', cv, L) such that

1. T = (dy,...,dy) is a brick tabloid of shape (2n + 2) where each brick d; has even
length,
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2. ais a permutation of Sy, such that in each brick d; with j < k, the elements in
brick d; reduce to a permutation in GMP,, . and the elements in brick dj, fill the
first dj, — 1 cells of brick dj, and reduce to a permutation in GMPy, _; ;, and

3. L:{l,...,2n} — Q[z] is the labeling of the cells of T" described above.

For example, in Figure 6, T'= (2,8,6), « =143 751091211 1328 6 14 15, and L is
the labeling where all the cells which do not have an explicit label in them are assumed
to have label 1.

U1 = {1,4} U2 = {3,5,7,9,10,11,12,13} U3 = {2,6,8,14,15}
oM =12 c@=13254768 0®=13245
1 (x-1) (x-1) (x-1) —-(x-1 1

1 | 4 3 7 510 9 |12 | 11 |13 2 8 6 14 | 15

Figure 6: An element of Ty ).

We let 5,41, denote the set of all such triples constructed in this way. It then follows
that
(2n + 1>!9<p2n+2,V) = Z U)(T, «Q, L) (25)

(To, L)ETan+1,7

Note that the only difference between the fillings of even length in the proof of (16)
and our current fillings is that, in our current fillings, the last brick ends in a blank cell
and the block structure of the reduction of the sequence of elements in the last brick must
end in a block of size 1. This means that we can define the two involutions I and J
exactly as before since the fact that the last block of the final brick is length 1 does not
change things. Using the same reasoning as in our proof of (16), it is easy to check that
our involutions I and J show that

20+ 1)0(ponse,) = Y a7 mChe (26)
a€Aant1
It then follows that
t2n+2 -mch
WY ) =Y o Y
n=1 n=0 a€A2n+1

) zn>1<—1>“ ty(m)oen)
Zn>0(_1)n9(en)tn
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Yt e GM Pap 1 () -
1= 2 GMPy, . (z)

n=1 (2n)!

Dividing the second and the last elements in the string of equalities in (27) by t gives (7)
which is what we wanted to prove.

4 Computing mp_

In this section, we shall consider the problem of computing mp, ), since we will need
such computations to compute GM P, ) ,,.

The problem of computing mp, ) o, has been studied by Harmse and Remmel [13]
in a different context. Harmse and Remmel studied maximum packings in column strict
arrays. That is, let F,, , denote the set of all fillings of a k x n rectangular array with
the integers 1,. .., kn such that the elements increase from bottom to top in each column.
We let (i, j) denote the cell in the ith row from the bottom and the jth column from the
left of the k x n rectangle and we let F'(i, j) denote the element in cell (7, 7) of F' € F, .

If F'is any filling of a k x n-rectangle with distinct positive integers such that elements
in each column increase, reading from bottom to top, then we let red(F’) denote the
element of F, ; which results from F' by replacing the ith smallest element of I by 1.
For example, Figure 7 demonstrates a filling, F', with its corresponding reduced filling,
red(F).

12|16 | 22 7 10|12
8 |15 |17 5|9 |1
F= red(F) =
6 10|13 3|6|s
1|7]5 142

Figure 7: An example of F' € F34 and red(F').

IfFeFrpand 1l <c¢ <--- < ¢ <n, then we let Fley, ..., ¢j] be the filling of
the k x j rectangle where the elements in column a of Fley,...,¢;] equal the elements
in column ¢, in F fora = 1,...,5. If P € Fj; and ' € F,,; where j < n, then we
say there is a P-match in F starting at position i if red(Fli,i +1,...,i+j —1]) = P.
We let P-mch(F) denote the number of P-matches in F'. For example, if we consider
the fillings P € F33 and F,G € Fg3 shown in Figure 8, then it is easy to see that there
are no P-matches in I’ and there are 2 P-matches in G starting at positions 1 and 2 so
P-mch(F) =0 and P-mch(G) = 2.

If P e Fy, then we define MPE to be the set of F € Fo with P-mch(F) =n — 1,
i.e. the set of F' € F,,; with the property that there are P-matches in F' starting at
positions 1,2,...,n — 1. We let mp? = |[MP?| and, by convention, we define mp! = 1.

Given an F' € F, 2, we let o(F') be the permutation

o(F) = F(1,1)F(2,1)F(1,2)F(2,2) ... F(1,n)F(2,n).
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36|09

P=12[5]|s

1|47
4 1112|1618 |14 4|7 |11]16|18[14
F= | 2|10 8|13|17]9 G=|2]|6|10]|13|17( 09
1(5|6]|3f15]7 1|(5|8|12|15]3

Figure 8: Computing the number of P-matches for elements in Fg 3.

We then let P denote the element of 5 such that o(P®) = 7). For example,
PW_ . PO are plctured in Figure 9. It is then easy to see that for any maximum
packing F € fng of P® ¢(F) is an up-down permutation in Ay, which is a maximum
packing for 7). Vice versa, if 0 = 01 ... 09, is a maximum packing of 77, then the 2 x n
array I Where F,(1,i) = 041 and F,(2,i) = 09; is a maximum packing for P%). An
example of this correspondence is pictured at the top of Figure 9 for 7Y = 1324 and

PO = 314 i
112
5/6]8|9]11]13/15/16] —~ 15263849711101312151416
1]2]3]a]7]10]12[14
TP = 1304 —= [ 34| =p® T%= 2314 ——~ |3 4] -p@
12 21
T¥= 2431 —= [ 43| =p® T¥= 12—~ [ 4]3] - p@
2|1 12
1% 3112 ——= [ 42| _p®
3[1
®)
(i)
Figure 9: The correspondence between MP,,, ) and MPET.
It follows that for i = 1,...,5, mpy, .« = mp} ). Now Harmse and Remmel [13]
0 ) ) @ )
proved that for n > 2, mp? —mpf = C,_1 and mp?” = mp?" = mp!™” = 1. Thus

we obtain the followmg theorem.

Theorem 2. For alln > 2, mpy, ;) = Mpy, ;) = Cy1 and
MPoy 720 = MPoyp 74) = MPoy 7(5) = L.
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Our next goal is to prove the following.

Theorem 3. For alln > 2, mpy, 1 .oy = 2nCy_1, MPyy, 1 120 = 21,
mp2n+177-(3) = Cn_l + Cn, mp2n+177_(4) =n++ 1 and mp2n+177_(5) - 2

Proof. To compute mp,, . ., we must exploit some of the techniques used by Harmse
and Remmel [13] to compute mp! for P € F .. To help us visualize the order relationships
within P®, we form a directed graph G pe) on the cells of the 2 x 2 rectangle by drawing
a directed edge from the position of the number j to the position of the number j+41 in P
for y = 1,2, 3. For example, in Figure 10, the graph G p() is pictured immediately to the
right of P, Then Gpg determines the order relationships between all the cells in P®
since P (r,s) < P9 (u,v) if there is a directed path from cell (r,s) to cell (u,v) in G pa).
Now suppose that F' € MPF “ where n > 3. Because there is a P®)-match starting in
column j for each 1 < j < n, we can superimpose G p@) on the cells in columns 7 and j+1
to determine the order relations between the elements in those two columns. If we do this
for every pair of columns, j and j + 1 for 5 = 1,...,n — 1, we end up with a directed
graph on the cells of the 2 x n rectangle which we will call G, p;). For example, in Figure

10, Gg pa is pictured in the second row. It is then easy to see that if F' € Mme and
there is a directed path from cell (r,s) to cell (u,v) in G, pw, then it must be the case
that F'(r,s) < F(u,v). Note that G,, pw will always be a directed acyclic graph with no
multiple edges.

Figure 10: The graphs G,, pa) and G:’P(l).

Harmse and Remmel [13] proved that the problem of computing mpZ" for any P e
Fs5 of shape 22 can be reduced to finding the number of linear extensions of a certain poset
associated with P, That is, the graph G, pw induces aposet W = G, 7):1<i<
2 & 1 <j<n},<w) on the cells of the 2 x n rectangle by deﬁnin;g (1,7) <w (s,t) if and
only if there is a directed path from (4, j) to (s,t) in G, p. Harmse and Remmel proved
that there is a 1:1 correspondence between the elements of MP, and the linear extensions
of W, pw. That is, if I € ./\/1775“), then it is easy to see that (aq,b1),. .., (ag,, ba,) where
F(a;,b;) = 1 is a linear extension of WGn,p@) . Vice versa, if (a1, by1), ..., (agn, bay,) is a linear
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extension of Wg then one can define F' so that F'(a;, b;) = i and it will automatically

IYON
be the case that F' € MPf(i).

We can define a similar poset for maximum packings of 7 of length 2n + 1. Note
that in a maximum packing F € MPF (i), the element @ in the top right-hand corner
of F' corresponds to the last element of o(F) so that, to account for the last element
in a permutation & = aq...a9,11 € Ag,y1 which has 7@ _matches starting at positions
1,3,...2n — 3, we must add an extra element b to graph G, p» with a directed arrow
from b to a since we know that aw,, > agpii. We let G PO denote this extended graph.
For example, the graph G6 p(y is pictured in the third line of Figure 10. It follows that

mpy,, 1 - equals the number of linear extensions of Wt .
n,P\?

First consider the problem of computing mpfé +)1 for n > 2. In this case, let a be
the rightmost element in the top row of G, pa). Since there is a directed path in G, pa)
from every element other than a to a, it must be the case that a is the last element in
and, hence, in any F € MPY" | F(a) = 2n. Note that

the same thing happens in G py- That is, there is a directed path in G p(y from every
element other than a to a. Thus it must be the case that a is the last element in any linear

extension of W+ o that a would be assigned the label 2n+ 1 in any linear extension.
n,P 1

But then it is easy to see that b can be assigned any element in {1,...,2n}. Thus once we
pick the value assigned to b, then the number of linear extensions of G* P just reduces
to the number of linear extensions of G, p) which is C,,_1. Thus mp,,, . ;1) = 2nC, 1.

P(2)= 3| 4
2|1
a

= ANV

Figure 11: The graphs G,, pe) and GF

any linear extension of WG _

n,P(2)°

In Figure 11, we have pictured the graphs of G pey and G, in the second line.

6,P(2

In this case, it is easy to see that there is a unique linear extension of WG o) and the
rightmost top element a must be the largest element 2n since there is a directed path in

G,.pe from every element other than a to a. The same thing happens in Gn’ P2, Damely
2n + 1 must be assigned to a since there is a directed path in G+ n.P() from every element
other than a to a. But then it is easy to see that b can be a851gned to any element in
{1,...,2n}. Thus once we pick a value that is assigned to b, then the number of linear
extensions of G:L” p» Just reduces to the number of linear extensions of G, p) which is
just 1. Thus mpy,,; 2 = 2n.

In Figure 12, we have pictured the graphs of G p) and G; pz 0 the second line. Now

THE ELECTRONIC JOURNAL OF COMBINATORICS 21(3) (2014), #P3.2 18



3) 4|3 /
P = -
211 b=1

Figure 12: The graphs G|, p) and G:,P@)-

consider the element b in G:; @
on the linear extensions of the remaining elements so that we get a total of C),_; linear
extensions in that case since mp,, ps = Cp,—1. However, if b > 1, then it is easy to see
that the rightmost bottom element must be the first element in any linear extension since
there is a directed path from that element to any other element which is not equal to
b. Thus the rightmost bottom element must be assigned to 1. It then follows that we
can extend the graph G; p» to a graph G:’J};(B) by adding a new element 0 and adding
new directed edges connecting 0 to 1 and 1 to b. This process is pictured on line 4 of

Figure 12. It is easy to see that the number of linear extensions of G: p(z Where b > 11is

just the number of linear extensions of G:;(S) which is the same as the number of linear

If we assign b the value 1, then there is no restriction

extensions of G, p@ . Since the number of linear extensions of G, p is Cy, it follows
that mp2n+177—(3) - Cn_l + Cn

.&”
P(4)= 4| 3
1|2
[ S ]
a

?

a
° Rb

Figure 13: The graphs G,, pv and G::,p(@-

In Figure 13, we have pictured the graphs of Gg pu) and Ggr peo 0 the second line.

In this case, it is easy to see that there is a unique linear extension of Wg o) and the
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rightmost top element a of G, p(sy must be the (n+1)st element in the linear extension of
WGﬁ,pw

a and there are n — 1 elements y such that there is a directed path from a to y in @n, p).

Similarly, @ must be the (n 4 2)nd element in any linear extension of W+ " since there
6,p(4

since there are n elements x for which there is a directed path in én, p from x to

are n + 1 elements x for which there is a directed path in @:7 pw from z to a and there

are n — 1 elements y such that there is a directed path from a to y in @:; pw. Hence we
can assign b to be any element from 1,...,n + 1. Once we pick a value for b, then the
number of linear extensions of @; p@ just reduces to the number of linear extensions of
@nvpu) which is just 1. Thus mpy, @ =n+ 1.

pP. 4|2 M
3|1
a a
W W b
Figure 14: The graphs G,, ps) and G ).

In Figure 14, we have pictured the graphs of Gg p) and G; p 10 the second line.

In the case of G it is easy to see that the rightmost top element a must be the

n,P(5)?
third element in any linear extension of W+ o Thus we have two linear extensions
6,P(®
depending upon how we order the two elements that have a directed edge into a. Hence
mp2n+1’P(5) = 2 D

5 Computing GMP, _(z)

In this section, we shall study the problem of computing GMP, ;) (z) for n > 1 and
i = 1,...,5. First it is easy to see that for any i, GMP, .(x) = GMPy (7)) = 1,
GMP; . (r) = =1, and GMP, .»)(r) = x — 2. That is, there is only one generalized
maximum packing of length 1 which consists of a block of length 1 and weight 1. Similarly,
there is only one generalized maximum packing of length 2 which consists of a block
of length 2 and weight 1. There is only one generalized maximum packing of length
3, namely, 123 where 12 is a block of length 2 and 3 is a block of length one. Thus
GMP; . = w(123) = —1. There are two generalized maximum packings of length 4,
namely, 1234 which consists of two blocks of length 2 and has weight —1 and 7 which
consists of a single block with weight x — 1. Thus GM P, ;) = x — 2.

In general, we do not know how to find closed formulas for GM P, .« (x) as function of
n, but for i € {1,2,4} there are simple recursions for computing GM P, . (). The key
to our ability to develop recursions for GM P, . (x) in the case where i € {1,2,4} is due
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to the fact that 7™, 73 and 7* either start with 1 or end with 4. This will allow us to
develop recursions based on either the length of the first block or the length of the last
block in a generalized maximum packing. Neither 7(3) = 2413 nor 7 = 3412 start with
1 or end with 4 and we have not been able to find any simple recursions for GM P, . or
GMP, ;).

The easiest case is for 7(!) = 1324 where we have the following theorem.

Theorem 4. Forn > 3,

n—1

GM Py, ;o) (z) = Cpy(z — 1)" ! — Z Cro1(z — 1) 'GM Py, gy, o0 () (28)
k=1

and, forn = 2, GMP%_H’T(D (x) = —GMP%’T(D (x)

Proof. Tt is easy to see from the form of the graphs G, pa) that any maximum packing
o € MPy, ;o) must start with 1 and end with 2n. By the definition of a generalized
maximum packing whose block structure is Bj ... By, the last element of B; must be
smaller than the first element of B;,; for all ¢ < k. Thus all the elements of B; are smaller
than any element in B, for all i < k.

Now suppose that n > 3 and 0 = 07...09, € QMPQ,M(U. There are two possibilities.

Case 1. o consists of a single block.
In this case o is a maximum packing of 7(!) and w(o) = (z—1)""". Since mp,, o) = Cy_1,
the contribution of the permutations in case 1 to GM Py, o) (z) is Cp—y(x — 1)".

Case 2. o0 has block structure B ... B, where s > 2.

If By is of length 2, then By = 12 and has weight —1 = —Cj and red(Bs ... B;) is a gener-
alized maximum packing for 7 of length 2n — 2. If B; has length 2k where k > 2, then
By = 1...2k is a maximum packing for 7" of length 2k which has weight —(z—1)*~! and
red(By ... By) is a generalized maximum packing of length 2n — 2k. Then there are Cj_;
choices for B;. Hence the contribution of the permutations in case 2 to GM P, ;o) () is

- ZZ; Cr—1(x — V)" IGMPy, o), ;) ().

Thus for n > 3, (28) holds.

It is also easy to compute GMP,, ., .o (x). That is, since a generalized maximum
packing o € A, has block structure B ... B, where By has length 1 and By ... By_1
reduces to a generalized maximum packing for 7™ of length 2n, we know that the last
element of Bj_; is the largest element in Bj ... By_; and hence the element in B must

be 2n + 1. Thus in this case GM Py, 1 .0)(x) = —GMP,,, o (). O
Here is the list of the first few values of GM Py, o) ().

GMP, ,0)(r) =1
GMP47T(1) (x) =24z
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GMP; ;0)(z) =5 — 6z + 227
GMP; ) (z) = —14 4 28z — 20z* + 52
GMPyy .o (x) =42 — 120z + 1352% — 702° + 142"
GMP,,y ,0)(z) = =132 + 495z — 7702* + 6162° — 252" + 422°
GMP,, o) (z) = 429 — 2002z + 40042” — 4368z" 4 27302" — 9242° + 1322°
GM Py . (x) = —1430 + 8008z — 196562 + 27300z* — 23100z*+

118802° — 34322°% + 42927

Plugging these values into the generating functions (6) and (7), we have computed the
following table of values of A, ;o) (z) = o7 V-mch(o).

O'E.An
ALT(I) - 1
A277.(1) = 1
A3,T(1) - 2
A47T(1) =44+

As ) =12+ 4x
Ag ) = 35 + 24w + 212
A7 o) =142 4 118z + 1227
Ag ) = 546 + 672z + 162z + 52°
Ag ) = 2816 + 3968z + 11122” + 402°
Ao, = 13482 + 24660z + 111452” + 12202° + 14a*
Ay ;o) = 84764 + 170996z + 872002 + 106662° + 168z
In this case, one can explicitly calculate the values of GM P, o) (z)|,0 = GMP, ,1)(0)
and GM P, .o)(z)|,. One can obviously get recursions for GM P, ) (z)|,» for & > 2 but
we could not find nice explicit formulas for such coefficients. For example, the sequence

of absolute values of the coefficients of GM P, .)(x)|,> does not appear in the On-Line
Encyclopedia of Integer Sequences (OEIS).

Theorem 5. 1. Forallm > 1, Gy, ,0)(0) = (=1)""'C,, and
G2m+1,‘r(1) (0) - ( )mC

2. For allm =2, Gy, .0)(7)]. (_1)m(n37_112) and Gopyy 00 (7)]2 = (—l)m“(fbg).

Proof. For (1), our formula obviously holds for m = 1 and m = 2. Now if n > 2 and we
assume that Gy, ;1) (0) = (=1)""'C,, for m < n, then by (28), we have

GMPy, +0)(0) = Z Cra (=1 GM Py, 0 (0)

_ Cn—l(_l)n_l _ Z Ck_l(—l)k_l(—l)n_k_lcn_k
k=1

THE ELECTRONIC JOURNAL OF COMBINATORICS 21(3) (2014), #P3.2 22



= (—1)n_1 ch_lcn_k = (—1)n_1Cn.
k=1

For (2), GM P, .)(7)|, = 1 so our formula holds for n = 2. For n > 2, we have that

n—1

GMPy, ;09 ()]s = Coma(z = 1)" Mo = D (Cilar = 1) ]o(GM Pay s v () oo
k=1

—_

= 2 _(Culz = 1)")]o0(GM Py g5 -0 (2)) o

3

B
Il

Using induction and some simplifications with binomial coefficients, one can show that
this is equivalent to the following identity:

n—2
n (2n—1 1 2k 2n — 2k — 2
Cremro@l =TT X () (0 @

k=1
n—3
1 (2K (20— 2k — 2
+;k+1<k)< n—k—3)

One can then verify that the right-hand side of (29) is equal to (n2f2) by induction using
a series of routine manipulations and some simple identities for binomial coefficients. [

Let N, .o denote the number of permutations o € A, such that 7()-mch(c) = 0
and U, ;1) denote the number of permutations o € A, such that 7()-mch(s) = 1. Our
previous theorem allows us to compute explicit generating functions for N,, o) and U, ,¢).

Theorem 6. Let R(t) =3 . (—=1)""'C. 2 and S(t) = > (=D)"(2) 2 Then

n(2n)! n—2/ (2n)!
1+3N, o ! (30)
2n,7(1) = )
o 2n)! ~ 1—R(t)
2+t t— [y R(2)dz
N2n+1,T(1) = : ) (31)
n; (2n +1)! 1— R(t)
t2n S(t)
14 Uy, a1 = , and 32
n; 27O ol = (1= R(1))2 (32)
¢2n+l (1= R(t)( [y S(z)dz) + S(t)(t — [, R(2)dz)
Z N2n+1,‘r(1) 2 1 | = 1 R t 2 . (33)
= (2n +1)! (1—R(1))
Proof. By Theorem 5,
t2n
> GMPy, 0 (@W = R(t) + zS(t) + O(a?) (34)
n>1 :
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and

2n—1 t2n—1
z; GMPQTL—I,T(U (x)m e t + 22 GMP2n_1’T(1) (.:C) (2n _ 1)]
nz= nz
t2n—l

=1- Z GMPZn—2,T(1) (ZIZ’)

n=2

=t— /t R(z) +2S(2) + O(2?)dz

(2n —1)!

Plugging these expressions into Theorem 1, we see that

1

A =
b)) = T R =280 7 0 (35)
and f f
t— 2)dz — x 2)dz + O(x?)
B.a 0 0
rnl @) = —— R( = 25(0) + 002 (36)
Equations (30) and (31) follow by putting x = 0 in (35) and (36), respectively.
To prove (32) and (33), note that
A q) (t, SL’)|Z = (1 + Z(R( + CL‘S ) ZTLS
n>1 n>1
8
I-RO? 7
Similarly, one can compute that
t— [TR(2)d2)S(t) [ S(2)d
BT(1)(t,SL’)|m ( f(] (Z) Z) () + fO (Z) z
(1 - R( ))? 1 — R(t)
B Ny S(2)dz) + S(t)(t — [} R(z)dz) (38)
B (1—R(t))? '
U
Unfortunately, we have not been able to prove similar results for 7} where i > 2

because in these cases, we have not been able to find explicit formulas for GM P, T(l)(())
or GMP, ) (x)|s
Next we consider recursions for GM P, . ().

Theorem 7. Forn > 3,

n—1 .
2n—7—1 .
GMPy, o (z) = (z—1)"' - ( J )(g; — 1) ' GM Py, v (2) (39)

and, forn =2, GM Py, ;o (x) = —GM Py, ) (z).
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Proof. Tt is clear from the graph G, pe) that in the unique maximum packing o =
O1...0m € Agy, for 7@ 0904 .. .09, = (n+1)(n+2)...(2n) and 0103...0, = n(n —
1)(n —2)...1. It follows that in a generalized maximum packing a € Sy, with block
structure Bj ... By, the last element of each block B; is the largest element in the block.

If o is a maximum packing for 7® with block structure Bj...Bj, we shall sim-
ply write ¢ = Bj...By. Our recursion follows by classifying the generalized packings
0 = B1B,...By, for 7@ by the size of the last block By. If k = 1, then o is unique
and w(o) = (z — 1)"'. Thus suppose that & > 2. If By is length two, then its two
elements must be (2n — 1) and (2n) since they must be larger than all the largest ele-
ments in each block B; for ¢ # k. In that case, By...Bj_; is just a generalized max-
imum packing for 72 of length 2n — 2 and w(o) = —w(B; ... B,_1). Thus such per-
mutations contribute —GM Py, o o (x) to GMP,, . (v). If By has length 2j where
J = 2, then By, = 09,-9j41 .. .09, reduces to a maximum packing for 73 of length 25 and
’UJ(O') = —(LU — 1)j_1w(Bl R Bk—l)- Then we know that O2n—2j+1 < O2p—2j+42 < O2p—2j+4+4 <
-+ < 09, must be the j + 1 largest elements from {1,...,2n} since they will be larger
than all the remaining elements of B and larger than the largest element of B; for i # k.
It follows that first element of block By is (2n — j). Our conditions for a generalized
maximum packing for 7® do not impose any relations between the remaining elements of
By, namely 09,_2j43, 02n—2j+5, - - -, O2n—1, and the elements in blocks B;, ..., By_;. Thus
we have (2"J.__j1_ 1) ways to choose those elements. Once we have chosen those elements,
then B ... By_; must reduce to a generalized maximum packing for 72 of length 2n—2j.
Thus such permutations contribute — (Q"j__jl_l) (x=1)"'GMPy, 5 . (x) to GM Py, ;2 ().
Hence (39) holds.

Again, it is easy to compute GM Py, ;2 (7). That is, since a generalized maximum
packing o € A, has block structure B ... B, where By has length 1 and By ... By_1
reduces to a generalized maximum packing for 7 of length 2n, we know that the last
element of Bj_; is the largest element in B ... By_; and hence the element in B must
be 2n + 1. Thus in this case GM Py, 1 .0 (2) = —GMPy,, (). O

Here is the list of the first few values of GM P, ;o) (z).

GMP, o (x) =1

GMP, ;@ (x) =2 —2

GMPy ;2 (z) =6 — 62 + 27

GM Py, () = —23 + 362 — 1522 + 2°

GMPyy () = 106 — 229z + 1602 — 372° + 2

GM Pyy o () = =567 + 1574z — 156627 + 6502 — 932" 4 2°

GMP,, ) (x) = 3434 — 117062 + 1524827 — 93102° + 25722 — 2382° + 2°

GM Pyg 12 (r) = —23137 + 938312 — 1519332> + 1238142° — 521362+
101752° — 6162° + 27

In this case the sequence ((—1)""'GM P, 1 (0)),>1 which starts out with
1,2,6,23,106,567,23137, .. .1is sequence A125273 in the OEIS. Unfortunately, there seems
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to be no exact formula for this sequence. The sequence ((—1)"GM Py, .2 (%)|s)n>1 Which
starts out 1,6, 36,1574, 11706, 933831, ... does not appear in the OEIS.
Plugging these values into the generating functions (6) and (7), we have computed the

following table of values of A, o (z) =D c4 27®-mch(o)

Ao =1
Ay =1
Az =2
Ay =4+

As 0 =12+ 4x

Ag r2) = 36 4 24z + 2?

A7 ) = 148 4 118z + 627

Ag - = 593 4 680z + 1112° + 2

Ag - = 3128 + 4032z + 7682% + 8z
Ay = 15676 + 25691 + 86802* + 4732° + z*
Ay ;@ = 101094 + 180134z + 683262 + 4228z° + 102"

Next we consider recursions for GM P, ;) (7).

Theorem 8. Forn > 3,
—(2n—j—1
GM Py o) = =107 = X (T T arP ) 0
=1
and, forn > 2,
n—1 .
n—1 2n — J
GM Py o) = =nla = 17 = 3 () GM Py yy(e). (a1

Proof. 1t is clear from the graph G, pw that in the unique maximum packing o =
O1...0m € Agy for 7™ o904 .. .09, = (2n)(2n—1) ... (n+1) and 0103. .. 09—y = 12.. . 1.
It follows that in a generalized maximum packing « € S,,, with block structure B; ... By,
the first element of each block B; is the smallest element in the block.

If o is a maximum packing for 7 with block structure B ... B, we shall simply
write 0 = By ... B,. We will classify the generalized maximum packings o = By ... By
of 7™ of length 2n by the size of the first block B;. If k = 1, then ¢ is unique and
w(o) = (x — 1)"~'. Next consider the case where k > 2. If Bj is length two then, its
two elements must be 1 and 2 since they must be smaller than all the smallest elements
in each block B; for i > 1. In that case By ... By is just a generalized maximum packing
for 7 of length 2n — 2 and w(o) = —w(B, ... By). Thus such permutations contribute
~GMPy, 5 @ (x) to GM Py, . (x). If By is of size 2j where j > 2, then B; = 01 ... 0y;
reduces to a maximum packing for 7™ of length 2j where 2 < j < n — 1 and w(o) =
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—(x—1)7""w(By. .. By). Then it must be the case 0y < 03 < 05 < -+ < 09;_1 < 09; must
be the j + 1 smallest elements from {1,...,2n} since they will be smaller than all the
remaining elements of By and smaller than the smallest element of B; for ¢ > 1. It follows
that the last element of block B; is (j + 1). Our definitions for a generalized maximum
packing for 7 do not impose any relations between the remaining elements of B;, namely
02,04, ...,02j_2, and the elements in blocks By, ..., By. Thus we have (2"].__]'1_1) ways to
choose those elements. Once we have chosen those elements, then Bs ... Bj must reduce
to a generalized maximum packing for 7® of length 2n — 2j. Thus such permutations
contribute —(2”].__]‘1_1) (x = 1) 'GMPy, 5 @ (x) to GMP,, .« (x). Hence (40) holds.

This is the same recursion as (39) and it implies that A o) (t,2) = A .« (t,z). This is
no surprise since even length up-down permutations are closed under reverse complement.
That is, if 0 = 01 ...0, € 5,, then the reverse of o, ¢", is defined to be 6" = 7,, ... 07 and
the complement of o, ¢¢, is defined by 0 = (n +1—07)...(n 4+ 1 — 0,). The reverse-
complement of o is (07). It is easy to check that o € Ay, if and only if (¢7)¢ € Ay,
and that (2314")¢ = 1423. Thus the map which sends o € Ay, to (¢")¢ shows that
Ao (t,z) = A w(t,x).

It is not the case that B, (t, ) = B, (t, z) since for n > 2, the number of maximum
packings for 72 of length 2n + 1 is 2n while the number of maximum packings for 7 of
length 2n+11s (n+1). Nevertheless, we can still develop a recursion for GM Py, . (1)
for n > 2. That is, since any generalized maximum packing for 7 of length 2n + 1 has
block structure B ... B where By has length 1 and B ... By_; reduces to a generalized
maximum packing for 7Y of length 2n, it will still be the case that the first element in
each block is the smallest element.

Again, we will classify the generalized maximum packings o = By ... B, of 7™ of
length 2n 4+ 1 by the size of the first block B;. If k = 2, then By has length 2n and B,
has length 1. One can see by the graph of G, pu and the fact that oo, < 09,41 that
09, = n + 1. Then we have n choices for 09,1 and after we pick o9,1, 01 ...09, must
reduce to a maximum packing of 7). Since there is only one maximum packing of length
2n for 7™ we have exactly n such permutations and the weight of each such permutation
is —(z—1)""". Thus such permutations contribute —n(z—1)""' to GM Py, ;@ (). Next
consider the case where k > 3. If Bj is length two, then its two elements must be 1 and 2
since they must be smaller than all the smallest elements in each block B; for ¢ > 1. In that
case By ... By is just a generalized maximum packing for 7 of length 2n — 1 and w(o) =
—w(By ... By). Thus such permutations contribute —~GMP,,, ;@ (7) to GM Py, v ().
If By is of size 2j where j > 2, then By = 0y ...0y; reduces to a maximum packing for
74 of length 2j where 2 < j < n— 1 and w(o) = —(z — 1)~ 'w(By... By). Then
it must be the case 01 < 03 < 05 < -+ < 0951 < 09; must be the j + 1 smallest
elements from {1,...,2n} since they will be smaller than all the remaining elements of
B, and smaller than the smallest element of B; for ¢ > 1. It follows that the last element
of block By is (j + 1). Our definitions for a generalized maximum packing for 7Y do
not impose any relations between the remaining elements of By, namely 0,04, ..., 09 2,
and the elements in blocks Bs, ..., By. Thus we have (Q”J’J.I__lj _1) ways to choose those
elements. Once we have chosen those elements, then B, ... B, must reduce to a generalized
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maximum packing for 7™ of length 2n 4+ 1 — 2j. Thus such permutations contribute
—(2]@__1”)(55 — 1) GMPy,, ) 9, (2) to GMP,, @ (x). Hence (41) holds. O

Here is the list of the first few values of GM Py, ().

GMP ;¢ (x) =

GMP; 0 (7) =

GMP; @ (x) =3 —2x
GMP; ;s (z) = =10 4 12z — 32°
GMPy . (x) = 42 — T4z + 372* — 42°

GMP ;) (z) = =210 + 498z — 394> + 1102° — 5a*

GM P35 () = 1199 — 35962 + 39462” — 18722° + 3302" — 62°

GMPy5 . (x) = —7670 + 279087 — 3935627 4 266042° — 84762 + 9962° — 72"

In this case, the sequence {GM Py, 1 @ (0)}nz0 is A125274 in the OEIS. Unfortunately,
there is no exact formula for the elements in this sequence.
Plugging these values into the generating functions (6) and (7), we have computed the

following table of values of A, .« (z) =" A, o -mch(o)

Ay =1
Ay =1
Az =2
Ay =4+

As . =13+ 3w

A6,7<4) = 36 + 24x + 22

Ay =165 + 103z + 427

Ag ) = 593 + 680z 4 1112% 4 2°

Ag ) = 3507 + 3832z + 5922° + 52
Ajg ;) = 15676 + 25691z + 86802” + 473z° + z*
Ay @ = 113387 4 179369z + 580162 + 30142° + 62

As we mentioned in the introduction to this section, we have not be able to find sim-
ple recursions for GM P, ;) (z) or GM P, . (x). However, J. Harmse [12] computed the
following initial values of GM P, .3 and GM P, .5y by computing the number of linear ex-
tensions of the posets associated with the various block structures of generalized maximal
packings.

Here is the list of the first few values of GM P, ) ().

GMP, .5 (z) =1
GMP, 5 (x) =1
GMP&T(S)(:E) =—1
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GMP, (7)) =2+

GMP5’T(3) (SL’) =3—2z

GMPs .5 (x) = 9 — 10z + 22°

GMP; . (z) = —18 + 24x — 7z”
GMP; ;5 (x) = =74 4 132z — 642® + 5a°
GMPy .5 (x) =190 — 376z + 2132* — 262°
GMPyy ;@ (x) = 974 — 2394 + 192727 — 5202° + 142"
GMPy, -0 () =
GM Py () =

—3078 + 8180x — 72872 + 22824% — 984
—17688 4+ 54228x — 593932 + 26807z — 3997x* + 42a°

Plugging these values into the generating functions (6) and (7), we have computed the
following table of values of A, o () =3 o4 7@ -mch(o),

Ao =1
Ay =1
Ay ) =2
Az =4+

A5’T(3) =13+ 3z

Ag @ = 39+ 20z + 2z°

A7) = 178 + 87 + T°

Ag ) = T10 4 552z + 1182 + 5a°

Ag -5 = 4168 + 31462 + 6032° + 1927

Ao = 29774 + 216662 + 53702 + 26972° + 142"
Ay = 149030 + 152170z 4 2700022 + 255362° + 562"

Here is the list of the first few values of GMP,, ¢ ().

GMP, () =

GMP, ¢ (z) =

GMP; .5 () =

GMP4 o () ==-2+4+z

GMP; ) (v) =4 — 3w

GMPG Lo () =14 — 14x + 22

GMP; ¢ (x) = —39 + 44z — 627

GMP; 5 (z) = —168 + 2522 — 862° + 2

GMP, ¢ (z) = 594 — 1002 + 4162” — 7z*
GM Py . (x) = 3352 — 6704z + 37822% — 4302° + 2
GMPy, . (z) = —13814 + 302642 — 194042° + 29622° — 92*
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GMP,, 5 (x) = —91038 + 2247512 — 1801962” + 483872" — 19062" + 2°

Plugging these values into the generating functions (6) and (7), we have computed the

following table of values of A, ) () = > c 4 o7 -mch(o),
Al,T(s) = 1
A277_(5) - 1
A3’T(5) - 2
A4’T(5) =4+zx

As ) =14+ 20

Ag ) = 44 + 16z + 2

Az 1 = 214 — 56z + 227

Ag -5) = 896 + 448z + 402 + 2

Ay = 5610 + 2190z + 1342” + 22°
Ao 5 = 29392 + 18496z + 25522% + 802° + 2
Ay 1) = 224878 4+ 1167767 + 11880z + 2562° + 22

6 Double rise pairs and double descent pairs

Suppose that 0 = 0y ...0, € A,. Then we say that (2¢ — 1)(2¢) is a double rise (double
descent) pair in o if both 09i—1 < 0941 and oy; < 0942 (UQi_l > 09i4+1 and oy; > 0'22‘4_2). It
is easy to see that (2i —1)(2i) is a double rise pair if and only if red(c9;_109;09;1102i12) =
1324 so that the number of double rise pairs in o is just the number of 1324-matches in
o. Similarly, (2i — 1)(24) is a double descent pair if and only if red(c9;_109;02;41102;42) €
{3412,2413} so that if D = {3412,2413}, then the number of double descent pairs in o
is just the number of D-matches in o.

In general, if T C A, we say that o € Ay, is a maximum packing for T if T-mch(c) =
n — 1. We say that o € Sy, is a generalized maximum packing for T if we can break o
into consecutive blocks o = B; ... By, such that

1. for all 1 < j < k, Bj is either an increasing sequence of length 2 or red(B;) is a
maximum packing for T of length 2s for some s > 2 and

2. for all 1 < j <k —1, the last element of B; is less than the first element of B;,;.

Similarly, we say that ¢ € Ag,;1 is a maximum packing for Y if T-mch(o) = n — 1.
We say that o € Sy,41 is a generalized mazimum packing for Y if we can break o into
consecutive blocks o = By ... B} such that

1. for all 1 < j < k, Bj is either an increasing sequence of length 2 or red(B;) is a
maximum packing for T of length 2s for some s > 2,

2. By is block of length 1, and
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3. forall 1 < j <k —1, the last element of B; is less than the first element of B;.;.

Then we can define the generalized maximum packing polynomials GM Py, v(z) and
GM Pypiyx () in the same manner that we defined GM Py, o) (v) and GM Py, ;o) ().

If T C Ay, the proof of Theorem 1 goes through without change if we replace maximum
packings for 7 with maximum packings for T and generalized maximum packings for 7 by
generalized maximum packings for T throughout the proof. Thus we have the following
theorem.

Theorem 9. Let Y C A,. Then

Ay(t,z) = 1+Z Z T -mch(o)

n>1 . O'EAZn

1
=3 GM Pyyx ()

t2n

and

t2n 1

By(t,x) = Z 1) Z g T meh(e)

n>l UEAZTL 1
2n 1

> ns1 GM Pao17(7) Gy
1= 3 GM Poy () oy

If we can compute GM P, p(z), we would have the generating function for the distri-
bution of double descents in A,,. We can compute mp,,, , and mps,,,; p. That is, we have
the following theorem.

Theorem 10. For alln =1, mp,y, p = C, and mpy, 1 p = Cry1.

Proof. It is easy to see that mp,, ;, equals the number of F' € F;,, such that for each
i < n, there is either a P®-match or a P®)-match starting in column i. Let F” be the
reverse of F'. That is, the first row of F" is F'(1,n), F'(1,n—1)..., F(1,1) and the second
row of F"is F(2,n), F(2,n—1)...,F(2,1), reading from left to right. For example,

4
113

3|4
112

(PO = pl) = and (P®)" =

It is easy to see that F' € F,, has the property that for each i < n, there is either a
P®_match or a P®-match starting at column 4 if and only if F" € Fa,n, has the property
that for each i < n, there is either a (P®)"-match or a (P®)"-match starting at column
i. But note that (P®)" and (P®)" are the two standard tableaux of shape (2,2). Thus
F" has the property that for each i < n, there is either a (P®)"-match or a (P®)"-match
starting at column i if and only if F" is a standard tableau of shape (n,n). But it follows
from the Frame-Robinson-Thrall hook formula [10] for the number of standard tableaux
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of a given shape A that the number of standard tableaux of shape (n,n) is the Catalan
number C,,. Thus mp,, , = C,.

The graph G p associated with D is pictured on the right in the first line of Figure
15. Then we can construct the graphs Gp,, and G7, , using Gp in the same way that we
constructed the graphs G, pi and G:; py from Gpe. For example, the graphs Gp g and
GBG are pictured on line 2 of Figure 15. Then mp,, ;, is the number of linear extensions
of the poset determined by G,, p and mp,,,; p is the number of linear extensions of the

poset determined by G .

o J [4lz] [4]s 1
3| 1]y 2|1

N

b

0

Figure 15: The graphs G, p and G}, j,.

We claim that the number of linear extensions of the poset determined by G:’ p is just
Cp+1. Note that in Gy, p, the element in the bottom right-hand corner must be the first
element in any linear extension of the poset determined by G, p. Now create a new graph
G:;B by adding a new element 0 and new directed edges connecting 0 to the element in
the bottom right hand corner of G} , and 0 to b to form a graph G, 7. It is easy to
see that the number of linear extensions of the poset determined by G:; p 1s equal to the
number of linear extensions of the poset determined by GZB However the number of
linear extensions of the poset determined by G/}, is just the number of linear extensions
of the poset determined by G,,11 p which is C’n+’1. O

Unfortunately elements of MPy, p do not end in 1 or 2n so that there does not seem to
be any way to develop simple recursions for GM Pay, p(x) or GM Psy, 1 p(x). Nevertheless,
J. Harmse [12] computed the following initial values of GM P, p(x)

GMP, p(z) =1
GMPyp(z) =1
GMP;p(z) =—1
GMP,p(z) =2z —3
GMPs p(z) =6 — bz
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GMPs p(z) = 24 — 28z + 5z°

GMP; p(z) = —64 + 84z — 2122

GMPs p(z) = —369 + 648z — 29427 + 142°

GM Py p(z) = 1288 — 2439z + 12362% — 842°

GM Py p(z) = 8970 — 207927 + 15189z — 3408x° + 422"

GM Py p(x)
(z)

GMPlg’D s

—31121 + 737232 — 5497822 + 127052° — 3302*
—323736 + 9332232 — 93783822 + 369138z — 40920x* 4+ 1322

Plugging these values into the generating functions (42) and (42), we have computed the

following table of values of A, p(z) =>4 g P-mch(),
Ap =1
Ayp =1
Ayp =2
Ayp=3+2x
Asp =11+ 52

Ap.p = 24 + 32z + 52°

Az p =125+ 133z + 142”

Ag.p = 345 + 760z + 2662* + 1427

Ag.p = 1341 + 4359z + 11942* + 422°
Ayo.p = 7890 + 24928z + 156092° + 20522° + 42"
Apyp = 17752 4 162570z + 11540122 + 29372% 4 1322*

A. Duane, in his Ph.D. thesis [7], showed that the techniques that we have developed in
this paper can be extended to find generating functions for the distribution of the number
of 7-matches in A,, where 7 € Aj; is an up-down minimal overlapping permutation. Here
7 € Ay; is said to be an up-down minimal overlapping permutation if the smallest ¢ such
that there exists a 0 € Ajy; such that 7-mch(o) = 2 is 45 — 2. Also the techniques that we
have developed in this paper can be generalized to find the generating functions for the
distribution of the number of consecutive matches in generalized k-Euler permutations.
That is, let B = {o0 € S, : Des(o) = {kj : j > 1} N [n —1]}. In particular, we can
generazg)ze the results of this paper to study the distribution of 7-matches in EY where
TEE, .
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