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Abstract

The symmetric group S(n) is partially ordered by Bruhat order. This order is
extended by L. Renner to the set of partial injective functions of {1,2,...,n} (see,
Linear Algebraic Monoids, Springer, 2005). This poset is investigated by M. Fortin
in his paper The MacNeille Completion of the Poset of Partial Injective Functions
[Electron. J. Combin., 15, R62, 2008]. In this paper we show that Renner order
can be also defined for sets of all functions, partial functions, injective and partial
injective functions from {1,2,...,n} to {1,2,...,m}. Next, we generalize Fortin’s
results on these posets, and also, using simple facts and methods of linear algebra,
we give simpler and shorter proofs of some fundamental Fortin’s results. We first
show that these four posets can be order embedded in the set of n x m-matrices
with non-negative integer entries and with the natural componentwise order. Sec-
ond, matrix representations of the Dedekind-MacNeille completions of our posets
are given. Third, we find join- and meet-irreducible elements for every finite sub-
lattice of the lattice of all n x m-matrices with integer entries. In particular, we
obtain join- and meet-irreducible elements of these Dedekind-MacNeille comple-
tions. Hence and by general results concerning Dedekind-MacNeille completions,
join- and meet-irreducible elements of our four posets of functions are also found.
Moreover, subposets induced by these irreducible elements are precisely described.

Keywords: finite functions, partial functions, partial injective functions, matrix
representation of function, Bruhat order, Renner order, posets, posets of functions,
posets of matrices, join-irreducible element, meet-irreducible element, Dedekind-
MacNeille completion

1 Introduction

The symmetric group S(n) of all bijections of the finite set {1,2,...,n} is partially or-
dered by Bruhat order (see [1]). The Dedekind-MacNeille completion of S(n) (i.e., the
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smallest lattice that contains S(n)) is characterized (up to isomorphism) in [10] as some
finite lattice of square matrices of size n with non-negative integer entries and with the
natural componentwise order. Hence it is obtained in [10] that this completion has the
same number of elements as the set of all alternating sign matrices (see [2]). The Bruhat
order is extended by Renner in [12] for the set P(n) of all partial injective functions of
{1,2,...,n} (the partiality of a function means that its domain is a subset of {1,2,...,n}).
The poset P(n) is investigated by M. Fortin in [7] (see also [6]). He first proves that P(n)
is isomorphic to a poset of some special square matrices of size n with non-negative integer
entries, ordered componentwise. Next, this poset is extended in a natural way to a lattice
of square matrices. Hence a square matrix representation of Dedekind-MacNeille comple-
tion L(P(n)) of P(n) is obtained. This representation shows that L(P(n)) is distributive
and has the same number of elements as the set of all alternating matrices, where these
matrices generalize the alternating sign matrices. Moreover, having this matrix character-
ization M. Fortin finds join- and meet-irreducible elements of L(P(n)). Thus by general
results concerning Dedekind-MacNeille completions he also obtains descriptions of join-
and meet-irreducible elements of P(n).

In the present paper we show that Renner order can be also defined for sets of all
functions, partial functions, injective and partial injective functions from {1,2,...,n} to
{1,2,...,m}, where n,m are arbitrary positive integers. Next, we generalize Fortin’s re-
sults on these four posets, and also, using simple facts and methods of linear algebra (e.g.,
classical operations on rows and columns of matrices), we give simpler and shorter proofs
of some fundamental results of [7]. We first show that each function can be represented
by an n x m-matrix with non-negative integer entries. Having this matrix representation
we show that our posets can be order embedded in the poset of all n x m-matrices with
non-negative integer entries and with the natural componentwise order. Secondly, matrix
representations of Dedekind-MacNeille completions of our posets are given. In particular,
we obtain another matrix representation of the Dedekind-MacNeille completion of the
symmetric group S(n) than that given in [10]. Thirdly, we find join- and meet-irreducible
elements for every finite sublattice of the lattice of all n x m-matrices with integer entries.
In particular, join- and meet-irreducible elements of these Dedekind-MacNeille comple-
tions are found. Hence we obtain also join- and meet-irreducible elements of our four
function posets. Moreover, structures of subposets induced by these irreducible elements
are precisely described.

1.1 Basic definitions and facts

We recall a few definitions and facts concerning posets (partially ordered sets) and lattices
needed in this paper (for details see [4, 5, 9, 13]). Take posets (P, <p), (Q,<g) and let
f: P — @ be a function. Then f is an (order) embedding if, for each p;,ps € P,
p1 <p p2 iff f(p1) <@ f(p2). In particular, each embedding is injective. If additionally f
is surjective, then f is an isomorphism of P on () (or an automorphism of P if Q = P).
Let R C P be a subset of a poset (P, <p). Then we can restrict <p to R and we obtain
a poset (R, <pjg) which is called an induced subposet, or simply a subposet, of (P, <p)
(see [13], p. 243). To simplify notation we will write (R, <p) instead of (R, <pig). Of
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course, (Q), <g) is a subposet of (P, <p) iff ) C P and the identity embedding () — P is
an order embedding.

Take a poset (P, <p) and its subset X C P. Then \/ X and /A X denote the supremum
and the infimum of X (if exist) in P, respectively. If X = {1, x2}, then we write z; V xo
and x A xo instead of \/{z1, 22} and A{x, x2}, respectively. Recall that a poset (L, <p)
is a complete lattice (a lattice) if each set (each two-element set) has a supremum and an
infimum. In particular, a complete lattice has the bottom element 0, = \/} and the top
element 1, = A (). Each finite lattice is complete.

(Completely) join- and meet-irreducibility are classical notions of lattice theory (see
[4] and [9]), which are also useful in the theory of posets (see [8, 10, 11]). An element
i € Pis (completely) join-irreducible if, for each set Y C P such that \/ Y exists, i = \/ Y
implies 7 € Y. In particular, the least element Op of P (if exists) is not join-irreducible,
because \/ ) = 0p. Otherwise, if P has no least element, then each minimal element of P
is join-irreducible. The set of all (completely) join-irreducible elements of poset (P, <p)
will be denoted by Jir(P). An element i € P is (completely) meet-irreducible if, for each
set Y C P such that AY exists, i = AY implies ¢ € Y. In particular, the greatest
element 1p of P (if exists) is not meet-irreducible, because A @ = 1p. Otherwise, if P has
no greatest element, then each maximal element of P is meet-irreducible. The set of all
(completely) meet-irreducible elements of poset (P, <p) will be denoted by Mir(P).

If (P,<p) is a complete lattice, then \/ Y and A Y exist for all Y C P and we obtain
classical lattice definitions of (completely) join- and meet-irreducible elements (see [4] and
[9]). In lattice theory we have also weaker notions of join- and meet-irreducibility (see also
[4] and [9]), which are obtained by taking two-element sets in the above two definitions.
These notions are too weak in the case of posets, and they are not used in this paper. For
example, take a poset P = {1, X2, T3, Y1, Y2, Y3, Y4} such that x1, 29 <p y1, 1,23 <p Ya,
x9,x3 <p ys and x1, L9, x3 <p y2. Then \/{x1,zo, 23} = Y2, S0 Y2 is not completely join-
irreducible. But it is easy to verify that ys is join-irreducible. On the other hand, for a
finite lattice (L, <r) we have that its element [ € L is completely join-(meet-)irreducible
if [ # 0r, (I # 1) and [ is join-(meet-)irreducible, i.e., for each ki, ko € L, | = ki V ko
(I = k1 A ko) implies | = ky or [ = k. Since almost all lattices in this paper are finite and
for posets we use only one kind of join- and meet-irreducibility, we will omit the adverb
“completely” in phrases completely join-irreducible and completely meet-irreducible.

Let <% denotes the inverse relation to <p, i.e., p <% q iff ¢ <p p for all p,q € P.
Then <% is also a partial order on P. Recall that (P, <%) is called the dual poset and is
sometimes denoted by P? (see [4]). Obviously, an element is join-irreducible (respectively,
meet-irreducible) in (P, <p) iff it is meet-irreducible (respectively, join-irreducible) in
(P,<%). A poset (P,<p) is called self-dual if (P,<p) is isomorphic to its dual (P, <%).
Isomorphisms between P and its dual P? are sometimes called anti-automorphisms of
P. Thus P is self-dual iff there is an anti-automorphism of P. If P is self-dual, then
(Jir(P),<p) ~ (Jir(P?),<%) = (Mir(P),<%) and (Mir(P),<p) ~ (Mir(P%),<%) =
(Jir(P),<%). It is the well-known fact (see [4]) that if (L, <p) is a lattice, then its dual
(L,<9%) is also a lattice, where the join of (L, <y) is the meet of (L, <%) and the meet of
(L,<y) is the join of (L,<9).
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A non-empty subset R C P is called an order ideal of (P,<p) if, for each p,q € P,
p <p q € R implies p € R (see [4] and [9]). A non-empty subset S C P is called an order
filter of (P,<p) if, for each p,r € P, S > r <p p implies p € S (see [4] and [9]). Families
of all order ideals and order filters of (P, <p), together with the empty set (), will be
denoted by OI(P) and OF(P), respectively. Then (OI(P),C) and (OF(P),C) with set
inclusion form distributive complete lattices (see also [4] and [9]), where, for each family
F of order ideals or order filters, its infimum A F is the intersection (| F of this family
and its supremum \/ F is the union |JF of this family. It is a classical result (see [9] for
details) that each finite distributive lattice (L, <y) is isomorphic to (OI(Jir(L)), <), so
is also anti-isomorphic to (OF (Mir(L)), <) by duality.

Assume that (P, <p) is a finite poset and recall (see [13], Chapter 3) that there is a nat-
ural bijection between order ideals and anti-chains (i.e., subsets of pairwise incomparable
elements) of (P, <p). More precisely, take an order ideal R C P and let Xy be the set of all
maximal elements of the subposet (R, <p). Then R = J,cx, {p € P: p <p x}, because R
is finite. Hence R is uniquely determined by X . Moreover, Xp is an anti-chain in (P, <p).
On the other hand, for each anti-chain X in (P,<p), Rx = U,ex{p € P: p <p z} is
an order ideal of (P, <p) such that Xz, = X. Thus we have a bijection between order
ideals of finite poset and anti-chains of this poset. By duality we obtain also analogous
facts for order filters of (P, <p). Each order filter S C P is uniquely determined by the
set Y of all minimal elements of (S, <p) (note that S = U,y {q € P: y <p ¢}), and
Y is an anti-chain. Moreover, for each anti-chain V', Sy = {J,y{q¢ € P: y <p ¢} is an
order filter such that Yg, =Y. In particular, there is a bijection between order filters of
finite poset and anti-chains of this poset. By these facts we obtain that the number of
elements of a finite distributive lattice (L, <p) is equal to the number of all anti-chains of
(Jir(L),<r), and also is equal to the number of all anti-chains of (Mir(L), <p).

1.2 Posets of functions

Z, N and N* = N\ {0} are sets of all integers, non-negative integers and positive integers,
respectively. The natural linear order on Z, thus also on N, will be denoted by <. Next,
product orders induced by < on direct powers Z" and N, where n € N*, will be denoted
by <proa (it is not precise notation, but it should not give reason to misunderstanding).

Let A and B be sets. A function f from any subset X C A to B is called a partial
function from A to B and denoted by f: A --» B; its domain is denoted by dom(f), i.e.,
dom(f) = X.

Definition 1. For all positive integers n, m € N*,
(a) Let F(n,m) be a family of all functions from {1,2,...,n} to {0,1,...,m}.

(b) Let P(n,m) be a family of all injective partial functions from {1,2,...,n} to
{1,2,...,m}.

(¢) Let T'(n,m) be a family of all functions from {1,2,...,n} to {1,2,...,m}.
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(d) Let I(n,m) = P(n,m)NT(n,m),ie., I(n,m) is the family of all injective functions
from {1,2,...,n} to {1,2,...,m}.

If n = m, then we will write F'(n), P(n) and T'(n) instead of F(n,n), P(n,n) and
T'(n,n), respectively. Moreover, I(n,n) will be denoted by S(n).

Of course, I(n,m) C T'(n,m) C F(n,m), I(n,m) C P(n,m) and |F(n,m)| = (m+1)",
|T(n,m)| =m™, [I(n,m)]=m-(m—1)-...-(m—n+1). If m <n, then I(n,m) =
and each f € P(n,m) is a partial function whose domain has at most m elements. If
n = m, then I(n,n) is the family of all bijections of {1,2,3,...,n}, and therefore it
is denoted by S(n). Of course, |S(n)] = n!. Next, each function f € P(n,m) can
be considered as a function from {1,2,....n} to {0,1,...,m} by setting f(i) = 0 for
all i € {1,2,3,...,n} \ dom(f) (see [7]). Thus P(n,m) C F(n,m) and |P(n,m)| =
1430 () -m-(m—=1)-(m—2)-...- (m—k+1) (here 1 corresponds to the empty
partial injective function).

Similarly as in the case of partial injective functions we can consider arbitrary partial
functions from {1,2,3,...,n} to {1,2,3,...,m} as elements of F(n,m), and vice versa,
each f € F(n,m) is a partial function such that dom(f) = {1,2,3,...,n}\{i: f(i) = 0}.
Hence the set F'(n,m) can be considered as the family of all partial functions from
{1,2,3,...,n} to {1,2,3,...,m}. But it is no important idea, because the function
©: (f(1), f(2),...,f(n) — (f(1)+1,f(2)+1,..., f(n) + 1) is a natural bijection be-
tween F'(n,m) and T'(n,m + 1). Moreover, we will show below that these two sets form
isomorphic posets.

The set S(n) is partially ordered by Bruhat order (see [1]). First, the relation —p is
defined on S(n) as follows: f —p ¢ if there are 1 < @ < j < n such that f(i) < f(j)
and g is obtained from f by transposing f(i) and f(j), i-e., (i) = f(j), 9(j) = f(¢) and
g(k) = f(k) for all k # 4,j. If f —p g, then g has one more inversion than f. Recall
that a pair (7,7) is an inversion of h € F(n,m) if i < j and h(i) > h(j). Hence —p and
its transitive closure are antisymmetric. Thus the transitive closure of — g, together with
the identity relation, forms a partial order <p called Bruhat order.

The relation —p and Bruhat order <p can be defined on the set F'(n,m), thus on
P(n,m), I(n,m) and T'(n, m) too, without changes. But Pennell, Puchta and Renner have
defined a relation — on P(n) which generalizes —p. Consequently, they have obtained
a partial order on P(n) which generalizes Bruhat order (see [12], Sections 8.7 and 8.8,
see also [7]). This relation — and its partial order can be defined on F(n,m) without
changes. Recall that f — ¢ if one of the following two conditions hold:

(0.1) there are 1 < 7,5 < n such that i < j, g(j) = f(i) < f(j) = g(i) and f(k) = g(k)
for all k # 1, j;

(0.2) there is 1 < i < n such that f(i) < g(i) and f(j) = g(j) for all j # i.

For f € F(n,m), L(f) is the number of all inversions of f plus the sum Y ,_, f(k) (sce
[7]). If f — g, then L(f) < L(g). Hence — and its transitive closure are antisymmetric.
Thus the transitive closure of —, together with the identity relation, forms a partial order
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on F(n,m). This order is denoted by <z, or more formally by <pm). We have also
three subposets of (F(n,m),<g) induced by sets I(n,m), P(n,m) and T(n,m). It is
easy to see that the natural bijection © is an isomorphism between (F(n,m), <r) and
(T'(n,m + 1),<p). Next, for n = m we have the subposet (S(n),<g) of (F(n,m),<r).
But it is easy to see that (0.2) cannot holds for bijections. Thus the restriction of <g to
S(n) is equal to Bruhat order <g, so (S(n),<rp) = (S(n),<p). Of course, (S(n), <p) is
also a subposet of (P(n),<p) and (T'(n), <p).

The set F'(n,m) can be also considered as the direct power {0,1,...,m}". Since
{0,1,...,m} is linearly ordered by the standard order < on N, we have the product order
Cproa 00 F'(n,m), e, f <proa g i f(i) < g(4) for all 1 <i < n. It is easy to see that <p
is transitive closure of the union <,..q U —5.

It is well-known that (P(n,m), <p) and (S(n), <p) are not lattices in general (see [1]
and [7]). The similar fact holds for (F'(n,m), <g), so also for (T'(n,m),<g). Take posets
P(2), F(2) and S(3) (the poset S(2) is a two-element chain, so it is a lattice). Then
{(1,0),(0,2)}, which is contained in P(2) and F'(2) simultaneously, has no supremum in
both these posets. Next, (2,1,3) and (1, 3,2) has no supremum in S(3).

(2, 2)
(2, 1) (3, 2, 1)

(2, 0) (3,1, 2)
" (0, 2) >< (1, 3, 2)
(0, 1) (1, 2, 3)

(0, 0)
P(2) S5(3)

For all m € N*, F(1,m) = P(1,m), T(1,m) = I(1,m) and these sets are linearly
ordered by <g. Next, for each n € N* we have

P(n,1) = {(0,0,...,0,0),(1,0,...,0,0),(0,1,...,0,0),...,(0,0,...,0,1)};

note that (0,0,...,0,0) denotes the empty partial injective function. Thus (P(n, 1), <r)
is an n + l-element chain, because (0,0,...,0,0) <p0q (0,0,...,0,1) — (0,0,...,1,
...—(0,1,...,0,0) — (1,0,...,0,0). We will see in Subsection 2.3 that (F(n,1 ,
for all n € N*, is a lattice (but linearly ordered only for n = 1,2). We will also show that
(F(n,m),<p) and (P(n,m),<p) are not lattices for n,m > 2. Moreover, (I(n,m),<r)
is a lattice only for m =n = 2.

Posets (F'(n,m),<rg), (T'(n,m),<p), (P(n,m),<p) and (I(n,m), <;), for n,m € N*,

NS
S|
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have the bottom and the top elements. Functions 0,, = (0,0,...,0) and 1,, = (1,1,...,1)
—— ——

are the bottom elements of (F(n,m),<g) and (T(n,m), <p), respectively. Next, m, =

(m,m,...,m) is the top element of (F(n,m),<r) and (T'(n,m), <p).
— ——

Since 0,, € P(n,m) (here 0,, denotes the empty partial injection), it is also the bottom
element of P(n,m). Next,

(mym—1,m-—2,...10,0,...,0) ifm<n

V(mm):((n,m—l,vm—Q,..J.): (mm—-—1m-—2,..m—(n—1)) ifn<m

is the top element of (P(n,m),<p).

Take n < m. Then Vi, ) € I(n,m), 0 V(5 is also the top element of (I(n,m), <;).
Next, Apm)y = (1,2,3,...,n) € I(n,m) is the bottom element of (I(n,m),<;). In
particular, V(,y = V(,,) and the identity function A(,) = A,,) are the top and the
bottom element of (S(n), <p), respectively.

1.3 Self-duality of posets (F(n,m),<r), (I'(n,m),<r) and (I(n,m),<r)

The following result shows that the poset (F'(n,m),<g) is self-dual for all n,m € N*.
Recall, a function f: A — A is an involution if fo f =id4.

Proposition 2. Let ®: F(n,m) — F(n,m) be a function such that

O(f)=m,— f=(m—f(1),m—f(2),...,m— f(n)) forall f € F(n,m)

Then ® is an involutive anti-automorphism of F(n,m). In particular, (F(n,m),<g) is
a self-dual poset. Moreover, (Jir(F(n,m)),<g) and (Mir(F(n,m)),<g) are isomorphic
to (Mir(F(n,m)),<%) and (Jir(F(n,m)),<%), respectively, and these isomorphisms are
gwen by functions @ i (Fnm)) and Piarir(Fnm))- In particular, for each g € F(n,m), g is
join-irreducible (respectively, meet-irreducible) iff m,, — g is meet-irreducible (respectively,
join-irreducible).

Proof. 1t is easily shown that if f — g, then ®(g) — ®(f). Next, since ¢ is an involution,
we have that ® is bijective and ®(g) — ®(f) implies f = ®(P(f)) — ¢(P(g9)) =g. O

Take the poset (T'(n,m),<g), where m > 2, the natural isomorphism ©: F'(n,m —
1) — T'(n,m) defined in the previous subsection (i.e., O(f) = f + 1,) and the anti-
automorphism ® of F(n,m) introduced in Proposition 2. Then ¥ = @ o ® 0 ©~! is an
anti-automorphism of 7'(n, m) such that ¥(f) =(m—-1) —(f—-1,)+1,=m, - f+1,
and Vo U =0 0®>007! =0 oidpym 0O =idrym. Next, U(I(n,m)) C I(n,m),
so ¥(I(n,m)) = I(n,m). Summarizing, since T'(n,1) = {1,}, we obtain that for all
n,m € N* the following fact holds (of course, it can be also proved directly in a similar
way as Proposition 2).
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Corollary 3. Let V: T'(n,m) — T(n,m) be a function such that ¥(f) =m, — f+ 1,
for all f € T(n,m). Then

(a) W is an involutive anti-automorphism of T(n,m). In particular, (T(n,m) <g) is
self-dual. Moreover, (Jir(T(n,m)),<g) and (Mir(T(n,m)),<p) are isomorphic to
(Mir(T(n,m)),<%) and (Jir(I(n,m)),<%), respectively, and these isomorphisms
are giwe by functions Vi rirrmm)) and Viriprmmy)- In particular, for each g €
T(n,m), g is join-irreducible (respectively, meet-irreducible) iff m, — g+ 1, is meet-
irreducible (respectively, join-irreducible).

(b) Ifn < m, then W i(,m) is an involutive anti-automorphism of I(n,m). In particular,
(I(n,m) <p) is self-dual. Moreover, (Jir(I(n,m)),<r) and (Mir(I(n,m)),<pg) are
isomorphic to (Mir(I(n,m)),<%) and (Jir(I(n,m)),<%), respectively, and these
isomorphisms are give by functions Vi (1(nm)) and Yinrir(r(n,m))- In particular, for
each g € I(n,m), g is join-irreducible (respectively, meet-irreducible) iff m, —g+1,
is meet-irreducible (respectively, join-irreducible).

The example of the poset (P(2), <g) shows that (P(n,m), <r) need not be self-dual.
Taking n = m in the point (b) of Corollary 3 we obtain analogous facts for the poset

(5(n) <p)-

2 Lattices of matrices

M. Fortin has shown in [7] that each partial injective function f € P(n) can be represented
by a square matrix M(f) of size n with non-negative entries. Moreover, he has proved
that the function f —— M(f) is an order embedding of the poset (P(n),<r) into the
family of all square matrices of size n with non-negative entries and with the natural
componentwise order. In this section, using simple facts and methods of linear algebra
(e.g., classical operations on rows and columns of matrices), we first give simpler and
shorter proofs of these results in a more general case of the poset F'(n,m). Thus posets of
finite functions (F'(n,m), <g), (P(n,m),<g), (T'(n,m),<g) and (I(n,m), <g) are (up to
isomorphism) subposets of the family of matrices of size n x m with non-negative entries
and with the natural componentwise order. Hence, using ideas from [7], we are able to
define four lattices of matrices, which contain our posets of finite functions. Next, we
show some properties of these lattices. For example, three of them are self-dual. We also
show that these lattices have the same numbers of elements as families of row-alternating
matrices, alternating matrices and row-alternating sign matrices, respectively. In the
next section we will prove that these lattices represent Dedekind-MacNeille completions
of (F(n,m),<g), (P(n,m),<p), (I(n,m),<;) and (T'(n,m),<r). Hence we will obtain
additional informations about our posets of finite functions. For instance, their subposets
containing all join-irreducible and meet-irreducible elements will be described.
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2.1 Lattices (M™(Z),<m), (M*(N),<nar) and (M™(k), <)

As usual, a matrix A is called an n x m-matrix or equivalently, a matrix of size n x m, if
A has n rows and m columns, i.e.,

ALY AL2 ... A[l,m]
o A1) A2l ... Al2m]

A= [A[Z’jHi:l,2,..An,j=1,2,...m - ; : g ’
Aln,1] A[n,2] ... Aln,m)]

where n, m € N* are positive integers.

For each subset X C Z (where Z is the set of all integers), let M (X) be a family of
all n x m-matrices A such that Afi, j] € X. Forall k € N, let M (k) = M™({0,1,...,k}),
of course, M!™(0) contains only the zero matrix. Then we have M (k) C M (k+ 1) and
MP(k) € M (N) € M'(2).

The family M*(Z) can be partially ordered by the natural componentwise order <,
(see [7]), i.e., for each A, B € M™(Z),

A<y B ifft Ali,j] < Bli,j] foralli=1,2,...n,7=1,2,...m

Obviously (M](Z), <) is isomorphic to the direct power Z™™ with the product order
<prod- Thus

Proposition 4. (M™(Z), <) is a distributive lattice, (M]"(N),<ps) is a sublattice of
(M™(Z),<m) and (M]M(k),<u) is a finite sublattice of (M"(N),<p). In particular,

n n

(M(k), <) is a finite distributive lattice. Moreover, operations of supremum V and in-

fimum A are defined as follows: for each A, B € M™(Z) andi=1,2,...n,j=1,2,...
(AV B)[i, j] = max{Al[i, j], Bli,j]} and (AA B)[i,j] = min{A[i, j], Bli, ]}

Lattices (M!™(Z),<p) and (M]*(N),<ps) have no top elements, in particular, they
are not complete lattices. The first of them has no bottom element, too. But the zero
matrix

0 0 0
0 0 - 0

Onm: Do : GMTT(N)
00 - 0

is the bottom element of (M"(N),<»s). Hence 07" is also the bottom element of the
lattice (M)*(k), <ur) for all k € N. Next,

E k - k
knm: Do : GMrTzn(k)
kok k

is the top element of (M™(k), <ur).
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2.2 Matrix representation

It is the classical result that each permutation f € S(n) can be represented by the
linear operator ¢;: R® — R™ such that ys(e;) = €5 for i = 1,2,...,n and its matrix

n

MSH(ps) = [pr(et)spp(e)s o pp(en)] (here p(el), p(eh), ..., ps(en) are successive
columns of the matrix), where St : €7 = (1,0...,0),e5 = (0,1...,0),...,el = (0,0...,n)
is the standard base of R". In fact, it is a faithful group representation of S(n) in the
special linear group SL(n,R). In a similar way we can represent functions of F(n,m).
For each f € F(n,m) take the linear operator ¢;: R — R™ specified by conditions

pr(er) = ey if f(i) #0, and pp(e}) = (0,0,...,0) if f(i) = 0. Let

o o S
C(f) = : 7 : 7
c(Hln1] - C(f)ln,m]

be the transposition of the matrix Mg/ (o) corresponding to ¢y, i.e., C(f) = (M (o))"
Equivalently,

1t = ()
0 )£ f6)
Of course, this matrix uniquely determines f.
Let M¢(f) and M"(f) be matrices obtained from C(f) in the following way:

Me(P)li, g1 = CNHLE 1+ CUNE T+ 1 + -+ + CUf)li,m],

M (P)li, 3] = CHIL I+ CNI2 1+ -+ CU, Jl,

i.e., the j-th column of M¢(f) is the sum of columns of C(f) from the j-th to the m-th,
and similarly, the i-th row of M7 (f) is the sum of rows of C(f) from the first to the i-th.
Of course,

C(f)li, 5] :{

Lif j < f(9)

0 ifj> f(i)

Now we can introduce the following definition.

Me(f)li, 5] = {

Definition 5. For each f € F(n,m), let M(f) be an n X m-matrix such that

m

M(f)i ] =Y M(f)lk, 1 =D _M"(f)li.k]= > Clk.1I],

k=j k<i, 125

i.e., the i-th row of M (f) is the sum of the rows of M¢(f) from the first to the i-th, the
j-th column of M(f) is the sum of the columns of M"(f) from the j-th to the m-th, and
M(f)[i, j] is the sum of all entries of C(f) which lie above and to the right of the place

(i, 7)-
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For n = m and f € P(n), our definition of the matrix M(f) is equivalent with the
definition formulated in [7], Section 3.2. Therefore we use the same notation.

For example, take f = (302 4 1) € P(5). Then (see also [7], Example 3.3) matrices
C(f), Me(f), M"(f) and M(f) are equal, respectively, to

00100 1 1100 001 00 1 1100
00 0O00O0 00 0O00O0 00100 1 1100
0100 0], 110 0 01, 01 10 0, 22100
00010 1 1110 01 110 33 210
1 00 0O 1 00 0O 1 1110 4 3 210
For f=(11202)¢€ F(5,3) we have
1 0 0 1 00 1 00 1 00
1 0 0 1 00 2 0 0 2 0 0
C’(f): 01 0 ,Mc(f): 1 1 0 ,]\/[”(f): 2 1 0 ,]\/[(f): 3 1 0
0 0 0 0 0 O 2 1 0 3 1 0
01 0 1 1 0 2 2 0 4 2 0

For each f € F(n,m) we have C(f), M°(f) € M*(1) and M"(f), M(f) € M (n).
Moreover, f € P(n,m) ifft M"(f) € M"(1); and f € T'(n,m) iff the first column of M¢(f)
equals [1 11 ... 17 iff the first column of M(f) equals [12 3 ... n]” iff M(f)[n,1] = n.

Operations on rows and columns of C(f) are invertible, so M¢(f) and M"(f) can be
rebuild from M(f), and similarly, C'(f) can be rebuild from M¢(f) and also from M"(f).
For instance, Mc(f)[zvj] = M(f)[@,j] - M(f)[l - 1a]] and C(f)[l,j] = Mc(f)[lmj] -
Me(f)[i, j+1], where M (f)[0, j] = 0 and M(f)[i, m+1] = 0. Hence, for all f, g € F(n,m),

M(f) = M(g) implies f = g.

In particular, the function f —— M(f) is injective.

Now we show a more general result. This result is proved by M. Fortin in [7] only for
P(n), but his proof can be adopted without major changes for F'(n,m). However, we now
formulate another simpler and shorter proof of this fact.

Theorem 6. The function f — M(f) is an embedding of the poset (F(n,m),<pg) into
(M (n), <ur), ive., for all f.g € F(n,m), f <r g iff M(f) <ur M(g).

Proof. =: Take f,g € F(n,m). If f <,.0a g, then M°(f) <pr M(g), so also M(f) <
M(g) If f —p g, then there are i; < i, j1 < jo such that C(f)[’tl,]l] =1, C(f)[ll,jg] =
C(Nliz, 1] = 0, C(Nliz,J2] = 1, C(g)lin,n] = 0, C(g)lir, jo] = 1, C(g)liz, ju] =
C(g)[ia,72) = 0 and C(f)[i,5] = C(9)[i, 7] for all other i,5. So we have M(f)[i, ]
>onci, 155 CUOIR < D ci 155 Cg)[k, 1] = M(g) for all 7, j. By these two facts we obtain
our implication, because <p is the transitive closure of <,,,q U —p.

«: Take f,g € F(n,m) such that M(f) <y M(g). Since the function f — M(f)
is injective, we can assume that M (f) # M (g). Then it is sufficient to show (see [7]) that
there is f’ € F'(n,m) such that f Sp f" and M(f") <u M(g). If f <proa g, then f <p g.
Thus assume f £,.,q g and take the least number 1 < ip < n such that f(ig) > g(4).
Since M°(f)[1,] = M(f)[1, 1] < M(g)[1,4] = M(g)[1, ], we have iy > 2.

S

—_

Y
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Let A be the set of all numbers 1 < [ < i such that f(ip) < f(I). Then we have
Me(f)IL, f(io)] = Lfor I € AU{io}, so M(g)lio, f(io)] = M(f)lio, f(io)l= M (f)[L, f(io)l+
Me(f)[2, f(io)] + - - - + M°(f)lio, f(io)] = |A] + 1. Hence

Me(g)[1, f(io)] + M (9)[2, f(i0)] + - - + M*(g)[io, [ (i0)] = |A] + 1.

Next, M¢(g)[io, f(io)] = 0 (since f(ig) > g(ip)) and for each 1 < i < ig, M(f)[i, f(ig)] = 1
implies M¢(g)[i, f(i0)] = 1 (because f(i) < g(i) for 1 < i < ig). By these three facts,
there is 1 < kg < i such that

M*(g)lko, f(io)] =1 and  M°(f)[ko, f(i0)] = 0,

so [f(io) < g(ko) and f(ko) < f(io)-
Let f' € F(n,m) be a function such that f'(ko) = f(io), f'(i0) = f(ko) and f'(i) = f(i)
for i # ko,ip. Then f —p f'. Next, for s = f(ko) + 1, f(ko) + 2, ..., f(io),

Me(f")[ko, s] = 1= M*(f)[ko, s] + 1 = M*(g)[ko, s], M“(f)lio, s] = 0= M(f)[io, s] — 1

and for all other pairs (I, j),
Me(fOIL, 51 = Me(f)IL, 4.

Since f(i) < g(i) for i < iy, we have also that
ML, 5] < Me(g)[l, ] for1=1,2,... ig— 1 and 1 < j < m.

Now take 1 <r <n and 1 < s < m. Then by the above facts we obtain:

If s & {f(ko) +1,f(ko) +2,...,f(ig)} or 1 < r < ko — 1, then M(f")[r,s]
Mc(f’)[lj8]+M"(f’)[2751+'"+Mc(f)[ s] = M°(f)[1, s|[+M°(f)[2, SH +Me(f)[r, s]
M(f)[r,s] < M(g)[r,s).

If kg < r < idg—1and s € {f(ko) + 1, f(ko) + 2,..., f(io)}, then M(f")[r,s] =
Me(f)[1, 8]+ -+ Me(f)[ko, ] + - - -+ M(f)[r, 5] ZMC(f)[l s] 4+ (Me(f)[ko, s]
1) 4o+ Me(f)[r, s] < M<(g)[1, 8] + - - - + M(g)lko, 5] +"'+MC(9)[ s| = M(g)[r, s].

Ifip<r<nandse {f(k0)+1>f(k0)+27'"7f(i0>}7 then M(f)[r: 5] = Mc(f/)[173]+
o MO(f) ko, sl A ME(f)[io, 8]+ -+ MO(f')[r, s] = MO(f)[L, 8]+ -+ (M(f) Ko, s]+
1)+ (M(f)lio,s] = 1) + -+ M(f)[r, s] = M(f)[r,s] < M(g)[r, s]. O

Definition 7. For all n,m € N* let F* = {M(f): f € F(n,m)}, P ={M(f): f €
P(n,m)}, T = {M(f): f € T(n,m)} and I'" = {M(f): [ € I(n m)}. Moreover,
Sp= Iy ={M(f): feSn)}.

Note that P is denoted by R,, in [7]. Of course, I’ C T, C F'* and ;" C P" C F".
If n > m, then I = (). Recall that the function f —— M(f) is injective. So I" =
PN T Moreover, we can introduce the following notation (which will be used in the
third section).

Remark 8. For each matrix A € F", there is an exactly one function of F'(n,m), denoted

by fa, such that M(f4) =
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Sets F)", P, T™, I induce subposets of (M]"(n), <), which are isomorphic to
(F(n,m),<p), (P(n,m),<p), (T'(n,m),<p), (I(n,m),<;), respectively, by Theorem 6.
In particular, (S(n),<g) is isomorphic to (S}, <us).

For all m € N*,

I"=T"={100...00,[110...00],...,[111...10},[111...11]}

is an m-element chain and P" = F{" = {[000 ... 0 0]} UT™ is an m + 1-element chain.
Next, for each n € N*,
P! ={00...000",[00...001)",[00...011]",...[01 ... 111", 11 ... 111]"}

n

is an n + 1-element chain (hence we obtain another proof of the fact that (P(n, 1), <p) is
an n + l-element chain).

Finally, take posets T'(n,m) and T*. If m = 1, then T'(n,1) = {(1 11 ... 1)} and
T! = {[1 23 ... n]T}. Thus assume that m > 2. Then we know that the function
f+— f—1, is an isomorphism of (T'(n,m), <g) onto (F(n,m —1),<p) and the function
g — g+1, isits inverse. It is easy to see that M (f—1,) =] M(f) for each f € T'(n,m),
where | A is the n x (m — 1)-matrix obtained from an n x m-matrix A by removing its
first column. Similarly, we obtain M (g + 1,) =1 M(g) for each g € F(n,m — 1), where
1T A be an n x (k + 1)-matrix obtained from an n X k-matrix A by adding the first
column [1 2 3 ... n]T. Hence the function ®: A —| A is an isomorphism of (7™, <)
onto (F™ 1 <), and U: A —1 A is an isomorphism of (F™! <) onto (T, <ur).
Moreover, it is obvious that |1 A = A for each matrix A, and it is not difficult to see that
Tl A= Afor each A€ T)". Thus V is the inverse function of .

2.3 Special sublattices of (M (n), <)

Posets (F™, <ur), (P, <) (T, <um), and (I, <jy) are not lattices. Therefore now, ap-
plying methods from [7], we define families FG}', PG} TG}, and 1G]} of matrices, which

contains these posets and form sublattices of (M™(n),<ps). In fact we will show in the

next section that these lattices are (up to isomorphism) Dedekind-MacNeille completions
of these posets, and consequently, of posets (F'(n,m),<g), (P(n,m),<r), (T'(n,m),<pg)
and (I(n,m),<r).

Definition 9. Let n, m € N* be positive integers. Then
(a) FG is a set of all n x m-matrices A € M"(N) such that

(1) the columns of A, from the top to the bottom, are increasing and starting by
0or 1,

(2) each two adjacent numbers on a column of A are equal or differ by 1,

(3) the rows of A, from the left to the right, are decreasing.

(b) PG is a set of all matrices A € FG” such that
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(1) the rows of A, from the left to the right, are decreasing and ending by 0 or 1,

(2) each two adjacent numbers on a row of A are equal or differ by 1.

(c) TGP is a set of all matrices A € FG) such that A[n, 1] = n (equivalently, the first
column of A is equal to [1 2 ... n]T).

(d) IG" = PG NTG. In other words, IG!" is a set of all matrices A € PG such
that A[n, 1] = n (equivalently, the first column of A is equal to [1,2,...,n]T).

If n = m, then IG} will be denoted by SG? (equivalently, SGI is a set of all matrices
A € PG such that the first column of A is equal to [1,2,...,n|T and the last row
is equal to [1,2,...,n]).

Note that the family PG} is introduced in [7], where it is denoted by RG,. Next,
conditions (b.1) and (b.2) imply that IG? = () for n > m.

For each m € N*, FGT' = F|", PGT" = P[", TGY' = 17" and IGY" = I{"; in particular,
PGP = FGT and IGT = TG Next, for each n € N, TGL =T} = {[123 ... n]}
and PG. = P!

Conditions (a.1) and (a.2) of Definition 9 imply

0< Ali,j] <i<n foreach A € FGI.

Hence PG’ TG, IG C FG* C M™(n). In particular, all these sets are finite.
By these two inequalities and conditions (b.1), (b.2) of Definition 9 we obtain

0 < Af4,j] < min{i, m — j + 1} < min{n,m} for each A € PG

In particular, PG??, IG7 C M*(min{n,m}).
Conditions (b.1), (b.2) and (d) of Definition 9 imply also

max{0, ¢ —j + 1} < A[é,j] for each A € IG}.

The set F'G!" induces a subposet of the lattice (M!™(n), <), and sets PG, TG, IG!"

n
induce subposets of (FGI", <5r). Moreover, it is easy to see that the following more

general result holds (it generalizes Theorem 4.16 formulated and proved in [7] for PGY).

Proposition 10. Let n,m € N*. Then

(a) (FGI", <) is a sublattice of the lattice (M!™(n),<ar). In particular, it is a finite
distributive lattice with the join and meet operations defined as in Proposition /.

(b) (PG, <), (TG, <n) and (IG2, <) (if n < m) are sublattices of (FGI', <ar).

The lattice (IG,<p) (if 1 < n < m) is a sublattice of lattices (PG, <js) and
(TG, <pr). Moreover, (PG, <) is a sublattice of the lattice (M™(min{n, m}), <)

For each m € N*, FGT' = PGY' is an m + l-element chain and T'GY" = IGY' is
m-element chain. Next, for each n € N*, (PGL, <,s) is an n + 1-element chain.
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Take the lattice (TG, <pr). If m = 1, then it is a trivial (i.e., one-element) lattice.
For m > 2 it is easy to see that the functlon d: Ar—] A, for all A € TG, is an
embedding of (T'G™, <) into (FG™ 1, <yy); recall that | A is the n x (m — 1)-matrix
obtained from an n x m-matrix A by removing its first column. Next, observe that if
A€ FG™ ! then T A € TG™ (rows of T A are decreasing, because Ali, 1] < 4), recall that
1A is an n x (k+ 1)-matrix obtained from an n x k-matrix A by adding the first column
(123 ... n]T. Thus the function ¥: A —1 A, for all A € FG™ ! is an embedding of
(FGm= 1, <M) into (TG™, <pr). Moreover, 1] A = A for each A € TG™ and |1 A = A for
each A € FG™ 1. So W is the inverse function of ®. Hence ® is an isomorphism between
(TGnm, <M) and (FGnm_l, <M)

Now we formulate some technical notions which will be needed later.

Definition 11. Let A € M]*(Z). Then

(a) O"(A) is a matrix such that O"(A)[z, j] = Ali, j] — A[i — 1, j], where A[0, j] =0, for
i=1,2,...,n,5 =1,2,...,m (i.e., the i-th row of O"(A) is the difference of the
i-th and the i — 1-th row of A).

(b) O¢(A) is a matrix such that O°(A)l[i, j] = Ali, j] — A[i, j + 1], where A[i, m + 1] = 0,
fori=1,2,...,nand j =1,2,...,m (i.e., the j-th column of O¢(A) is the difference
of the j-th and the j + 1- th column of A).

(c) O(A) = 0°(0"(A)) = O"(0%(A)), L.e., O(A)[i, j] = (Ali, j] — Ali = 1, j]) — (A1, j +
1] -Ali—1,7+1)) = (Afi,j] + Ali — 1,5 + 1]) — (Ali — 1, j] + A[i,7 + 1]), where
A0, 7] =0 and Ali,m + 1] = 0.

(d) A" is a matrix (called the horizontal transposition of A) obtained from A by chang-
ing the positions of columns from the last to the first, i.e., A"[i, j] = Afi,m —j +1].

(e) A" is a matrix (called the vertical transposition of A) obtained from A by changing
the positions of rows from the bottom to the top, i.e., A"M[i,j] = Aln — i+ 1,7].
P p; ) )] )]

(f) A% = (AT = ((A")"M)T (where T denotes the transposition of matrix), equiv-
alently, A%[i,j] = Alm — j + 1,n — i + 1]. This matrix will be called the quasi-
transposition of A. In other words, A% is obtained from A by the mirror symmetry
with respect to the second diagonal (i.e., the diagonal from the left and the bottom
to the right and the top).

(g) If Ais a 0— 1 matrix, i.e.,, A € M*(1), then A" = 1" — A (i.e.,, A"9[i, j] =
1 — Ali, j]), equivalently, A" is obtained from A by replacing each zero entry by 1
and each one entry by 0.

100
Take A = [1 1 0].ThenAEFG’§ and A ¢ PG3, A¢ TGS, A ¢ IG3. Next,
2 0

2
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00 1 2 20 000
At=10 1 1], A%=|1 10|, A®=|2 1 0|.
02 2 100 2 1 1
Take A € M™(Z). Then O(A)%"[i,j] = O(A)im —j+1,n—i+ 1] = (Alm — j +

Ln—i+ 1]+ Am—jn—i+2])— (Am — ]n—i+1]+A[m—j+1,n—i+2]):
(A%[i, 5] + A%[i — 1,5 + 1)) — (A[3, 5 + 1] + A%[i — 1, j]) = O(AT)[i, j]. Thus

O(A™) = O(A)".
It is also easy to show that O(A) = O"(O"(A)#)% = OT(O’"(A)T)T. Next, O"(AM) =
O (A, O¢(AY) = O°(A)Y (A)T = A, (APt = A (AY)"E = A, Tf Ais a 0 — l-matrix,
then (Aneq)ht (Aht)neq (Aneq)vt (Avt)neq and (Aneq)qt (Aqt)neq.
Matrices O(A), O"(A), O°(A) are obtained from A by invertible operations, so A can
be rebuild from these matrices, and also O"(A), O°(A) can be rebuild from O(A). More
precisely,

O"(A)i, j] = X3, O(A)[i. k], O(A)[i, j] = 35, O(A)[k, 1],
Ali, j] = 251 OT(A) [k, J] = 225, O(A)E k] = Xoieius; O(A) K, 1.
In particular, for all A, B € M™(Z),
if O(A) = O(B) or O"(A) = O"(B) or O%(A) = O%(B), then A = B.
Applying the above results it is easy to see that for every function f € F(n,m),
O"(M(f)) = Mc(f), O(M(f))=M"(f) and OM(f))=C(f).

For each A € M!"(N) we have also the following simple facts:

A € FG!" implies that O"(A) is a 0 — 1 matrix, i.e., O"(A) € M"(1).

A€ PGMiff A€ FG™ and A% € FG™.

A € F" iff each row of O"(A) is decreasing from the left to the right, i.e. each row of
O"(A) is of the form [1,1,...,1,0,0,...,0], where 0 < k < m.

Moreover, if n = m, then zljl € SGI iff A" € SGT.
Proposition 12.
(a) FJ* C FGr, P C PG, T CTGY and I C IGT.
(b) F"N PGy =P, F"NTG! =T" and F"NIGT = 17"

Proof. (a): Take f € F(n,m). Then M¢(f) is a 0 — 1 matrix which has decreasing
rows, so M(f) € FG". If f € P(n,m), then additionally M"(f) is a 0 — 1 matrix,
so M(f) € PG'. If f € T(n,m), then M(f)[n,1] = n, so M(f) € TG}'. Finally,
["=Pm"AT™ C PGP ATG™ = [G™.

(b): P C F»N PG and T)" C F" NTG! by (a). Thus take A € F" and
f = fa (see Remark 8). If A € TG, then A[n,1] = n, so f € T(n,m). Hence
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n

J.
It f(j) < m, then A[j, f(j)] = M(f)J. f(D] = Xicjizpiy CHIE = COHL, f(0)] +
CN L+ Xicjisriyer COIE = 2+ Afj, f(§) + 1) If f(j) = m, then A[j,m] =
D heiimm COIE = C(Hlim] + C(f)lj,m] = 2. These cases nnply A ¢ PG, s
Fm (A PG™ C P™

Finally, F"NIG™ = F"NPG™NTG™ = F"NPGMAF™"NTG™ = P"AT™ = I™. [

A € T". Next, assume that f ¢ P(n,m), ie, f(i) = f(j) = 1 for some i <
k1] )

Take a matrix A € FGL. Then the unique column of O"(A) = O(A) can be considered
as a function f from {1,2,...,n} to {0,1}. Of course, M(f) = O"(A), so M(f) =
A. Hence we obtain that FG. = F! for all n € N*. 1In particular, (F! <) is a
finite distributive lattice for each n € N*. Observe also that (F!,<,s) is not linearly
ordered for n > 3, because the supremum of [1 11 ... 1JT and [0 12 ... 2|7 is equal
o112 ...2T. Note that these matrices correspond to functions (1,0,0,0,...,0),
(0,1,1,0,...,0) and (1,0,1,0,...,0), respectively. Obviously, lattices F}' = {[0],[1]} and
F={[00]%,[0 1]7,[1 1]7,[1 2]*, } are chains.

Since (F(n 1), \F) and (F}, \M) are isomorphic, we have also that F'(n,1) is a finite
distributive lattice for all n € N*. Next, F(n,1) is a chain iff n = 1,2. Note that
F(1,1) = {(0), (1)} and F(2,1) = {(0,0), (0, 1), (1,0), (1, 1)}

For all n,m > 2, posets (F™, <) and (P, <), thus also posets (F(n,m),<r)
and (P(n,m),<g), do not form lattices. Take four functions f; = (1,0,0,...,0), fo =
(0,2,0,...,0),¢1 = (1,2,0,...,0),92 = (2,0,0,...,0) € P(n,m) C F(n,m) (see Figure
in Subsection 1.3) and let A = M(f1), B = M(f2), C = M(g1), D = M(g2), i

100 --- 0 000 -+ 0
100 --- 0 110 - 0
A=|[100 - 0|, B=|1 10 0]
(100 0 | (110 0 |
(1.0 0 0 (1 1 0 0
10 0 110 0
c=1210 0|, p=|110 0
(2 10 -+ 0] (110 - 0]

Assume that S € F™ is a supremum of A and B. Then A, B <j S, so S[1,1] >
max{A[l,1], B[1,1]} = 1, S[1,2] > 0, S[2,1],5]2,2] > 1. Next, C' and D are upper
bound of A and B, soSéMC’D Hence S[1,1] < min{CI1,1], D[1,1]} =1, S[1,2] <0,
S[2,1],5[2,2] < 1. Summarizing, S[1,1] = S[2,1] = S[2,2] = 1 and S[1,2] = 0. Thus
Or(9)[1,1] =1, 0"(9)[1,2] = 0, OT(S)[ 1] =0, 07(9)[2,2] = 1, s0 S ¢ F. This
contradiction shows that {A B} has no supremum n F™ thus also in P

Posets (I, <) and (I(n,m),<p) (where n < m) are not lattices for n > 2 and

n

m > 3. Take four functions f; = (2,1,3,4,5,...,n), fo = (1,3,2,4,5,...,n),q1 =
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(2,3,1,4,5,. )g (3,1,2,4,5,...,n)

letA M(.fl) :M(f2>7C:M(gl)7D M(g2)ale7
110 - 100
210 - 2 1 1
A=13 91 ...|» B=]3 91 ,
1 1 0 1 1 1
2 2 1 2 1 1
C=13 921 , D=3 91

Assume that S € I is a supremum of A and B. Then A,B <y S, so S[1,1] >
max{A[l,1], B[1,1]} =1, S[1,2],5[2.2], S[2,3] > 1, S[1,3] = 0, S[2,1] > 2. Next, C' and
D are upper bound of A and B, so S <y C, D. Hence S[1,1] < mm{C[l 1}, D1, 1]} =1,

S[1,1] = S[1,2] =

S[1,2],5(2,2],5[2,3] < 1, S[1,3] < 0, S[2,1] < 2. Summarizing, : [
S[2,2] = S[2,3] = 1, S[2, 1] 2 and S[1,3] = 0. Thus O"(S)[1,1] = O"(S)[1,2] =
0"(9)[2,1] = O"(9)[2,3] = 1 and O"(9)[1,3] = O"(5)[2,2] = 0. Hence S ¢ F™, in

particular, S ¢ I

Recall that (17", <j) is an m-element chain. Next, I7 = S5 = { [ b ], [ ool } }

is a two-element chain. Hence and by the above fact we obtain that (1™, <,/), thus also
(I(n,m), <), is a lattice iff n = m = 2 or n = 1, because I* = () if m < n.

00 0

00 ... 0
The bottom element 07" = | . : .| of the lattice (M;"(N),<us) is also the

00 .. 0
bottom element of lattices (FGI, \M), (PG, <) and of posets (F', <), (P, <u).
Since 1, is the bottom element of (T( m),<r) (see the end of Subsection 1.2), we
10 0

2 0 ... 0
have that the matrix M(1,) = | . . . | is the bottom element of (77", <jr), which

no0 .. 0
will be sometimes denoted by Ozm. Of course, Opm is the bottom element of (T'G}', <)
too. It also follows from facts that TG, = T, = {Op:} and for m > 2, the function
A ] A is an isomorphism from TG?" to FG7 and [ Opm = 0" 1.

Take the top element m,, of (F(n,m),<p) and (T'(n,m),<pg) (see the end of Subsec-
111

2 2 ... 2
tion 1.2). Then M(m,) = | . . .| is the top element of (F)", <pr) and (T}, <ar).

The matrix M(m,,) will be denoted by 1pm. It is easy to see that 1pm is also the top

11 ... 1

element of (FG7', <) and (T'G}, <ur). Note that O"(1pm) = M(m,,) = L

n
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00 ... 0

00 ... 0

and O(1pm) = C(m,) = . .
00 ... 0 1

Take the top element V, ) of (P(n,m),<p) (see the end of Subsection 1.2), which

is also the top element of (I(n,m), \F) if n < m. Then M(V(,m)) is the top element

of (P, <) and also of (1" ,SM) if n < m. The matrix M(V(n m)) Wlll be denoted by
T 1 1 11
2 2 2 ...o2 2 1
3 3 3 . 3 2 1
V. Next, it is easy to see that V' = | -~ - = o . - ifm<n, and
m m—1 m-—2 3 2 1
L m m—1 -2 3 2 1
1 1 1 1 1 11
2 2 2 2 1
v = : o : © . | if n < m. Hence it easily follows
n—1 n—-1 -+ n—-1 n—-1 n-2 2 1
n n n n—1 n-2 -2 01
that V" is the top element of (PGnm, <) and also of (IG), <) if n < m. Note that
11 o 1 1 17
11 -« 110
11 100
O (Vi) =MNVNomy) = | = - 1+ o | ifm<n, and O(VY) = M(Vm)) =
10 -~ 00 0
00 00 0
00 00 1
11 11 11 00 v Lo
11 11 10 00 L oo
: if n < m. Next, O(V) = C(Vum) = :
11 11 0 0 Lo 000
11 10 00 :
00 00 0
00 00 0 1
00 - 00 - 10
ifm<n,and O(V?) =C(Vum)=|: = ...+« .+ :|ifn<m,
00 - 01 -~ 00
00 - 1.0 - 00

Finally, assume n < m and take the bottom element A, ) of (I(n,m),<r) (see the
end of Subsection 1.2). Then M (A, )) is the bottom element of (1], <js). The matrix

1 0 0 -~ 00 - 0 0
2 1 0 ... 0 0 -+ 0 O
M (A@,m)) will be denoted by A7, Next, A" = 5 : U
n-1 n-=2 n—=3 -~ 1 0 -~ 0 0
n n—-1 n-2 ... 2 1 - 0 0
so it is the bottom element of (IG}', <), too. Note that O"(A]') = M(Apm) =
10 0 00 -—- 00 100 - 000 -=- 0 0
1 1.0 - 00 -~ 00 010 - 000 -~ 00
Crr s O = CBem) = S :
11 1 - 1.0 -~ 00 00 0 01 0 0 0
1 1 1 -+ 1 1 == 00 00 0 0 0 1 0 0
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—
—

2 2 2 2 1
In particular, for n = m we obtain that matrices V? = ; : PR
n—2 n—-2 n—-2 ... 2 1
n—-1 n-1 n-2 ... 2 1
n n—-—1 n-2 --- 2 1
1 0 0 0 0
2 1 0 0 0
and A = 5 5 © .. ¢ | arethe top and the bottom element of the lattice
n—1 n-2 n-3 --- 1 0
n n—-1 n-2 ... 2 1
(SG, <), respectively (obviously, these matrices are also the top and the bottom ele-
11 1 e 11T
111 - 10
ment of (S}, <ar), respectively). Note that O"(V})) = M“(V(y)) = | =+ . |,
110 -~ 00
1 0 0 0 0
0 0 0 0 1 10 0 0 0
000 - 10 1 1.0 -~ 0 0
OVy) =C(Vw) =1|: .+ [,0(Ay) = M(Awy) = | ¢+« . 1|,
o1 0 --- 0 O 1 1 1 -1 0
100 0 0 111 11
100 - 00
0 1 0 0 0
O(A}) =C(Aw) =1 = | - : Do
000 -~ 10
000 -~ 0 1

2.4 Self-duality of lattices (FGT, <), (TG, <ym) and (IGT*, <m)

We know that the function f —— m, — f is an involutive order anti-automorphism of
F(n,m) (Proposition 2). Now we show that this function can be transported on the
poset F)", and next, extended to an involutive anti-automorphism of the lattice F'G}'. In
particular, F'G]" is a self-dual lattice. We start with the following definition.

Definition 13. For each A € M}(Z), let A% = (1pp — A" = 1}, — A" = 1pn — AM,
ie., AYi,jl=1i— Ali,m —j+1].

Lemma 14. For each A € FG™, A% € FG™ and (A%)? = A.

Proof. The first part is obtained by a standard verification. Next, (49)? = (1p — (15 —
At =1 — (1p — AP =15 — (1p — A) = A O

For A € FG™, the matrix A? will be sometimes called the dual of A in the lattice
(FG, <ar), because the following result holds.

Theorem 15.

(a) The function A — A% is an involutive anti-automorphism of the poset (FG™, <ur).
In particular, the finite distributive lattice (FGI', <pr) is self-dual.

(b) Posets (Jir(FG™), <) and (Mir(FG™), <u) are isomorphic to (Mir(FG™), <$,)
and (Jir(FG™),<4,), respectively.
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(¢c) For each matric B € FG', B € Jir(FG)) (respectively, B € Mir(FGY)) iff
B? € Mir(FG™) (respectively, B¢ € Jir(FG™)).

Proof. (a): By Lemma 14 this function is a well-defined involution from FGJ' to FGI.
Next, for A,B € FG™, A <y B iff A" <,y BM iff —BM <y —AM iff 15 — BM <y,
1 — AMff BY <, AY iff A <4, B,

Points (b) and (c) are obtained from (a). O

Lemma 16. For each A € FG™, O"(A%) = (O"(A)"9)",

Proof. O"(A%) = O"(1p — AM) = O"(1p) — O"(AM) = 17" — O"(AM) = (O"(A)M)"9 =
(Or(A)reoy. 0

Lemma 17. Let f € F(n,m) and A € FG)'. Then

(a) M(f)* = M(m, — f).
(b) Ae F™ iff Ae F™.

Proof. (a): Let A = M(f). The i-th row of O"(A) is equal to . Thus

the i-th row of (O"(A)"e9)" = O7(A?) (see Lemma 16) is equal to

Hence O"(M (m,, — f)) = C*(m,, — f) = O"(A%), so M(m,, — f) = Ad
(b): It is obtained by (a) and the equality (4%)¢ = A. O

By the above lemma we obtain the following fact.

Proposition 18. Take the involutive anti-automorphism ®: A — A? of (FG™, <)
and the isomorphism U: fr— M(f) between (F(n,m),<r) and (F}",<p). Then ®1pm
and U1 o @ypm o U are mvolutwe anti-automorphisms of (F',<u) and (F(n,m),<g),
respectively. Moreover, U~' o ®|pm o U(f) = m, — f for all f € F(n,m), i.e., it is the
function defined in Proposition 2.

Recall that the function A —| A is an isomorphism between lattices (T'G}', <»r) and
(FG™ 1, <yy) (for m > 2). Thus by Theorem 15 we have that the finite distributive lattice
(TG, <p) is self-dual and posets (Jir(T'G"), <ur), (Mir(TG'), <) are isomorphic to
posets (Mir(TG™),<4,), (Jir(TG™), <4,), respectively. Note that for m = 1 these facts
are obvious, because TGL = {[12 ... n]T} and consequently, Jir(T'GL) = Mir(TGL) = 0.
Moreover, we can transport the function A — A on TG™ to obtain an involutive
anti-automorphism of (TG, <,s). We will also show that this new anti-automorphism
preserves IG', so (IGI", <) is self-dual too. Therefore we first introduce the following
definition.
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Definition 19. For each A € M™(Z), where m > 2, let A" =1((] A)%).

Recall that for every n x k-matrix B, | B is the n x (k — 1)-matrix (for & > 2)
obtained from B by removing the first column, i.e., | B[i,j] = Bli,j+ 1] for 1 <i < n
and 1 < j < k — 1. Next, 7B is the n x (k + 1)-matrix obtained from B by adding the
first column [1 2 3 ... n]T, i.e., 1 B[i,1] =4 and 1 BJi,j] = Bli,j — 1] for 1 < i < n and
2<j<k+1L

If m =1, then we set A" =[123 ... n|T forall A€ M(Z).

Observe that forall 1 <7< nand 1 <75 <m,

A ] = i if j =1
’ i—Ali,m—j+2] if2<ji<m’

because A[i, j] = (L A)i,j—1] = i— ([ A)[i, (m—1)=(j—1)+1] =i— (L A)[i,m—j+1] =
i — Ali,m — j + 2] for each j > 2.

It is easy to see that the following facts holds. First, | A = A for each n X m-matrix
A. Second, | A € FG™! (it m > 2) and 1 A € TG C FG™! for all A € FG™.
Third, for every A € FGJ' (where m > 2), (L A) = Aiff A € TGP

Lemma 20.
(a) For each A € FG™, A" € TG™. Moreover, if A € IG™, then A" € IG™.
(b) For each A € TG™, (AM)td = A,

Proof. (a): Tt is obvious for m = 1. Thus assume m > 2. Then | A € FG™ ! so
(1 A)? € FG™ ! by Lemma 14. Hence A =1((L A)4) € TG™.

Assume that A € IG™. Since A" € TG™, it is sufficient to show that every two
adjacent numbers on a row are equal or differ by 1. Of course, all rows of | A satisfy
this condition, so it holds also for all rows of (} A)". Consequently, each row of (| A)¢ =
1m-1 — (L A)" satisfies this condition. Moreover, A"[,2] =i — A[i,m] for 1 < i < n.
Thus A"[i, 1] — A"[4,2] =i — (i — Ali,m]) = A[i,m]) = 0 or 1.

(b): (A = (+((L A =1 (1 (LAY =1 (L A =1 (L 4) = A, the last
equality holds, because A € T'G}. n

For A € TG™, the matrix A' will be sometimes called the {-dual of A in the lattice
(TG, <), because by Theorem 15 we have the following fact.

Corollary 21.

(a) The function A — A™ is an involutive anti-automorphism of (TG™ <u). In
particular, the finite distributive lattice (TG, <) is self-dual.

(b) Posets (Jir(TG™),<yr) and (Mir(TG™),<yr) are isomorphic to (Mir(TG™), <%,)
and (Jir(TG™),<4,), respectively.
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(¢c) For each matriv A € TG, A € Jir(TG}) (respectively, A € Mir(TG)) iff
At e Mir(TG™) (respectively, A" € Jir(TG™)).

Proof. Assume first that m > 2 and take the involutive anti-automorphism ©: A ——
A4 of the lattice (FG™1,<y), the isomorphism ®: A ——] A from (TGn,\M) to
(FG™ 1, <yy) and its inverse ®7!': A ——1 A. Then the composition @71 o © o @ is
an involutive anti-isomorphism of (T'G™, <j;) and @ 1o©@od(A) = A for all A € TG™.

A — A" is also an involutive anti-automorphism of (TG}, <ur), because TG) =

{123 ... a7} O

Since A € IG™ for all A € IG™ (Lemma 20), by Corollary 21 we obtain the following
result.

Corollary 22.

(a) The function A — A" is an involutive anti-automorphism of (IG™, <yr) (where
n < m). In particular, the finite distributive lattice (IG', <pr) is self-dual.

(b) Posets (Jir(IG™),<y) and (Mir(IG™), <) are isomorphic to (Mir(IG™), <%,)
and (Jir(IG™),<4,), respectively.

(¢c) For each matriz B € IG™, B € Jir(IG™) (respectively, B € Mir(IG™)) iff B €
Mir(IG™) (respectively, B € Jir(IG™)).

We use the following notation in the next results. For each n x m-matrix B and
bi,bo, b3, ..., by, € Z, Toy bybs... b, B denotes the n x (m + 1)-matrix obtained from B by
adding the first column [by by b3 ... b,]7T.

Lemma 23. For each A € TG™, O"(A") =111 ((O" (L A)ne9)ht).

Proof. OT(Atd> = 0" (1 (L A)d)) =11 0"((4 A)d) = (Lemma 16) =111,.1 ((O"(1
A)neg)hty, O

Lemma 24. Let f € T(n,m) and A € TG. Then
(a) M(P) = M(m, — f +1,).
(b) A€ T™ (respectively, A € I"™) iff A" € T™ (respectively, A € I™).
Proof. (a): Let A = M(f). The i-th row of the matrix O"(L A) =] O"(A) is equal to

m—1 m—1
f1,1,...,1,0,0,...,0]. Thus the i-th row of (O"({ A)"9)" equals [1,1,...,1,0,0,...,0].
f@)—1 m—f(i)
Next, by Lemma 23 we have the equality O"(A™) =ty 1 ((O"(} A)"9)"). These two

A\

facts imply that the i-th row of the matrix O"(A") equals rl, 1,...,1,0,0,... ,OT. Hence
m—f(i)+1
O'(M(m, — f+1,))=C¢(m, — f+1,) =0"(4"), so M(m,, — f +1,) = A%
(b): It is obtained by (a) and the equality (A')" = A which holds for all A € TG™. [J
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By the above lemma we obtain the following fact.

Proposition 25. Take the involutive anti-automorphism ®: A — A of (TG™, <)
and the isomorphism V: f — M(f) between (T (n,m),<r) and (T, <u). Then

n

(a) ®yrm and ¥~ o®pm oW are involutive anti-automorphisms of posets (T", <ar) and

(T'(n,m), <p), respectively. Moreover, (¢! o ®ipm o U)(f) = m, — f + 1, for all
f€T(n,m), ie., it is the function defined in Corollary 3.

(b) If n < m, then @m and (T o @irm 0 V)i 1tnm) = (Virnm)) " © Prim © Wipnm) are
involutive anti-automorphisms of (I, <pr) and (I(n,m), <pg), respectively.

2.5 Row-alternating matrices, alternating matrices and row-alternating sign
matrices

Definition 26. (a) We say that A € M*({—1,0,1}) is a row-alternating matriz if the
following five conditions hold:

the sum of all entries on each row is 0 or 1;

ra.2) for each 1 < k < n, the sum of first k& entries on each column is non-negative;

(ra.1)

(ra.2)

(ra.3) numbers 1 and —1 alternate on each row;

(ra.4) the first non-zero entry (if exists) on each column is 1;
(ra.5)

the last non-zero entry (if exists) on each row is 1.

The set of all quasi-alternating matrices of size n x m will be denoted by R.A;".
Note that (ra.l) follows (ra.3) and (ra.5), and (ra.4) from (ra.2). Next, (ra.3) and
(ra.4) imply that the first row of row-alternating matrix contains at most one 1.

(b) A e M™({-1,0,1}) is called an alternating matriz if the following six conditions
hold:
(al.1
(al.2
(al.3
(
(
(

the sum of all entries on each row is 0 or 1;
the sum of all entries on each column is 0 or 1;
numbers 1 and —1 alternate on each row;

al.4
al.b
al.6

numbers 1 and —1 alternate on each column;

the first non-zero entry (if exists) on each column is 1;

— — ~— ~— —

the last non-zero entry (if exists) on each row is 1.

The set of all alternating matrices of size n x m will be denoted by A"

Note that (al.1) follows from (al.3) and (al.6), and (al.2) from (al.4) and (al.5).
Next, (al.4) and (al.6) imply that the last column of alternating matrix contains at
most one 1. Similarly, by (al.3) and (al.5) we have that the first row of alternating
matrix contains at most one 1.
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(c) An alternating matrix is called a row-alternating sign matriz if the sum of all entries
on each row is 1. The set of all row-alternating sign matrices of size n x m will be
denoted by RAS)".

The concept of alternating matrices has been introduced in [7] for square matrices.
Take A € A" It follows from (al.4) and (al.5) that the sum of first k entries on each
column of A is 0 or 1, so (ra.2) holds for A. Hence A* C RA]'. Of course, we have also
RAS C A™. Next, we easily obtain that A € A™ iff A € RAT and A” € RA”,.

Recall that a square alternating matrix is called an alternating sign matriz (see [2])
if the sum of all entries on each row and on each column is 1. The set of all alternating
sign matrices of size n x n will be denoted by AS]. Of course, AS; C RAS,. It is also
obvious that A € AS) iff A € RAS! and A” € RAS.

It is proved in [7] that PG and A} have the same number of elements. Now we
show analogous results for F'G)', PG}, TG, IG". These results may be proved using
techniques from [7], but we formulate other proofs which apply matrix operators O" and
0. We first prove two technical facts.

Lemma 27. For each A € M™"(N),
(a) A€ FG™ iff O(A) e RAT.
(b) Ae PG iff O(A) e A™.
(¢c) A€ IG" iff O(A) € RAS,.
(d) Ae SG! iff O(A) e AS,.

Proof. (a): Assume that A € FG?'. Then O"(A) € M*(1), so O(A) € M* ({ O 1})
and O(A) satisfies (ra.5). Next, we have that >, ;o O(A)[k, ] = A, j] > Ali,j +1] =
S heisji1 OA) k1], s0 34 O(A)[k, j] > 0, ie., (ra.2) holds for A.

Take the i-th row R of the matrix O"(A). If R is non-zero, then R is of the form
[...,0,1,...,1,0...,0,1,...,1,0,...]. Each fragment 0,1,...,1,0 of R is transformed to
—1,0,...,0,1,0 in the i-th row R of O(A). Of course, if R = [1,...,1,1,0,...], then
R =1[0,...,0,1,0,...]. Thus O(A) satisfies (ra.3).

To see (ra.4) assume that the first non-zero entry of a j-th column of O(A) is —1 in
the position i. Then j < m — 1, because A satisfies (ra.5). Next, by the above results
concerning rows of O"(A) and O(A) we obtain that O"(A)[i,j] =0, O"(A)[i,j+ 1] =1
and O"(A)lk,jl = O"(A)[k,j+1] =0 or O"(A)[k, j] = O"(A)[k,j + 1] = 1 for each k < i.
These facts imply Afi,j] = >, O"(A)[k,j] < >, O"(A)[k,j + 1] = Ali,j + 1]. This
contradiction shows that O(A) satisfies (ra.4).

Now assume that O(A) € RA}". Then we have that A[i,j] = >, ;. O(A)[k,l] =
Zkgi,l?yﬂrl O(A) [k’ l] + 22:1 O(A)[k’j] > Zkgi,l}jJrl O(A) [ka l] = A[i>j + 1] by (ra'2)7 50
each row of A is decreasing. Next, (ra.3) and (ra.5) imply 37" O(A)[i,1] = 0 or 1. Thus
Ali, gl = Ali = 1,5] = 3 hcip OCAR 1 = X ki1 25 OCA) K, I = 302 O(A) i 1] = 0 or
1, where we set A0, j] = O(A)[0, j] = 0. In particular, A[1,j] = 0 or 1.
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(b): We know that A € PG™ iff A € FG™ and A? € FG?,. Hence A € PG™ iff
O(A) € RAY and O(A)" = O(AT) € RA;, iff O(A) € A

(c): Assume that A € IG*. Then O(A) € A" by (b). Since the first column of A is
[1,2,...,n]T, each row of O"(A) is of the form [1,1,...,1,0,...]. Hence the first non-zero
entry on each row of O(A) is 1. Thus (al.3) and (al.6) imply that the sum of all entries
on each row of O(A) is 1. So O(A) € RAS).

Now assume that O(A) € RAS)'. Then A € PG} by (b). Next, we have that
Ali 1] = 3 pcin OA)R ] =305 (X2 O(A)[k,1]) = 32—, 1 =1i. Thus A € IGY.

(d): 7 <= "7 follows from (c) (for n = m), because AS, C RAS]. Assume that
A € SGT. Then we know that A% € SG?. Hence and by (c), O(A) and O(A)? = O(A?)
belong to RAS.. Thus O(A) € AS”. O

Lemma 28. Let A, B € M;"(Z) be matrices such that Ali,j| = > 4 ,-; Blk,l]. Then
O(A) = B.

Proof. O"(A) = Ali, jl—Ali—1,5] = >_,.; Bli,l], so O(A) = O"(A)[i, j| - O"(A)[i,j+1] =
Bz, j]. O

Since the function A — O(A) is injective, by Lemmas 27 and 28 we obtain the
following result (recall that TG™*! is isomorphic to FG™).

Theorem 29. |[FG™| = |[RA™| = [TG™|, |PG™| = |A"|, [IG™| = |[RAS™| and
|SGL| = [AS].

Since AS;, C RAS; and |AS),| = |SG!| = |RAS.,|, we obtain the following fact.
Corollary 30. AS; = RAS;.

If n # m, then the sum of all entries on a column of a row-alternating sign matrix
0o 0 1
need not be 1, in general. For example, take the matrix [ 0 1 -1 1 } which obviously
1 -1 1 0

belongs to € RASj.
Next, since IG™ = () for n > m, by Theorem 29 we obtain

Remark 31. RAS)' = 0 for n > m.

By the above results we obtain the following fact that describes, using only the matrix
operator O whose matrices of F'G)', PG]" and IG]", respectively, belong to ", P™ and
.

Proposition 32. Let A € M™(N*). Then
(a) A€ F" iff Ae FG' and O(A) € M*(1) iff O(A) € RA N M (1).
(b) A€ P™ iff Ae PG" and O(A) € M"(1) iff O(A) € AN M™(1).
(c) AeI™ iff AcIGT and O(A) e M™(1) iff O(A) € RAS! N M™(1).
(d) Ae Sy iff Ae SG! and O(A) € M'(1) iff O(A) € AS; N M]"(1).
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Proof. Observe first that (d) is obtained by (c) and Corollary 30.

Take A € F)" and its corresponding function fa € F(n,m) (see Remark 8). Then
O(A) = C(fa) € M(1), because A = M(fa). Recall also that F/* C FG, P C
PG and " C IG (Proposition 12(a)). Hence we obtain implications ” == 7 of first
equivalences in (a), (b) and (c). Second equivalences in these three points follow from
Lemma 27.

If O(A) € RATNM™(1), then O(A) has at most one entry 1 in each row by (ra.3). Let
f € F(n,m) be a function such that f(:) = 0 if the i-th row of O(A) contains only zeros,
and O(A)[7, f(i)] = 1 otherwise. Then O(A) = C(f) = O(M(f)), so A = M(f) € F".
If additionally O(A) € A" (respectively, O(A) € RAS)), then A € F" N PG™ = P™
(respectively, A € F N IG™ = I™) by Proposition 12(b) and Lemma 27. O

Applying isomorphisms A ——| A and A ——1 A between lattices (TG, <p) and
(FG™ 1, <) (for m > 2), all results of this subsection that concern FG™ can be trans-
lated for TG?'(where m > 2). For example, by Lemma 27(a) we have that for each
A€ M™(N*) (and m > 2), A€ TG™ iff JO(A) = O(L A) € RA™ ! and the first column
of Aequals [123 ... n]T.

Now we show that T'G]" can be characterized in a similar way as F'G]'. Let B be a
set of all matrices A € RA" such that the sum of all entries on each row of A is 1. Then

(T.1) For each A e M"(N*), Ae TG iff O(A) e B

7 = ": By Lemma 27(a) we have that O(A) € RA]", because TG C FGT'. Next, in
the same way as in the proof of the implication ” = ” of (c¢) of Lemma 27 we obtain
that the sum of all entries on each row of A is 1.

7 <=": By Lemma 27(a) we have that A € FG}'", because B’ C RA". Next, in the
same way as in the proof of the implication ” <= 7 of (c) of Lemma 27 we obtain that
the first column of A equals [123 ... n]T. Thus A € TG™.

Since the function A — O(A) is injective, by Lemma 28 and (T.1) we obtain the
following equality.

(T.2) TG = |87

Hence and by Theorem 29 we have, in particular, the following interesting fact.
By = [RAT.

Proposition 32 takes the following form for 77".

(T.3) AeT™ it Ae TGP and O(A) € M*(1) iff O(A) € B N M™(1).

The implication 7 = 7 of the first equivalence is obtained in the same way as in the
proof of Proposition 32. The second equivalence follows from (T.1). Next, if O(A) € B*N
M (1), then O(A) €e RA N M (1) and A € TG? (by (T.1)),s0 Ae F;"NTGr =1
by Propositions 12(b) and 32(a).
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3 Dedekind-MacNeille completions

It is shown in [7] that the lattice (PGn,\ v) is (up to isomorphism) the Dedekind-
MacNeille completion of the poset (P, <js), so also of (P(n), <g). To this purpose (see
Theorem 35 in the subsection below) M. Fortin has described join- and meet-irreducible
elements of (PG}, <j) and has shown that they belong to P). Now we use Fortin’s
methods to describe join- and meet-irreducible elements for every finite sublattice of
the lattice (M}*(Z),<). In particular, join- and meet-irreducible elements of lattices
(FGY <wm), (PG <y), (TGP, <) and (IG), <pr) are found. We also show that
these elements belong to F", P T’ and I]', respectively. Hence we obtain that
lattices (FGI',<u), (PG, \M) (TGn ,<u) and (IG]',<p) are Dedekind-MacNeille
completions of posets (F", <ur), (P, <wm), (T7", <u) and (I, <pr), respectively, so
also of (F'(n,m),<g), (P(n,m),<pg), (T'(n,m),<g) and (I(n,m),<g). In particular (see
Proposition 34 in the subsection below), (F™*, <), (P, <), (T2, <), (I, <pr) and
(FGY <um), (PGP <ur), (TG, <unr), (IGD, <pr) have the same sets of join- and meet-
irreducible elements, respectively. Thus we obtain also descriptions of join- and meet-
irreducible elements of (F'(n,m),<r), (P(n,m),<g), (I'(n,m),<g) and (I(n,m),<p).
Next, we precisely describe structures of subposets induced by sets of join- and meet-
irreducible elements. Of course, taking n = m we obtain analogous results for (SG?, <u),

(Sn,gM) and (S( ),éB).

3.1 Basic notions and facts

The classical construction due to H. MacNeille order embeds a given poset P in a complete
lattice L(P) (see [5] and also [7]). This complete lattice L(P) is called the Dedekind-
MacNeille completion of P (or the completion by cuts). Recall shortly this construction.
Take a poset (P,<p) and for each X C P, let X" = {p € P: V,ex = <p p} and
Xt={pe P: Voex p <p x}. Next, let L(P) = {X C P: X% = X}. Then it is easy
to see that the function X —— X* is a closure operator, i.e., X C X% (Xu)u = xul
and X CY implies X“ C Y" (see [3]). Hence L(P) is a closure system, so (L(P),C) is
a complete lattice. Next, pp: P — L(P) such that pp(p) = {p}!, for all p € P, is an
embedding of P into L(P). Recall also that for {X;}ic; € L(P), Nic; Xi = (Niey Xi)™ =
Nics Xi and V,.; X; = (U;e; Xo)™ (in particular, J,c; X; C Ve Xi).

It easily follows from the definition of the Dedekmd MacNeille completion that if
posets (P, <p) and (Q, <g) are isomorphic, then L(P) and L(()) are also isomorphic.

Take a poset (P, <p), its dual P? and let L'™(P) = {X C P: X"* = X}. Then
L(P%) = L™(P). Next, if X" = X (respectively, X'* = X), then (X*) = X4, ie
Xv € L"(P) (respectively, (X')" = X' ie., X' € L(P)). Thus we have functions
L(P) > X — X% € L'"(P) and L'"(P) > X +— X' € L(P) which are invertible each
other, so they are bijections. Of course, X C Y implies Y* C X* and Y’ C X'. Thus
these functions are anti-isomorphisms, so L(P) ~ (L(P%))%. Hence L(P)¢ ~ L(P%). This
implies that if P is self-dual (i.e., P ~ P%), then L(P) is self-dual, too, because isomorphic
posets have isomorphic Dedekind-MacNeille completions. Thus we have obtained
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Proposition 33. Let P be a poset. Then L(P)¢ ~ L(P?). In particular, if P is self-dual,
then L(P) is self-dual.

It is not difficult to see that the embedding pp of a given poset P into its Dedekind-
MacNeille completion L(P) preserves all joins and meets which exist in P (see [[5], The-
orem 7.40(ii)] for details). Next, @p(P) is both join-dense and meet-dense in L(P)
(see [[5], Theorem 7.41(i)]), i.e., for each X € L(P) there are @, R C P such that
Voer(@Q) = Aep(R) = X; it is sufficient to take @ = X and R = X" (because
Acr{r} = Neer{rt = R = X = X). Having these two facts we can prove the
following result (see also [11] where another proof of this result is given for finite posets).

Proposition 34. A poset P and its Dedekind-MacNeille completion L(P) have the same
sets of join-irreducible and meet-irreducible elements, i.e., Jir(L(P)) = pp(Jir(P)) and
Mir(L{P)) = op(Mir(P)).

Proof. Take X € Jir(L(P)). Then \/ ¢p(Q) = X for some @Q C P. Thus X = ¢p(q)
for some ¢ € Q. If ¢ would be join-reducible, then ¢p(q) would be also join-reducible,
because @p preserves all joins. Thus X € pp(Jir(P)).

Now take p € Jir(P) and let pp(p) = \/ X for some X C L(P). Since ¢p(P) is join-
dense in L(P), for each X € X there is Qx C P such that \/ pp(Qx) = X, in particular,
Uepr(@x) € X. Thus

U(‘PP( U Qx)) = U( U vr(@x)) = U (U pr(@x)) C UX,

XeX XeX XeX

which implies

Vier(U @) = Uer(J @on c (Ja" =\ x.

Xex XeX

On the other hand, pp(Qx) € YpP(Uxer @x), 50 X = Vop(@x) € Veor(Uyer @x)-

Hence
\/X - \/QDP( U Qx).

Xex

Summarizing, ¢p(p) = VX = Veop(Uxer@x). This implies that p is the supre-
mum of | Jy., @x in P, because ¢p is an isomorphism between P and ¢p(P). Hence
P € Uyxer @x, i€, p € Qx, for some Xy € X, because p € Jir(P). Then ¢p(p) C
Voer(@x,) = Xo € VX = ¢p(p) (recall that L(P) is partially ordered by C), so
op(p) = Xo € X. Thus pp(p) € Jir(L(P)).

The second equality can be obtained in the analogous way or we take the dual P¢ and
use facts Mir(P) = Jir(P%) and L(P?) ~ L(P). O

The Dedekind-MacNeille completion is characterized in the following way.

Theorem 35 ([5], Theorem 7.41(ii)). Let a poset P, a complete lattice L and an embedding
p: P — L satisfy the following condition: for each | € L, there are subsets X, Y C P
such that 1 = \/ p(X) = A @(Y). Then there is an isomorphism ¢: L — L(P) of L onto
the Dedekind-MacNeille completion L(P) of P such that @ o ¢ = pp.
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By Proposition 34, @ o o(Jir(P)) = p(Jir(P)) = Jir(L(P)), so ¢(Jir(P)) =
o Y (Jir(L(P))) = Jir(L). In the same way we obtain ¢(Mir(P)) = Mzr(L). Sum-
marizing,

Corollary 36. Let P, L and ¢ be as in Theorem 35. Then Jir(L) = p(Jir(P)) and
Mir(L) = o(Mir(P)).

Taking ¢ = idp in the above two results we obtain that if a poset P is a subposet of a
complete lattice L such that for each [ € L, there are X, Y C P suchthatl =\/ X =AY,
then there is an isomorphism @: L — L(P) such that ¢p = pp. Moreover, Jir(L) =
Jir(P) and Mir(L) = Mir(P). In fact, in the rest of this section we will use only these
simpler versions of Theorem 35 and Corollary 36.

For a finite lattice (L, <p), its set Jir(L) of all join-irreducible elements is join-dense
n (L,<y) (i.e., each element of L is the join of join-irreducible elements) and its set
Mir(L) of all meet-irreducible elements is meet-dense in (L, <p) (i.e., each element of L
is the meet of meet-irreducible elements). Thus by the above facts we obtain the following
interesting result concerning Dedekind-MacNeille completions, which will be used in the
next subsections.

Corollary 37. Let (L,<y) be a finite lattice and P be a subposet of (L,<y) such that
Jir(L) C P and Mir(L) C P. Then (L,<p) ~ (L(P),<Q) (i.e., L is isomorphic to the
Dedekind-MacNeille completion of P) and Jir(P) = Jir(L), Mir(P) = Mir(L).

3.2 Join- and meet-irreducible elements of finite sublattices of (M (Z), <nr)

In the paper [7] (Subsections 4.2, 4.3, 4.4 and 4.5) M. Fortin has described join- and meet-
irreducible elements of lattice (PGn, <u). Now we show that his concepts and results
concerning this particular case can be adopted without major changes to arbitrary finite
sublattices of lattice (M™(Z), <u).

In the whole subsection (L, <;s) denotes a finite sublattice of (M}*(Z), <pr) with
the bottom element Opm and the top element 1;m. Next, for each k = 1,2,...,n and
Il =1,2,....m, let gy : M*(Z) — 7Z be the projection on the (k,[)-coordinate, i.e.,
7 (A) = Alk, 1]

Definition 38. Let 1 < k < n, 1 <1 < m and let a € 7y (L)) \ {OL;n[k, 0}, b e
Tty (L) \ {1rm [k, 1]}. Then

(8) BEanxm = NMA€ L Alk,l] = a}, ie., Bf,, . is the least matrix of (L}, <p)
such that By , ..k l] = a.

(D) Clipmxm = VA € L. Alk, 1] = b}, ie., Cfjypm is the greatest matrix of
(Ln , <ar) such that Cklbnxm[k’ ] =
The assumption a,b € 7, (L)) implies in particular that Opm [k, 1] < a,b < 1pm[k, 1],
because 0pm[k,l] < A[k‘ I] < 1pnlk,l] for all matrices A € L. Next, if we take
a = Opm[k,l] in the above definition, then Ozm € {A € L7: A[k:, l[] = a}, so N{A €

THE ELECTRONIC JOURNAL OF COMBINATORICS 23(1) (2016), #P1.3 30



L Alk,l] = a} = 0. But the bottom element is not join-irreducible. Similarly, if we
take b = 1pmk,l], then 1pm € {A € L Alk,l] = b}, s0 \[{A € L. Akl =a} = 1pm.
But the top element is not meet-irreducible.

The following three results are proved in [7] only for the lattice (PG?, <js) (Lemmas
4.2(1),(2) and 4.6(1),(2), Theorems 4.3 and 4.7, Theorems 4.12 and 4.13, respectively),
but these proofs can be adopted without major changes for every finite sublattice of
(M™(Z),<u). However, we give simpler and shorter proofs of the first and the third

result. We recall also the short proof of the second result.

Lemma 39. Let 1 < k < n, 1 <1 < m andlet a € muy(Ly) \ {0k, 1]}, b €
Tty (L) \ {1pm [k, 1]}. Then for each A € L',

(CL) CL< [ ] Zﬁ Bklanxm \MA
(b) A[k7l] Zﬁ A<M Oklbnxm

Proof. The implication ” <= " is obvious in the both cases.
If a < Alk,1], then (Bf),um AN Ak = min{ By, onlk 1], AR} = a, so
Bklanxm <M (Bklanxm/\A) A

If Alk,l] < b, then (Cklbnxm VA k] = maX{C’kL’l’bvnxm[k,l], Alk, 1]} = b, s0 A <y

(Olgl bnxm \ A) le,l,b,nxm L
Theorem 40. For all A€ LT,

(a) A=\ A, where A= {BF
Opp [k, 11},

1<k<n, 1<I<m, a=Alk1] and Alk,l] #

klanxm

(b) A= \B, where B = {C/f,z,b,nXmi 1<k<n, 1<I<m, b= Alk,I] and Alk,l] #
]-an[k?l]}

If A=10,1ie., A[k,1] =0pm[k,[] for all pairs (k,1), then A = 0pm =\/0. Similarly, if
B=0,ie., Alk,l] = 1m[k,{] for all pairs (k,[), then A = 1;m[k,]] = A\ 0.

Proof. Let D =\/ A. Then DIk,l] > Blf’l’A[kl em ks ] = Alk, 1] for pairs (k, 1) such that
A[k, 1] # Opm [k, 1]. Of course, D[i, j] = Opnli, j] Ali, ] for all other pairs (4, 7). Hence
A <y D. Next, if A[k,1] # Opm[k, 1], then B,ﬁm[k,l]’nxm <y A by Lemma 39. Thus
B <y Aforall Be A, soD <y A.

Let D = AB. Then D[k,l] < CkLlAkl] emlk ] = Alk, 1] for pairs (k,l) such that
Akl # 1pm(k,1]. Of course, D[i,j| < 1pmli,j] = Ali,j] for all other pairs (7,7). So
D <y A. Next, if Ak,l] # 1pm[k,l], then A <y C’,ﬁl’AW]mxm by Lemma 39. Thus
ALy Clorall C e B,so A<y D. O

Theorem 41.
Jir(L7) = {B{ anxm: 1<k<n, 1<I<m anda € (L), a# Opmlk, 1]},

Mir(L1) = {Cf pnxm: 1<k <n, 1<I<m and b € mpy (L), b# 1ok, 1]},
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Proof. The inclusion 7 C 7 follows from Theorem 40 in the both cases.

Since Bj Lanxm # OLm we can assume that Bf, , .. = A1V A for some Ay, Ay € L]
Then a = By, pnxmlk, [] = max{A; [k, 1], Aslk, l]} So a = A;[k,l], where i = 1 or i = 2.
Hence and by Lemma 39, Bl , .., <u Ai <y A1V A;. Thus B} = A, so
B anxm 18 join-irreducible.

Since CF # 1m, we can assume that C

k,,anxm

= A N A, for some Ay, Ay € L.

k,l,a,nxm Janxm T
Then a = C’}Slanxm[k l] = min{A;[k,l], Aslk, l]} So a = A;lk,l], where i =1 or i = 2.
Hence and by Lemma 39, Ay A Ay <ar Ai <ar CFpgnwm- Thus CFy o = Aiy 50 CFy i
is meet-irreducible. O

3.3 Join-irreducible elements of the lattice (PG}, <as)

In this and the next subsections we will use Theorem 41 to show interesting informations
about join-irreducible and meet-irreducible elements in lattices (F'GI", <ur), (PG, <),
(TG, <u), (IGI, <pr) and posets (F', <ur), (P, <wr), (T, <wr), (I, <ar), thus also
posets (F(n,m),<r), (P(n,m),<p), (T'(n,m),<g), (I(n,m),<p).

We start with the lattice (PG, <js). By the definition of the set PG (see Definition
9) and properties of the bottom 07" and the top element V" of the lattice (PGn , <) (see
the last part of Subsection 2.3) we obtain 7, ;) (PG) = {Omk, 0,0m [k, [)+1,...,V™k, ]}
forallk =1,2,...,nand [ =1,2,...,m. Hence and by Theorem 41 we have that all join-
irreducible elements of the lattlce (PGn , <ur) are of the form By lGa nxms Where 1 <k < n,

I1<li<mand 1 =07k +1<a<VPkI =min{k, m+1— l} < min{n, m}. These

matrices will be denoted by Bk Lanxm 0 simplify notation. In other words, we have

Jir(PGT) = {BY I1<k<n, I1<l<mand1<a<min{k, m+1-1}}.

klanxm

Since B}, is the least matrix of (PG, <js) with the entry a in the position (k,1),

k,l,amxm
we obtain that the matrix By, , .., looks as follows (note that [ +a —1 < m)
[ l+a m
T 0 0O -~ 0 0 O --- 00 0 -+ 01
0 0 0 0 0 - 00 O 0 [k—a
1 1 1 0 0 00 O 0
2 1 0 -0 0 0 0
a—1 a-1 -+ a—-1 a—-2 a—3 --- 1.0 0 --- 0 (k-1
a a a a—1a-2 --- 21 0 --- 0|k
a a a a—1 a-2 --- 21 0 --- 0
| a a a a—1 a—2 21 0 0 |n
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Thus the matrix O™ (B , ,xm) equals
l l+a m
[0 0 000 00 0 -+ 0]
0 0 0o00--00 0 0 |k—a
11 100 - 00 O 0
11 10 00 0 0
11 1 11 1 0 0 0 |k—-1
11 111 11 0 0|k
0 0 000 00 O 0
(00 --000--00 0 - 0]n

Hence (see also Remark 8) we obtain the following result, which is proved in [7], Lemma
4.2(3), for n = m. The proof given in [7] can be easily adopted for arbitrary n,m € N,
but our proof is simpler.

Proposition 42. Let 1 < k<n, 1<l <m and1<a<min{k, m+1—1}. Then

P m
(a) Bk,l,a,nxmepn :
_ 1 2 ... k—a k—a+1 k—a+2 ... k k+1 ... n
(b) fBi,z,a,nXm_(o 0 ... 0 ! I+1 ... l4a—1 0 ... o)'
_ 1 2 ... r—1 r r+1 ... s s+1 ... n
Ofcourse,forf_<0 0 ... 0 =z z4+1 ... z4+s—r 0 ... 0),Wherelgr<

. So M(f)= B ; this

s,x,s—r+1lnxm’

). Note that 1 < s—r+1<

s<nand 1 <x<m—s+r, we have f = ‘fB.f,w,sfr+1,n><7n
fact follows also from the equality M°(f) = O"(B%, . 11 xm
min{s, m+1—z}.

Now we precisely describe the structure of the poset (Jir(PG]'), <r). To this purpose

we first prove the following technical lemma.

Lemma 43. Let 1 < ki, ko <mn, 1 <l,lb <mand 1 < ap < min{ky, m + 1 — 11},
1 <ay <min{ky, m+1—1}. Then

ki —ay = ke —ay
<

ll + ap l2 + as
p p ;
(a) Bkl,ll,al,nxm <M Bkz,lg,ag,nXm /Lﬁ a < a
1 x 42
a1+l — ki <ax+1lo—ko
(b) B]k)hll,al,nxm = Big,lQ,(lQ,nXm Zﬁ (kl? ll? al) = (kz’ l27 a2)‘
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Proof. Note first that (b) is implied by (a). This fact may be also easily obtained by using
the form of matrices O™ (B, xm)-

(a): Let Cy = By}, 4y mxm @0d Co = By . Observe that the first non-zero rows
in C and (5 lie in the positions k1 — a; + 1 and ks — as + 1, respectively, and similarly,
the last non-zero columns in C; and C5 lie in the positions [y +a; — 1 and Iy + as — 1,
respectively.

By Lemma 39 we have the equivalence
Cy <y Cy iff ay < Cylky, L.

We divide our proof into the following four cases:

(a.l): kl 2 ]{32 and ll < lQ. Then Cg[kl,ll] = CQ[]{ZQ,ZQ] = a9, SO Cl <M CQ iff aq < 9. All
other inequalities (from the right-hand side of our equivalence) are implied by the proved
inequality a; < ag and our assumptions of this case. The similar situation will hold in
the next cases, therefore we will not explicit formulate it later.

(a.2): k1 < kg and l; < lp. Then Cylky, ] = Colky,ls] = Colky — (ka — ky),ls] =
maX{C'2[k2, lg] - (kQ - ]{31), 0} = maX{a2 - (kQ - ]{Zl), 0}, SO Cl <M CQ iff ai < max{a2
(ko — k1), 0}. The last inequality is equivalent to a; < as — (ko — ky), because a; > 1.
Thus Cl <M 02 iff a; — k’l < a9 — k‘g.

(a.3): k’l > kQ and ll 2 lg. Then Og[k’l, ll] = Cg[kg,ll] = Og[kfg,lg + (ll - lg)} =
max{Cy[ka, ls] — (I3 — l3), 0} = max{as — (l; — l2), 0}, so Cy <y Cy iff a1 < max{ay —
(I1 — 1), 0}. The last inequality is equivalent to a; < as — (I3 — l2), because a; > 1. Thus
01 <M 02 iffa1+l1 <CL2+ZQ.

(CL.4)I k‘l < kQ and ll 2 lg. Then Cg[kfl,ll] = CQ[]CQ - (]{52 - k’l),lg + (ll - lg)] =
maX{Cg[/{ig,lz] — (k’g — ]{31) — (ll — 12), 0} = max{a2 — (k‘g — k’1) — (ll — lg), 0}, SO
Cy <y Cy iff a; < max{as — (k2 — k1) — (4 — lz), 0}. The last inequality is equivalent to
a; < ag—(ko—k1)—(l1—13), because a; = 1. Thus Cy <y Cyiff a1+l —ky < ag+lo—ky. O

Theorem 44. (Jir(PG™),<yr) is isomorphic to a subposet of the poset (N*, <proq) in-
duced by the set T, = {(z,y,2,t) € N*: 1 <2 <n, 1 <y<m 1 <2<
min{z,y} and t = x +y — z}. Moreover, this isomorphism is given by the function

Bp

k,L,amxm

— n—k+al+a—-1,a,a—k+1l+n—1).

Note that T, ., C {1,2,...,n}x{1,2,...,m}x{1,2,... min{n,m}}x{1,2,..., n+m—1}.

Proof. Having Lemma 43(b) we can take a function ¥: Jir(PG™) — N* such that
U(BP

k,l,a,nxm

)=(n—-k+al+a—1a,a+1—k)+(0,0,0,n—1).

Lemma 43(a) implies that ¥ is an embedding of (Jir(PG™), <yr) into (N*) <,0q). Next,
for each le,a’mm we havethat ]l <a<n—k+a<nandl<a<l+a—1<m,because
a < min{k, m+1—1}. Moreover,a+l—k+n—1=(n—k+a)+(l+a—1)—a. Hence
U(Jir(PGY)) € T, - On the other hand, take (z,vy, 2,t) € T),,,. Applying inequalities

which define the set 7}, ,,, it can be shown (simple details are left to the reader) that

I1<n—z+z<n, 1<y—z2+1<m and 1 <z<min{n—z+2z, m+1—(y—z+1)}.
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Thus we can take the matrix B) ... .1 ,upm Of course, W(B) ., . 11 ) =
(x,y,2,x +y — 2) = (2,9, 2,t). Hence T,,,, C ¥(Jir(PG)")), because (z,y,2,t) € T,
was arbitrarily chosen. O

Proposition 45. |Jir(PG")| = a+1)6(2a+1) O‘H) (8 —a), where & = min{n, m} and

B = max{n,m}. In particular, |Jir(PG")| =~ ”+1)6(2n+1)'

Proof. By Lemma 43(b) we have
|[Jir(PG)| = 151,

where S = {(k,l,a) e N3: 1<k<n, 1<I<m, 1< a, a<kandl<m-—a+1}.
Next, |{(k,l,a) € S: a—l}|:( —i+1)-(m —z—i—l)forléiéoz. So

min{n,m}

1Sl=" ) (n—i+1)-(m—i+1).

i=1

Assume n < m (the case m < n is analogous, it is sufficient to replace m by n and vice
versa). Then > " (n—i+1)-(m—i+1)=>" (n—i+1)-(m—n)+(n—i+1)) =
Yim((n—it)-(m=n)+n—i+1)?) =3 (n—i+1)-(m—n))+3_ (n—i+1)* =

(m—n)- (142434 -+n)+ (124224324 4n?) = 20D (5 _p) 4 notlEdD)
2 6

Since (PG, <) is a finite distributive lattice, it is isomorphic to the lattice of all
order ideals of Jir(PGI") (see [4] and Subsection 1.1). Hence and by Theorem 44 (see
also Subsection 1.1 for the second part of this fact) we obtain

Corollary 46. (PG, <) ~ (OI(Thm), C). In particular, |PG}| is equal to the cardi-
nality of the family of all anti-chains Of( nms> Sprod)-

3.4 Meet-irreducible elements of the lattice (PG, <)

At the beginning of Subsection 3.3 we have shown m ) (PGy) = {07k, 1], 00 [k, 1] +

SV E )} for all k =1,2,...,nand | = 1,2,...,m. Thus by Theorem 41 we have
that all meet-irreducible elements of the lattice (PGn ,<u) are of the form CFf .,
where 1 <k <n, 1 <I<mand0=0"k, ] <a<VD'kI—1=min{k, m—l—l—l} 1<
min{n, m} —1. These matrices will be denoted by C} to simplify notation. In other
words, we have

Janxm

Mir(PG)) ={C% c1<k<n, 1<i<mand 0<a<min{k, m+1-1}—1}.

Jamnxm ®

Unfortunately, matrices of the form C’,f Lanxm Bave more complicated structure than ma-
trices of the form Bz Lanxm- Lherefore the proof of an analogous result to Proposition 42

is technically more comphcated.
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Take A = C?

bianxm and observe that the first k 4 2 rows of the matrix A look as
follows (note that | < m —a+ 1):

l m—a m—a-+1 m

[ 1 1 1 1 1 1 1 1 1 oo 1 1]
2 2 2 2 2 2 2 2 2 1
a—1 -+ a—1 a—-1 a—-1 --- a=—1 a—1 a—1 a—-1 a—2 2 1
a a a a a a a a—1 a—2 2 1
a+1 -+ a+1 a+1 a a a a a—1 a—2 2 1
a+2 - a+2 a—+1 a a a a a—1 a—2 2 1
T o a+2 a+1 a a a a a—1 a—2 2 1
z+1 -+ a+3 a+2 a+1 --- a+1 a+1 a a—1 a-—2 --- 2 1
r+2 -+ a+4 a+3 a+2 --- a+2 a+1 a a—1 a—2 --- 2 1

where © = a + min{l — 1, k — a}.

Of course, for a = 1 we have A[i,j] = 1 for all i < k and j > [. Similarly, if a = 0,
then Afi,j]=0forall i <k and j > 1.

Thus the first k& + 2 rows of the matrix O"(A) look as follows:

l m—a m—a-+1 m
[ 1 111 -1 1 1 11 1 17
1 1 11 1 1 1 11 1 0
1 --- 1 11 1 1 1 10 0 0]a—1
1 -1 11 1 1 1 00 0 0 la
1 -~ 110 0 O 0 00 0 0
1 --- 100 0 O 0 0 0 0 0
y - 0 00 0 O 0 00 -0 0 |k
1 --- 1 11 1 1 0 00 --- 00
|1 .- 1 1 1 1 0 0 00 -+ 0 0]

where y =0ifI<k—aandy=1ifk—a<<l—1.

If k—a < [—1, then the maximal number j such that Ak, j] = 1 isequal [—(k—a) =
a+1—k. If | <k—a, then the first row of A which consists of only zeros has the number
a + [. Thus the first k£ + 2 rows of A correspond to one of the following two functions:

< _ 1 ... a a+1l ... a+l—1 a+l ... k k+1 k42

Ifl\k a, then m ... m—a+1 -1 ... 1 0 ... 0 0 m—a m-a-—-1]
_ _ 1. a a+1 ... k k+1 k+2

It & agl 1’ then(m .. m—a+1 -1 ... Il—(k—a) m-—a m—a—l"

To describe the rest rows of matrices A and O"(A) we consider three cases.
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Case l: m—a—(n—k)>1-1.
Then the last n — k rows of A looks as follows:

(1) 2) 3)

z+1 ... a+2 a+1 ... a+1 ... a+1 a+1 a a—1 2 1 [k+1
z+2 ... a+3 a+2 ... a+2 ... a+2 a+1l a a-—1 2 1 |k+2
o - p+1 g B a+2 a+1l a a—1 " 2 1 |n

(1) it is the I-th column; @) it is (m —a+1— (n— k))-th column (note that m —a +1 —
(n—k)>1); ®itis (m—a+1)-th column. Next, « = min{z+n—k, m}, B =a+n—k.

Take 1 <7 < n — k. Then first,
Alk+id,l)=a+1i, Alk+i,m—a+1—i]=a+iand Alk+i,m—a+1—i+1]=a+i—1.

Secondly, the part of the k+i-th row of A between the [-th and (m —a+1—4)-th columns
is non-empty and each entry of this part equals a+i. Thirdly, the last m—(m—a+1—1i) =
a+1— 1 elements of this row forms a strictly decreasing sequence ending by 1. Moreover,
for each 1 < j < [, the last n — k elements of the j-th column form a strictly increasing
sequence. Thus the last n — k rows of O"(A) look as follows:

(1) 2) 3)
1 11 ...1 ...1 100 0 0 [k+1
1 11 1 1000 0 0 |k+2
1 ... 1 1 .« .. 1 ... 0 0 0 O “ .. 0 0 n

Thus in this case A € P and the last n — k rows of A corresponds to the following

function:
kE+1 k+2 k+3 n )

m—a m—a—1 m—a—-2 ... m—a—(n—k-1)

note that m —a— (n—k—1) > [.
Case 22 m—a—(n—k)<l—2.

Letr=m—a+1—-Il,s=m—-a+l—(n—k)and z=1—s=1—(m—a+1—(n—k)).
Note that r <n — k — 1. Then for all 1 <7 < r,

Alk+i,l]=Alk+i,l+ 1) =Ak+i,l+2|=...=Ak+im—a+1—i]=a+1i
and for all r +1 <7< n—k,

Ak +14,1) = Alk + 1.

Say very informally, these equalities follow from the fact that the segment connecting
points (n, s) and (k,m —a+ 1) intersects with the [-th column of A in the point (k+17,1)
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(note that s may be negative integer, so (n,s) may lie to the left to the first column of
A). Hence the last n — k rows of A look as follows:

(1) (2

i a+3 a+ 2 a+1 v a+1 a+1 a a—1 --- 2 17k+1
a-+4 a—+3 a—+2 - a+2 a+1 a a—1 --- 2 1
a+r—+1 a—+r a+r—1 -+ a+2 a+1 a a—1 --- 2 1
at+r+2 at+r+1 a+r v a+2 a+1 a a—1 -+ 2 1 |k+7r
a+r+2 a+r+1 a+r v a+2 a+1 a a—1 -+ 2 1
| at+r+2 a+r+1 a+r -+ a+2 a+1 a a—-1 --- 2 1 |n

(it is the [-th column; @) it is (m — a + 1)-th column.

Case 2.1: | —1<k—a

Then * = a + min{l — 1, ¥k —a} = a+ 1 — 1. Thus the first [ entries of the k-
th row form the following strictly decreasing sequence a +1 —1,a+1—2,...,a+ 1,a.
Hence, for each i = 1,2,...,r, the first | entries of the (k + i)-th row are equal to
a+l—141i,a+1—2+1, ..., a+1+1i, a+1, respectively. Moreover, for alli = r,r+1,... , n—k,
the first [ entries of the (k+1)-th row are equal to a+1l—1+r, a+l—2+7r,... a+r+1,a+r,
respectively, because the last n — (k + r) entries of the [-th column are equal to a + r.
These facts imply that the last n — k rows of O"(A) look as follows:

(1) (2)

1 - 111 --1100 -0 07k+1

1 - 1111000 --00

1 111 0000 00 .

1 111 0000 0 0 |k+r
0000 -0 0

0 .- 000 --0000 -0 0n

(it is the [-th column; @ it is (m — a + 1)-th column.
Thus in this case A € P)" and the last n — k rows of the matrix A correspond to the
following function:

k+1 k+2 . ' k+m—-a+1-1-1 k4+m—-a+1—-1 k+m—-a+1-101+1 ... n
m—-—a m-—a—1 ... [+1 l 0 ... 0 ’

notethat k+m—-—a+1—-Il=k+r<k+n—-k—-—1=n-1.

Case 2.2: k—a<l—2.
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Then ! — (k—a) > 2 and © = a+min{l — 1, k—a} = k. Thus the first [ entries of the

k-th row form the following decreasing sequence k,k,..., k,k—1,...,a+ 1,a. Hence, for
(k—a)
l—(k—a
each 1 < i < r, the first [ entries of the (k+i)-th row are equal to k + i,k +4,..., k + i, k—
Z—Ucta)

1+i,...,a+1+1i,a+1, respectively. Thus for each 1 < i < min{l—(k—a)—1, n—(k+r)},
the first [ entries of the (k+r+1)-th row are equal tok+r+i,k+r+i,....k+r+ik+
I (k—a)—i
r+i—1,...,a+7r+1,a+r, respectively, because the last n — (k 4 r) entries of the [-th
column are equal to a+r. Moreover, if | — (k —a) < n— (k+r) (which is equivalent with
n—m—1 > 0), then for each | — (k—a) < ¢ < n—(k+7r), the (k+r+1i)-th row is a strictly
decreasing sequence ending by 1. So in this case the last n—(k+r+l—(k—a)—1) =n—m
rows of A are equal. All these facts imply that the last n—k rows of O"(A) look as follows:

i (0) (1) (2) i
1 111 -+-111---1100 ---007k+1
1 111 111 1000 0 0 |k+2
1 111 111 0000 00
1 111 111 0000 0 0 |k+r@
1 110 000 0000 00
1 1 00 000 0000 00
1 000 00 -0 000 0 |m®
0 0 00 -0 000 0

' 0 -~ 000 --000:--0000 -0 0]n

©) it is the (I — (k — a) — 1)-th column; () it is the I-th column; @ it is (m —a + 1)-th
column. Next, Yk +r=k+m—-a+1—land Ok +r+1—(k—a)—1=m.

Thus in this case A € P* and the last n — k rows of the matrix A correspond to one
of the following three functions:

If m+1<n, then

k41 k+2 . kE+m—-a+1-1-1 k+m—-a+1-1 k+m—-a+1-14+1 ... m m+1 ... n
m—a m—a—1 ... I+1 l l—(k—a)—1 o1 0 O)’
because (k+m —a+1—1)+ (I —k+a—1) =m. Our assumption k —a < | — 2 implies
l—(k—a)—1>21landk4+m—-a+1—-1+1<m.

If n < m, then

k+1 k+2 . k+m—-a+1-1-1 k+m—-a+1—-1 k+m—a+1-14+1 ... n
m—a m—a—1 ... I+1 l l—(k—a)—1 ... m—n+1

because |—(k—a)—(n—(k+m—a+1-1)) = m—n+1. Our assumption m—a—(n—=k) < (-2
impliesk4+m—a+1—-1<n—1.
Summarizing we have proved the following result (see also Remark 8).

THE ELECTRONIC JOURNAL OF COMBINATORICS 23(1) (2016), #P1.3 39



Proposition 47. Let 1 <k <n, 1 <l<m and 0 < a < min{k, m+1—1} —1. Then
(a) Cllf),l,a,nxm € P’I:,n
(b) fer,. . is such that

(b.1) ifm—n+k—a >1—1 andl < k—a, then fer

k,l,a,nxm

a4+l ... k k+1 k42 n
0 ... 0 0 m—a m—-—a—-1 ... m—n+k—a+1

(note that a+1 <k andm—n+k—a+12>1),

(b.2) ifm—n+k—a>1—1and k—a < 1—1 (in particular, n < m), then fer,, =

1 ... a at+1 ... k k+1 k+2 n
m ... m—a+1l I-1 ... Il—(k—a) m—-a m—-a—1 ... m—-n+k—a+1

(note thatl — (k—a) 21 andm—n+k—a+12>1),
(b.3) if m—n+k—a <1-2andl < k—a (in particular, m < n—2), then fer =

k,l,a,nxm

— 1 ... a a+1
m ... m—a+1l [—-1

1. a at+1 ... a+l ... k k+1  k+2 ... mtk—a—1l+1
(m ... m—a+1 [—-1 ... 0 ... 0 0 m—a m-—-a-—1 ... l
m+k—a—-10+2 ... n
0 0
(note that a+1 < k and m+k—a—1+2<n),
(b.4) ifm—n+k—a<l—2andl—1=k—a (equivalently, m <n—1andl—1=
_ 1o a e+l ok k1l k42
kj_a) then fCﬁlanxm - (m . m—a+1 [—-1 ... 1 m—-a m—-a-—1

m+k—a—-I1l4+1 m+k—a—-1+2 ... n
l 0

(note that m +k —a —1+2 < ),

b.5) ifm+1<n, m—n+k—a<l—2andk—a<l—2 (equivalentl <n-1
( q Y, m
and k —a < 1 —2; moreover, these two conditions imply m — n+k—a<l 3),
_ 1 ... a a+1 ... k kE+1 k+2
th@nfoﬁzanxm_ (m ... m—a+1 1-1 ... l—(k—a) m—-a m-—a-—1
m+k—a—-I0l4+1 m+k—a—-1l+2 ... m m+1 ... n
l l—(k—a)—1 ... 1 0 0

(notethatl—(k—a)>2and'm—i—k—a—l—i—Z m),
(b.6) ifn <m, m—n+k—a <1—2 and k—a < 1—2 (equivalently, n < m and m—n+

_ _ 1. a at+1l ... k k+1

k a < 2) th@nfCP Lanxm m ... m—a+1 I-1 ... I—(k—a) m-—a
k+2 m+kfafl+1 m+k—a—-1+2 ... n

m—a—1 ... l l—(k—a)—1 ... m—n+1

(note thatl — (k —a) =22 and m—n+1>1).

The proof of the particular case of the above result for n = m is sketched in [7]
(Subsection 4.5, Examples 4.18, 4.19, 4.20). Of course, this particular case has a much
simpler form and easily follows from Proposition 47. More precisely, if n = m, then
assumptions of (b.3), (b.4), (b.5) are not satisfied, so by (b.1), (b.2) and (b.6) we obtain
the following fact.

Corollary 48 ([7]). Let 1 < k,l<n and 0 < a <min{k, n+1—1} —1. Then
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. _ 1 2 a a+1l a+2 ... a+l—-1 a4+l ...
(a) fl < k—a, then fep, .\ = (n n—1 ... n—a+l 1-1 1-2 .. 1 0 ...

E k+1 k+2 n )
0 n—a n—a—-—1 ... k—a+1 ’
note thatk —a+1>1+1,

_ _ 1 2 a a+1l a+2 ... k k+1
(b) ka_a l_l then fcﬁz”xn_ (n n—-1 ... n—a+1 [-1 [—-2 ... 1 n-—a
k+2 k+3 n)
n—a—1 n—a—2 ... 1 ’
_ 1 2 a a+1l a+2 ... k
(¢c) ifk—a<l=2 thenfcgl nxn (n n—1 ... n—a+1 1-1 1-1 ... Il—(k—a)
k+1 k42 ... n+k—a—-1l+1 n+k—a—-104+2 n4+k—a—-1+3 ... n)
n—a nm—a-—1 ... l l—(k—a)—1 l—-(k—-a)—2 ... 1)’

note that |l — (k —a) 22 andn+k—a—1+1<n—1.
Of course, (b) is a particular case of (c).

Now we precisely describe the structure of the poset (Mir(PG!"),<s). To this pur-
pose we first prove the following technical lemma.

Lemma 49. Let 1 < k1, ke <n, 1 <li,lo <m and 0 < ag < min{ky, m+1—-104} —1,
0 < ay <min{ky, m+1—10} —1. Then

ki —a; = ky —as
) L+a <lh+a
(a) Ck1,l1,a1,n><m <M Ck2,127a27n><m Zﬁ a; < as
ap +l —k <ay+ly— ke
P _ : _
(b) Ck1,ll,a1,n><m - Ckg,lg,ag,nxm Zﬁ (kl’ ll’ al) - (k27 l27 CLQ).

Proof. Note first that (b) is implied by (a). This fact may be also obtained by using the
form of matrices O"(CY; , ,.m)> Which is described in the proof of Proposition 47. But it
is a very complicated method in this case.

(a): We will apply the description of matrices C’,f’m’nxm given in the proof of Propo-
sition 47. Our proof is similar to the proof of Theorem 44, but unfortunately technically
more complicated (because matrices of the form C¥ have more complicated struc-
ture than matrices of the form B?

klanXm)
Let C1 = C} 1, ay.nxm and C = c?

kz lz,ag nxm:*

Janxm
By Lemma 39 we have the equivalence
Cy <u Oy iff Chlks, 1] < ay

We divide our proof into the following several cases:

(a.1): kg <ayorly =2m—a;+1. If ko+1y < m+1 (ie., the position (ks, o) lies to the left
from the line connecting positions (a;, m—a;+1) and (1,m)), then Cy[ka, lo] = ko > as+1.
Similarly, if ko + 1o = m + 1 (i.e., (ko,l3) lies to the right from the line connecting
(a,m —a;+1) and (1,m)), then Clko,ls) =m —1Iy+1 > as + 1. In both these cases Cy
cannot be greater than or equal to C for any value of a,.
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(CL.2)I k’l 2 kQ 2 a, + 1 and ll < l2 < m — ap. Then Cl[k?27l2] = Ol[k‘l,ll] = aq,
so C1 <ur Oy iff a3 < ay. All other inequalities (from the right-hand side of the first
equivalence) are implied by the proved inequality a; < as and our assumptions of this
case. Similar facts will hold in the next cases, therefore we will not explicit formulate
their later.

(@3): k1 = ko =2 a1+ 1,11 > ls and ko + 1o < ay + 11 (i.e., the position (ks,ls) lies
to the left from the line passing through positions (a1,l;) and (a; + 1,1; — 1)). Then
Ol[k'g,lg] == ]CQ 2 a9 + 1.

(ad): ky 2 ke = a1+ 1,11 21y and ks + ls > ay + 11 (ie., (ko,l2) lies to the right from
the line passing through (ai,l;) and (a; + 1,13 — 1)). Then Cilke, o] = a1 + 1 — Iy, so
01 <M 02 iffa1+l1 <a2+l2.

(a.5): ky < ko, Iy <lyand ko + 1o < ky +m —ay + 1 (i.e., the position (ks ls) lies to the
left from the line passing through positions (ky,m —a; + 1) and (k1 + 1,m — a;)). Then
Cilka,lo) = ay + ko — k1, 80 Cy <pp Co iff a1 — ky < ag — ko iff by — ay > ko — as.

(a.6): ky < ko, 1 <lyand ko+ls > ki+m—ay+1 (i.e., (ka,l2) lies to the right from the line
passing through (k1,m—a;+1) and (k1 +1,m—ay)). Then Cy[ka, ls] = m—Ila+1 > as+1.
(a.7): k1 < ko, l1 > ly. Take lines K and L passing through positions (aq, 1), (a1 +1,1;—1)
and (k1,m —ay; + 1), (k1 +1,m — ay), respectively. Next, let ¢ be a non-negative integer
such that (kq,1) is the common position of K and the ki-th row if such a position exists,
otherwise ¢ = 0. Similarly, let j be a non-negative integer such that (j,[;) is a common
position of L and the [;-th column if such a position exists, otherwise 7 = m + 1. Then
we have the following four cases (of course, some of this cases do not hold if i = 0 or
j=m+1):

If ky < jand ko +1s > ky+1 (i.e., the position (ks, l2) lies to the right from the line passing
through positions (k1,7) and (k; + 1,7 — 1)), then Cilko,ls] = a1 + (ko — k1) + (I1 — l2).
Hence Cl <M Cg iffa1+(k2—k1)+(l1 —12) <CL2 iffa1+l1 —k‘l >a2+l2—k‘2.

If ke < j and ko + 1o < k1414 (i.e., the position (kg l5) lies to the left from the line passing
through positions (k;,7) and (k; + 1,i—1)), then Ci[ka, lo] = ko > as + 1.

If by > jand ko + 1y > kg +i (1.e., the position (kq,ly) lies to the right from the line

passing through positions (k1,7) and (k; + 1,7 — 1)), then Ci[ks, lb] =m —la+1 > as + 1.
If ko > j and ko +1s < k1 41 (i.e., the position (kg ls) lies to the left from the line passing
through positions (kq,7) and (k; —|— 1,9 — 1)), then Cy[ko,ls] = ko > as + 1. O

Theorem 50. (Mir(PG"), <u) is isomorphic to the poset (T, m, <proa) defined in The-
orem 44, recall that (Tym, <prod) 15 a subposet of the poset (N*, <ppoa) such that T, =
{(,y,2,t) e N:: 1 <z <n, 1 <y<m 1<z < min{a,y} andt =2 +y— z}.
Moreover, this isomorphism is given by the function

Cp

k,l,a,nxm

Proof. Having Lemma 49(b) we can take a function ¥: Mir(PG™) — N* such that

— (n—k+a+1,l+a,a+1,a—k+1+n).

(O amsm) = (M =k +a+1Lil+a,a+1,a—k+1)+(0,0,0,n).

Lemma 49(a) implies that ¥ is an embedding of (Mir(PG™), <pr) into (N*) <,p00). For
each CY wehave 1 <a+1l<n—k+a+1<nandl<a+1<I+a<<m, because

k,l,a,nxm
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a <min{k, m+1—1} —1. Next,a—k+Il+n=(n—k+a+1)+(l+a)—(a+1). Hence
U(Mir(PGY)) C T, m- On the other hand, take (x,y,2,t) € T,,,. By the last part of
the proof of Theorem 44 we have that

l<n—z+z<n, 1<y—2+1<m and 0< z2—1 < min{n—z+z, m+1—(y—z+1)}—1.

P —
Thus we can that the matrix C} .11, ;- Of course, W(CF_ 1 1) =

(x,y,z,x +y —z) = (,y, 2,t). Hence T}, ,, C \II(MZT(PGZ‘)), because (z,v, z, t) € Tom
was arbitrarily chosen. O]

Proposition 51. |Mir(PG™)| = O‘(O‘H)G(QQH) + O‘(a;rl) - (8 — ), where a = min{n, m}
and = max{n,m}. In particular, |Mir(PG!)| = w.

Proof. By Lemma 49(b) we have |Mir(PG™)| = |{(k,l,a) e N*: 1 <k<n, 1 <<
m,0<a<a—1, a<k—1landl <m—a}|=|{(k,l,a+1) eN3: 1<k<n, 1<I<
m, 1<a+1<a, a+1<kand ! <m—(a+1)+1}|. Thus by the proof of Proposition
45 we have our result. O

By Theorems 44 and 50 we have that functions By, . ..+ (n—k+a,l+a—1,a,a—
kA-l4n—1)and CY |, — (n—k+(a—1)+1, I+(a=1), (a=1)+1, (a—1)—k—+l+n) =
(n—k+a,l+a—1,a,a—k+1+n—1), where 1 < a < min{k, m+1—1}, are isomorphisms
of (Jir(PGT), <M) and (Mir(PG"), <ar) onto (Tym, <prod), respectively. Hence obtain

the following result.

Corollary 52. Posets (Jir(PG),<u) and (Mir(PGI), <) are isomorphic. Moreover,
this isomorphism is given by the function BY — C’,fla Lonxm Jor all 1 < k < n,
1<i<mandl <a<min{k, m+1-1}.

k,l,a,nxm

Since (PG™, <)) is a finite distributive lattice, its dual (PG™, <4,) is isomorphic to
the lattice of all order filters of Mir(PG") (see [4] and Subsection 1.1). Hence and by
Theorem 50 we obtain

Corollary 53. (PG™ <4,) ~ (OF (Ty.m), Q).

By this corollary (see also Subsection 1.1) we obtain another proof of the fact that
| PG| is equal to the cardinality of the family of all anti-chains of (T, <,0a) (see Corollary
46).

3.5 Dedekind-MacNeille completions of posets (P, <as) and (P(n,m), <g)

By Corollary 37 and Propositions 42(a), 47(a) we obtain the following description of
Dedekind-MacNeille completion of the poset (P, <j) (see also Proposition 10).

Theorem 54. (L(P"),C) ~ (PG}, <u) (i-e., the Dedekind-MacNeille completion of the
poset (P, <yy) is isomorphic to the lattice (PGn ,<u)), in particular, (L(P),<C) is a
finite distributive lattice. Moreover, Jir(P) = Jir(PGI") and Mir(P") = Mir(PGY).
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Since the function f —— M(f) is an isomorphism between posets (P(n,m), <r) and
(P, <), the following properties of the poset (P(n,m),<p) are obtained by Theorem
54 and Propositions 42(b), 47(b).

Corollary 55.

(a) (L(P(n,m)),C) ~ (PG, <), i.e., the Dedekind-MacNeille completion of the poset
(P(n,m),ép) is isomorphic to (PGn,\M) In particular, (L(P(n,m)),C) is a
finite distributive lattice.

(b) Jir(P(n,m)) _{fBizanXm I1<k<n 1<lI<mandl <a<min{k, m—10+
oo r—1 r r+1 ... s s+1 ... n .
1}}:{(00... o & a1l L ate-r 0 __.0).1<r<s<n,1<
r<m-—s+r}.
(¢) Mir(P(n,m)) = {fcr s 1<k<n, 1<I<mand0 < a < min{k, m—1+

k,l,a,nxm

1} =1} ={f € P(n,m): f has one of the siz forms given in Proposition 47(b) }.

By Corollary 55, Theorems 44, 50 and Corollary 52 we obtain the following result
which describes the structure of subposets of (P(n,m),<r) induced by join- and meet-
irreducible elements.

Corollary 56. Let T,,,, = {(z,y,2,t) e N*: 1 <2 <n 1 <y<m 1<z2<
min{z,y} andt =z +y — z}. Then

(a) (Jir(P(n,m)),<p) and (Mir(P(n,m)), <p) are isomorphic to (Ty m, <prod). More-
over, these isomorphisms are given by functions

v fey

k,l,a,nxXm

— (n—k+al+a—1la,a—k+1+n—1)

and

Oz for

(b) The function fBZlanxm — Jfer
onto (Mir(P(n,m)), <r).

— (n—k+a+1,l+a,a+1,a—k+1+n).

k,l,a,nxm

et 8GN isOMOTPhism of (Jir(P(n,m)),<r)

Since join-irreducible elements of the poset (P(n,m),<r) have a simple structure,
the function ©; can be described without using the isomorphism B? — fpr

k,l,a,nxm kol a,mxm

between posets (Jir(PGY),<u) and (Jir(P(n,m)),<p). Take an arbitrary function
f:(l S R S T SN 8) € Jir(P(n,m)). We know that
M(f) ngs r+1lnxm> 50

©1(f) = ©1(f5r

s,x,s—r+1l,nxXm

)=

m—s+(s—r+1),z+(s—r+1)—1L,s—r+1l,(s—r+1l)—s+z+n—1)=
m—r+lz—r+s,s—r+lLx—r+n)=n—-r+1,f(s),s—r+1,f(r)—r+n).
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Unfortunately, it is not possible to obtain such a formula for the function ©,, because
meet-irreducible elements of (P(n,m), <r) have a much more complicated structure than
join-irreducible elements (see Proposition 47). In fact, several partial formulas can be
given, each of them is defined on some part of Mir(P(n,m)) and together give the function
@2.

3.6 Join-irreducible elements of the lattice (FGI', <ns)

By the definition of the set F'G" (see Definition 9) and properties of the bottom 07" and
the top element 1pm of the lattice (FGJ', <pr) (see the last part of Subsection 2.3) we
obtain that ) (FGp) = {07k, 1],00 [k, I] + 1,...,1pm[k, ]} for all k =1,2,...,n and

l=1,2,...,m. Hence and by Theorem 41 we have that all join-irreducible elements of
the lattice (F'GT', <jr) are of the form B,ifaynxm, where 1 < k < n, 1 <1 < m and
1 =00k 0+1<a< 1pplk,l] = k. These matrices will be denoted by B,J;l’a,nxm to

simplify notation. In other words, we have

J@'T(FG?):{B;:LG,WWL: 1<k<n, 1<lI<mand1<a<k}
Since B};Lamxm is the least matrix of F'G] with the entry @ in the position (k,[), we
obtain
0 fl1<i<k—a
B/ [’L .]_ 0 ifl+1<5<m
kbanxmB TN g i ifh—a<i<kand1<j <1’
a ifk<i<nand1<j<I
ie.,
I I+1 m
00 .- 0 0 - 071
0 0 0 0 0 |k—a
1 1 1 0 0 |lk—a+1
Blzlanxm: 2 2 0 0
a a DY Q 0 DY O k
a a - a 0 0 |k+1
| a a a 0 0 |n
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Thus

[ 1+1 m
[0 0 0 0 e 01
0 0 0 0 |k—a
1 1 1 0 0 |k—a+1
O (Blime) = |11 o0 10 0
1 1 - 1 0 e 0 K
o o - 0 0 o 0 [E+1
0 0 - 0 0 o0 n
Hence (see also Remark 8) we obtain the following result.
Proposition 57. Let 1 < k<n, 1 <I<mand1<a<k. Then
(CL) Bl{,l,a,nXmEFrTLn'
_ 1 2 ... k—-a k—a+1 k—a+2 ... k k+1 ... n
(b) fB{:’lya’nxm_(O 0 ... 0 ! l+ U Br o)'
Ofcourse,forf:(é g o ”51 ’ ”;1 e 531 - g),wherelgrgsgn
and 1 <z <m, we have f = fo; . So M(f) = Biw,s_rﬂmxm; this fact follows

s,x,s—r+l,nxXm

also from the equality M¢(f) = O"(BY, . ,i1nxm)- Note that 1 <s—r+1<s.
Now we precisely describe the structure of the poset (Jir(FGJ'), <ar). To this purpose
we first prove the following technical lemma.

Lemma 58. Let 1 < ki,ks <n, 1 <l,lb<mand 1< a3 <k, 1< ay <ky. Then

ko —as < ki —ay

f f :
(a> Bkzl,ll,al,nxm <M Bk’Q,lg,aQ,nXm Zﬁ ll < l2
ay < az
(b) Blj;,ll,ahnxm - BI{Q,lg,aQ,nXm Zﬁ (kl? ll? a’l) = (k27 l27 a2>‘

Proof. Note first that (b) is implied by (a). This fact may be also easily obtained by using
the form of matrices O"(B,’;l’a’nxm).

(a): Let C) = B,fhll’amxm and Cy = B,f%lz,amxm. Assume that C; <p Cy. Then
ko —as+1 < ky —aq + 1, because the first non-zero rows in C and Cy, respectively, lie in
the positions k1 —a; + 1 and ky — as + 1, respectively. Next, a; < Cqlky, 1] < ag, because
all entries of Cy are not greater than as. Moreover, [; < ls, because the last non-zero

columns in C) and C5, respectively, lie in the positions [; and 5, respectively.
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Assume that ke — ay < k; — al, li < Iy and a; < as. In particular, 1 < a; <

— (k‘g — kl) Then Cg[k’l, 11] [k’l, lg] = (because ll g 12) = Cg[k’g - (kg - k’l), lg] =
— (ks — k if k1 <k

as = (ks ) ik > Thus a; < Cslky, l1], so Cy <y Co by Lemma 39(a). O

a2 if ]{?2 < kl

Theorem 59. (Jir(FG™),<ur) is isomorphic to a subposet of the poset (N3 <proq) in-
duced by the set Sy, = {(z,y,2) EN?*: 1 <2< 2 <nand1 <y< m}t. Moreover, this
isomorphism is given by the function

Bf

k,lLanxm — (n_k+a7l7a)‘
Note that S, C{1,2,....,n} x{1,2,....m} x {1,2,...,n}.
Proof. Having Lemma 58(b) we can take a function ¥: Jir(FG™) — N3 such that

(B!

klanxm)

(n—k+a,la).

By Lemma 58(b) we obtain that ¥ is an embedding of (Jir(FG™), <yr) into (N3, <poa)-
Next, U(Jir(FG))) € Spm, because 1 < a < n—k+a=n—(k—a) <n. On the
other hand, take (z,y, 2) € S,m. Applying inequalities which define the set S, ,,, it can
be shown (simple details are left to the reader) that

I1<n—z+2z<n, 1<ys<m and 1 <2< n—ao+ =z

Thus we can take the matrix BS_ ctzyzmxm- Of course, U(BI_ ctayznxm) = (T,Y,2).
Hence, S,m C Y (Jir(FGY)), because (z,y, z) € Sy, was arbitrarily chosen. O

Proposition 60. |Jir(FG™)| = = nﬂ)m In particular, |Jir(FG?)| = "Q(ZH),
Proof. By Lemma 58(b) we have
|Jir(FG™)| = [{(k,a,]) e N*: 1<a<k<n, 1<I<m}|=

n?—n n(n+1)

Since (F'GJ', <yr) is a finite distributive lattice, it is isomorphic to the lattice of all
order ideals of Jir(FG") (see [4] and Subsection 1.1). Hence and by Theorem 59 (see
also Subsection 1.1 for the second part of this fact) we obtain

O

H{(k,a): 1<a<k<n} -m=(

Corollary 61. (FG", <) ~ (OI(Shm), Q). In particular, |FG?| is equal to the cardi-
nality of the family of all anti-chains of (Spm: <prod)-

The following fact shows that the poset (S, m, <prod) introduced in Theorem 59 is
self-dual. Its simple proof is left to the reader.

Lemma 62. Let p: S, — Spm be a function such that ¢((z,y,2)) = (n—2z+1,m —
y+1,n—x+1) for all (x,y,2) € Spm. Then ¢ is an involutive anti-automorphism of
(Snums <proa)- In particular, (Spm, <prod) 5 self-dual.
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By Theorem 59 and Lemma 62 we have that B]J;l’a’nxm — (n — k+a,l,a) —
m—a+1lm-Il+1ln—-—(n—-k+a)+1=m—a+1,m—-I1+1,k—a+1) and
Blf,m—l+1,k—a+1,nXm — (n—k+(k—a+1),m—Il+1,k—a+1) = (n—a+1,m—I+1, k—a+1).

Thus we have obtained the following fact.

Corollary 63. The function B,f,l’amxm — B,ﬁmflﬂ’kfaﬂ’nxm s an involutive anti-

automorphism of (Jir(FGI), <ur). In particular, the poset (Jir(FGI"), <) is self-dual.

Since the poset (Mir(FG!"),<a) is isomorphic to the dual of (Jir(FG), <ur) (The-
orem 15), we obtain by the above corollary that (Mir(FGI'), <) is also isomorphic to
(Jir(FGI'), <), thus also to (S,m, <a). But in the next subsection we describe meet-
irreducible elements of the lattice (FGJ', <jr) and consequently, we will be able to give
formulas for these isomorphisms.

3.7 Meet-irreducible elements of the lattice (FGI*, <ar)

At the beginning of Subsection 3.6 we have shown m ) (FGy) = {07k, 1], 00 [k, 1] +
L...,1pnlk, ]} forall k =1,2,...,nand [ = 1,2,...,m. Thus by Theorem 41 we have

that all meet-irreducible elements of the lattice (FG), <) are of the form CI7%

where 1 <k <n, 1 <I<mand 0 =0kl <a<1lpnlk,l]—1=k—1. These matrices
will be denoted by C’,f’

Lanxm 00 simplify notation. In other words, we have

Mir(FGy) = {C{ 1<k<n, 1<I<mand0<a<k—1}.

lL,a,nxm *

Since C’,{J’a’nxm is the greatest matrix of (F'G!", <,s) with the entry a in the position (k, 1),
we obtain
1 ifl<i<a
f N ifa<iand 7 <Il—1
Ctamamli 7= 4 ifa<i<kandj>1 "
a+1—k ifi>kandj>|
ie.,
l m
[ 1 1 1 1 i
2
a a a a a
Oglanxm: a+1 o a+1 a o a
k k a a k
kE+1 kE+1 a+1 a+1
| n n n-—k+a n—k+a |n
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Thus

l m
[ 1 1 1 17
1 1 1 1
1 11 . 1 la
O (Clpen) = | 1 0 10 0
1 1 0 0|k
1 1 1 1

Hence (see also Remark 8) we obtain the following result.

Proposition 64. Let 1 <k<n, 1 <I<mand0<a<k—1. Then

f m
(CL) Ck,l,a,nXman .
_ 1 2 ... a a+1 ... k k+1 ... n
(b) fC]f’Laynxm_(m m ... m -1 ... [I-1 m m)
Of course, for f = ( 12 oor=l rordbl 8 541 ”),Wherel <r <

. So M(f)=c{ . this

s,x+1,r—1nxm>

). Note that 1 <z+1<m

s<nand 0 <z <m—1, we have f = f.s

s,z+1,r—1,nxm

fact follows also from the equality Me(f) = O"(C% ., 1, 1 xm
and0<r—-1<s—1.

The function A — A? is an isomorphism between (FG™, <,r) and (FG™, <%,) (see
Theorem 15). In particular, we have some correspondence between join- and meet-
irreducible elements of (FGI",<,). The following lemma precisely describes this con-
nection.

Lemma 65. (B}

k,,a,nxm

Proof. Recall A4, j] =i — Ali,m — j + 1], so A%i,m — j + 1] =i — A[i, j]. Thus {A? €
FG™: Alkl] =a} = {A?e FG™: Alk,m—1+1]=k—a}={B € FG™: Blk,m —
[+ 1] = k — a} the last equality follows from the fact that A — A¢ is a bijection of
FGm. Hence (B, um)? = (NMA € FGI: Alk,l] = a})? = \/{A? € FG: Alk,l] = a}

—\V{Bec FG": Blk,m—I1+1=k—a}=C0C]

m—Il+1,k—anxm*

)d = Cf and (Cl{,l,a,nXm)d = Bf

- Ykm—Il+1,k—anxm - “km—l+1,k—anxm"

Using the first equality we obtain (B,{7m_l+1,k_a7wm)d = C,{yha,nxw
we have (CY )¢ = ((B] )44 = BJ

k,l,amxm k,m—I+1,k—anxm k,m—I+1,k—a,nxm"

so by Lemma 14
O

Applying Lemma 65, and also results from Subsection 2.4, to Proposition 57 we
obtain another proof of Proposition 64. Take a matrix C,i Then CY

Lanxm® kJl,anxm
(B,J:m_“rl h—anxm)- Hence cf, . . € F™by Lemma 17(b) and Proposition 57. Next,
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M(m,, — fs )= M(f.r )4 = B,{’mflﬂykfamxm by Lemma 14 and Lemma 17(a).

k,l,a,nxm k,l,a,nxm

_ 1 2 ... a=k—(k—a) a+1 k k+1 ... n
Thus m, — fC;szXm = (0 0 ... 0 m—l+1 ... m—l+1 0 .. o) by
Proposition 57. Hence we obtain (b) of Proposition 64.
Takef—(mi::: T;Jl;'“zk:gl :::Z),wherelgrésgnandog

y < m—1. Then M(m, — f) = Bfm ys—r+1nxm (see Proposition 57). Hence and by

Lemmas 14 and 17(b), M(f) = (M(f)H)? = (M(m, — f))? (Bf

)d —
s,m—y,s—r+1l,nxm -
c! =/
s;m—(m—y)+1,5—(s—r+1),nxm s$,y+1lr—1lnxm:

Observe also that in the case of lattice (F'G',<,s) it is sufficient to prove Lemma
39 and Theorems 40, 41 only for one of two kinds of matrices, because then the second
case is obtained by Lemma 65. For example, assume that these results hold for B!
because proofs of second implications are similar.

Lemma 39: A gM le,l,a,nxm iff Bkm I+1,k—a,nxm = (lelanxm)d <M Ad iff (Lemma
39(a)) k—a < Alk,m—1+1]=k—Alk,m—(m—1+1)+1] = k— Alk, 1] iff A[k,]] <a

Theorem 40: By (a) and Lemma 14 we have A = (A%)? = (\/{Bg’m’mm: 1<k<
n, 1<l <mand a= A%k, 1] #0})?= A{( klanxm)d: I1<k<n, 1<l<manda=
k— Alk,m — 1+ 1] # 0} = /\{C,f’m_m’k_a?nm: 1<k<n 1<I<mandk—a=
Aleym =1+ 1) #k} = NCL s 1<K <n, 1 <I'<mandd = A[F, 1] # '}
(taking ¥ =k, ' =m — [+ 1and @ = k — a).

k,l,a,nxm>

Theorem 41: Mir(FG™) = {A?: A € Jir(FG™)} = {(B klamm)d: 1<k<n, 1<
lémandléaék}:{C,f’mle,kfa’nxm. <k<n, 1<l<mandl<a<k}=
(taking ¥ =k, ' =m—Il+1land d =k —a) = {CI{’,l’,a’7n><m: 1<K <n, 1<l <

mand 0 <d < k—1}.
Applying Lemma 65 to Lemma 58, Theorem 59 and Proposition 60 we obtain the
following three results for meet-irreducible elements of the lattice (FG*, <js).

Lemma 66. Let 1 <k17k2 < ll,lg m CLTLdO <k’1—1, 0<a2 <k2—1
Then
k’g — CLQ 1{31 — ay
(a) lel,ll,ahnxm <M Cka,IQ,ag,nXm Zﬁ ll < l2
a; < ag
(b) C]Z:Cl l1,a1,nXm = ij; la,a2,nXm Zﬁ (k17 llJ CLl) = (k27 127 a’2>'

Cf

k‘g l2 az,mXxXm

Proof. (a): By Theorem 15 and Lemma 65 we obtain C iff

f d < f f
(Ck27l27a27n><m> M (Ck‘l l1,a1, nXm) iff Bk’z m—la+1,ka—az,nxm <M Bkl,m—ll—&—Lkl—al,nXm' Next,

1,l1,a1,mxXm \M

by Lemma 58( ) we haVe Bkg m—Ila+1,ka—az,nxXm <M Bl]:1,mfl1+1,k17a1,n><m lﬂ:‘
kv — (ky —a1) < ko — (k2 — ag) a; < ag
_12+1 _ll+1 ifft l1<12
k2_a2 kl—al k’g—ag kl—al
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The point (b) follows from (a). Of course, it is also implied by Lemmas 58(b) and 65. Note
that this fact may be easily obtained by using the form of matrices OT(Cf O

klanXm)

Theorem 67. (Mir(FG)'), <u) is isomorphic to the poset (Sym, <proa) defined in The-
oremb9, recall that (Spm, <prea) i a subposet of the poset (N, <proa) such that Sy, =
{(z,y,2) eN*: 1< z2< 2 <nandl<y<m}. Moreover, this isomorphism is given by
the function

C,flanxm — (n—k+a+1,l,a+1).
Proof. Tt follows from Theorems 15, 59 and Lemmas 62, 65. More precisely, we know

that C,flanxm (C,flanxm) B,J:m I+1k—anxm 1S an anti-isomorphism of the poset
— (n—k+a,la)is

(Mir(FG™), <) onto the poset (Jir(FG™), <j) and Bklanxm
an isomorphism of (Jir(FGI"), <ur) onto the poset (S, m, <pmd) Thus their composition
Ck:flanxm — n—k+(k—-—a)ym—-1l+1,k—a) = n—am-1+1k—a)is an
anti-isomorphism of (Mir(FG™), <y) onto (Sn.m, <prod). Composing the last function
with the anti-automorphism ¢ of (S, m, <prod) defined in Lemma 62 (recall ¢((z,y, 2)) =
(n—z+1,m—y+1,n—x+1)) we obtain that C’,flanxm — (n—(k—a)+1,m—(m—

I+1)+1,n—(n—a)+1)=(n—k+a+1,l,a+1) is an isomorphism of (Mir(FG), <)
onto (Sn m» <p7"od>- O

Proposition 68. |Mir(FG?)| == ”+1)m In particular, |Mir(FG)| = —” (nt1)

Proof. Tt is obtained by Proposition 60, since |Mir(FG™)| = [{A?: A € Jir(FG™)}| =
|Jir(FGT)| (see Theorem 15). O

Lemma 66(a) can be also proved in a similar way as Lemma 58(a) (details are left to
the reader). Next, Theorem 67 can be easily obtained by Lemma 66(a) (see the proof of
Theorem 59). Thus we can obtain alternative proofs of these two results, which do not
use the self-duality of lattice (F'G', <as) (i.e., Theorem 15 and Lemma 65). Of course,
Proposition 68 can be also shown without using this self-duality in the same way as
Proposition 60.

By Theorems 59 and 67 we have that functions BklanXm — (n —k+a,l,a) and
C/{,l,a—l,nxm — (n—k+(a—1)+1,l,(a=1)+1) = (n—k+a,l,a), where 1 < a < k, are
isomorphisms of (Jir(FG'), <y) and (Mir(FG'), <ar) onto (Spm, <prod), respectively.
Hence obtain the following result.

Corollary 69. Posets (Jir(FGI), <) and (Mir(FG"),<u) are isomorphic and this
tsomorphism is given by the function B — C’,fla Lnxm Jor all 1 < k < n,
1<li<mandl <a<k.

k,,a,nxm

Take the involutive anti-automorphism W: Bklanxm — Bkm 141 k—at1nxm

of the
poset (Jir(FG'), <) (see Corollary 63). By Corollary 69 we have that ©: Olf,l,am,xm —
B/

i Lat1nxm 18 a0 isomorphism of (Mir(FG7'), <ar) onto (Jir(FG'), <ar). Hence ©'oWo

f f f f _
©: Cklanxm — BklaJrl nxm 7 Bkm I+1,k—(a+1)+1,nxm — Ckm I+1,k—(a+1)+1-1,nxm ~—
C’,{m I+1k—a—1.nxm 18 an anti-automorphism of the poset (Mir(FG}'), <ar), which is also

an involution. Summarizing, we have shown
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Corollary 70. The function C’,{yl,amxm — C,{m I1k—a—lnxm 1S an involutie anti-
automorphism of (Mir(FGI),<u). In particular, the poset (Mir(FGI),<u) is self-

dual.

Since (FG™, <) is a finite distributive lattice, its dual (FG™, <4,) is isomorphic to
the lattice of all order filters of (Mir(FG'), <u) (see [4] and Subsection 1.1). Hence and
by Theorem 67, since (FGI', <) is self-dual (see Theorem 15), we obtain

Corollary 71. (FG', <y) =~ (OF(Sym), Q).

By this corollary (see also Subsection 1.1) we obtain another proof of the fact that
|FG7?| is equal to the cardinality of the family of all anti-chains of (S, m, <proa) (see
Corollary 61).

Since Theorem 67 can be shown without using the self-duality of lattice (F'GI", <),
we can apply this result to obtain another proof of the self-duality of this lattice. More
precisely, the lattice (FGJ', <) is isomorphic to (OI(S,..), <) (see Corollary 61), its
dual (FG™,<4,) is isomorphic to (OF (Mir(FG™),C) (see [4] and Subsection 1.1) and
(OF (Mir(FGY'), Q) >~ (OF(Spnm), C) (by Theorem 67). Next, the poset (Spm, <prod) 18
self-dual (see Lemma 62), so (OI(Sym), C) ~ (OI(S1,,),C), where S¢  is the dual of
Snm- Of course, OI(S ) = OF(Spm)-

3.8 Dedekind-MacNeille completions of posets (F*, <p;) and (F(n,m),<p)

By Corollary 37 and Propositions 57(a), 64(a ) we obtain the following description of
Dedekind-Macneille completion of the poset (F*, <pr) (see also Proposition 10 and The-
orem 15).

Theorem 72. (L(F"),C) ~ (FG™, <) (i.e., the Dedekind-MacNeille completion of the
poset (EI", <yp) is isomorphic to (FG, <)), in particular, (L(F}"),C) is a finite self-

dual distributive lattice. Moreover, Jir(F!") = Jir(FGY) and Mir(F") = Mir(FG").

We know that the poset (F'(n,m), <), thus also (F™, <j), is self-dual (see Proposi-
tion 2), so their Dedekind-MacNeille completions are also self-dual (see Proposition 33).
Hence we obtain another proof of the fact that the lattice (FGJ', <ur) is self-dual (Theo-
rem 15). But this proof does not give a formula for any involutive anti-automorphism of
(F G?> M )

Since the function f —— M(f) is an isomorphism between posets (F'(n,m), <z) and
(E™ <), the following properties of the poset (F'(n,m), <r) are obtained by Theorem
72 and Propositions 57(b), 64(b).

Corollary 73.

(a) (L(F(n,m)),C) ~ (FG", <), i.e., the Dedekind-MacNeille completion of the poset
(F(n,m),<p) is isomorphic to (FG" <u). In particular, (L(F(n,m)),C) is a
finite self-dual distributive lattice.
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(b) Jir(F(n,m))—{fBglanxm: I1<k<n, 1<l<m, 1<a<k}=
{(o 0 0ty oMbt p)eFmm): 1<r<s<n, 1<y <m)
c r n,m)) = : AN, lxlxsM VUxax R — =
Mir(F - 1<k<n, 1<I<m, 0<a<k—1
klanxm
oo ’";f y oy R ) EFmm): 1<r<s<in, 0y <

m — 1}.

By Corollary 73, Theorems 59, 67 and Corollaries 63, 69, 70 we obtain the following
result which describes the structure of subposets of (F(n,m), <r) induced by join- and
meet-irreducible elements.

Corollary 74. Let S, = {(z,y,2) e N*: 1 <2<z <n, 1 <y<m}. Then

(a) (Jir(F(n,m)),<p) and (Mir(F(n,m)),<g) are isomorphic to (Spm, <prod). More-
over, these isomorphisms are given by functions

1 2 ... r—1 k+1 ...
gr,s,y:(o 2o ol s kL ’8)»—>(n—r+1,y,s—r+1)
and
1 2 ... r—1 E+1 ... .
hT?‘s?y:(m m ... Tm ; ; :1 :L) (n—s—i—r,y—l—l,r),

equivalently, by functions

[y — (n—k+a,l,a) and fr — (n—k+a+1,l,a+1).

k,l,a,nxXxm k,l,a,nxm

(b) The function g, s, — hs_ri15y-1 (equivalently, fo — for ) is an

l,a,nxXm k,l,a—1l,nxm

isomorphism of (Jir(F(n,m)),<g) onto (Mir(F(n, m)), <g).

(¢) Functions g.sy — Gs—rt1,s,m—y+1 00A Ry gy —> Ry_ri1 s m—y—1 (equivalently, func-
tzons fBIJ:lanXm |—> kam I4+1,k—a+1,nxm and fCIJ:l ,a,mxXm '—> fCIJ:m I+1,k—a—1, nxm) are -
volutive anti-automorphisms of posets (Jir(F(n,m)), <r) and (Mir(F(n,m)),<g),
respectively. In particular, (Jir(F(n,m)),<g) and (Mir(F(n, )),gp) are self-

dual posets.

Proof. Let ® denote the isomorphism f —— M(f) between (F(n,m),<g) and (F™*, <u).
Next, we know

M(gys,) = B! and M (h,,,) =C!

s$,y,s—r+1lnxm s,y+1,r—1,nxm>

Le., Grsy = fBéyé N and h, s, = fcf .
(a): Isomorphisms of (Jir(F(n,m)), SF) and (Mir(F(n,m)), <p) onto (Snm, <prod)
are given by compositions of ® with isomorphisms ¥, : (Jir(FG)),<y) — Snm and

Uy: (Mir(FGY), <m) — Spm defined in Theorems 59 and 67. Next,

Uy0®(grsy) = \I[1<B£y,s—7"+1,n><m) =n—s+(s—r+1),y,s—r+1) = (n—r+1,y,s—r+1)
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and
qj?o(p(hﬁ&i'ﬂ \1]2(0 s,y+1,r—1 nXm) (n—s—i—(r—1)+1, y+17 (T_1>+1) = (n—s—i—r, y+17 T)'

-1
— Y fb—>

k,l,a—1nxm

(b): By Corollary 69, the composition fr -2 B!

k,,a,nxm
k,l,a,nxXm

is an isomorphism of (Jir(F(n,m)), <p) onto (Mir(F(n,m)), <r). Hence we

— fcf = hs—r+1,s,y—1-

s,y,s—r+1l,nxm 5,Y,s—r,nXm

fcf

k,l,a—1l,nxm

have g, ., = [gr
Of course, this point can be also obtained by (a), because ®~! o ¥,! o ¥; o ® is an
isomorphism of (Jir(F(n,m)),<g) onto (Mir(F(n,m)),<p) and ¥; o &(g,,) = ¥y o0
D(hs—rt1,55-1)-
(c): By Corollary 63 we obtain that the composition fy -2 BI

lamxm k,l,a,nxm

—

f ot
Bkm l+1k (Z—‘,—l nxm — fBI{m I+1,k—a+1,nxm
(Jir(F(n,m)),<rp). Hence we have g,,, = fgr — fyr _

s,y,s—r+1l,nxm sm y+1,s—(s—r+1)+1,nxm

is an involutive anti-automorphism of the poset

fo = Gs—r+1,s,m—y+1-

s,m—y+1l,r,nxXm

Next, by Corollary 70 we obtain that the composition f.r -2 of

elamxm k,,a,nxm

—

f . . .
Clm—t41k—a—1mxm |—> fck T is an involutive anti-automorphism of the poset

(Mir(F(n,m)),<p). Hence we have h, s, = f.rs

fc‘f’m Y, s—r,nXm B hs—r—l—l,s,m—y—l-
Of course, self-duality of (Jir(F(n,m)), <g) and (Mir(F(n,m)), <g) is also obtained
by (b) and Proposition 2. But by Corollaries 63 and 70 we have formulas for their anti-

automorphisms. ]

— fcf =

s, y+1l,r—1,nxm m—(y+1)+1,s—(r—1)—1,nxm

3.9 Remarks on posets (T, <u), (T'(n,m),<p) and the lattice (TG, <)

Since TG}, =T, = {0m} = {[123 ... n]"} and T'(n,m) = {1,} are one-element sets,
we assume here that m > 2. Note that one-element sets form trivial lattices which have
no join- and meet-irreducible elements.

Recall that the function W: A ——] A is an isomorphism of the lattice (TG, <)
onto the lattice (FG™ ', <ys) and its inverse W' is given by the function B —1 B.
Moreover, W(T™) = F™ 1. Thus all results from the last three subsections concerning
the poset (F", <j) and the lattice (FGI',<p) can be translated for (7", <j;) and
(TG, <u).

We start with a description of join- and meet-irreducible elements of the lattice
(TG, <pr). By the definition of the set TG" (see Definition 9) and properties of the bot-
tom O and the top element 1pm of the lattice (TG, <ar) (see the last part of Subsection
2.3) we obtain 7 (TGY) = {OTﬁn[k 0,0rm[k, )+ 1,..., 1pm[k,l]} forall k =1,2,...,n

and ! =1,2,...,m. Hence and by Theorem 41 we have that all join- and meet-irreducible
elements are of the form Bgfa nxm and C’k Ibnxms respectively, where 1 <k <n, 1 <l <m

and Opm [k, 1] +1 < a < lpm[k’ l] =k, OT;Ln[k ] <b<1pnlk,l] —1=Fk—1. These matri-

ces will be denoted by B! and C} respectively, to simplify notation. Since

k,l,a,nxm JLbnxmo
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O [k, 1] = k, there are no integers a and b such that £ +1 <a <kand k <b< k-1
Therefore we can assume that [ > 2. Summarizing, we obtain the following facts (recall
that Opm [k, 1] = 0 for [ > 2).

Jir(TGY) = {Bipanxm: 1 <k<n, 2<I<mand1<a<k},

Mir(TGy) = {Cf amxm: 1<k<n, 2<I<mand0<a<k—1}.

From the other hand, all join- and meet-irreducible elements of (TG, <,) are of the
form TB};Z’a’nXm_l and TC£717b7nXm_1, respectively, for 1 < k < n, 1 <1 <m—1 and
1<a<k 0<b< k—1. By Definition 38 we obtain the following relationships between
these two kinds of descriptions of irreducible elements.

Forevery 1 < k< n, 2< Il <mand1<a<k 0<b< k—1 we have that
iB,tC’l,amxm =IAN{AeTG": Akl =a}=N\{lA€ FG"1: AeTG™ and Alk,l] =
a} = MB € FGP': Blki—1] = a} = Bl ., and similarly, | Cf

f
Ck,l—l,b,nxm—l‘ Hence

L,b,nxm =

t _ f t _ f
Bk,l,a,nxm - TBk,lfl,a,nmel and Ck,l,a,nxm - TCk,lfl,a,nmel’

By these equalities and Lemmas 58(b), 66(b) we obtain that matrices By, ., and

Ci are uniquely determined by the triple (k, [, a). Next, the following facts hold.

Janxm

(1) The function B} — B,{7l_1’a7nxm_1 is an isomorphism of (Jir(T'G)), <)

k,,a,nxm

onto (Jir(FG™1), <) and its inverse is Bf,, .+~ B 1 anxm:

(2) The function Cf; , e = cf
onto (Mir(FG™ '), <y) and its inverse is C{, .+ Ch.

I-1anxm_1 18 an isomorphism of (Mir(TG}'), <)

l+1l,anxm:*

Thus Theorems 59 and 67 imply that compositions
Bltc,l,a,nxm — Bl{,lfl,a,nxmfl — (n —k+ a, CL,Z - ]-)

and
Cli,l,a,nxm — le,l—l,a,nxm—l — (n —k+a+ ]'7 a+ ]'7 l— 1)

are isomorphisms of (Jir(T'G)"), <ur) and (Mir(T'G)), <ar) onto (Spm—1, <prod), Lespec-
tively. Hence posets (Jir(TG),<u) and (Mir(TG)'),<p) are isomorphic and this
isomorphism is given by the function By, xpm — Ck (of course, it follows also
from Corollary 69).

By Propositions 60 and 68 we have |Jir(TGy| = |Mir(TGY| = "(";1) (m—1), in
particular, |Jir(TGp| = |[Mir(TG!| = w

By properties (1), (2) and Corollaries 63, 70 we obtain that the following compositions

JLa—1nxm

t s BS s Bf _
Bk,l,a,nXm Bk,lfl,a,nxmfl Bk,mf17(l71)+1,k7a+1,n><m71 -

f t
Bk,mflJrl,kfaJrl,nmel Bk,m—l—l—?,k—a-‘,—l,nxm
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and
t s of s of _
Ck,l,a,nXm Ck,lfl,a,nxmfl Ck,mflf(l71)+1,k7a71,n><m71 -

f t
Ck,mflJrl,kfafl,nmel Ck,m—l—i—?,k‘—a—l,nxm

are involutive anti-automorphisms of posets (Jir(TG'), <y ) and (Mir(TGI"), <), re-
spectively. In particular, (Jir(T'G), <ur) and (Mir(TGI"), <) are self-dual posets.

By Corollaries 61 and 71 we have (TG, <pr) ~ (OI(Spm-1),<) and (TG, <p) =~
(OF(Sn,m—l)a g)

Since Wzm is an isomorphism between posets (17", <) and (F"!, <p), Theorem 72
implies that the Dedekind-MacNeille completion (L(7"), C) of (17", <js) is isomorphic to
the lattice (FG™ !, <js), so also to the lattice (TG™, <j). In particular, it is a finite self-
dual distributive lattice. Moreover, Jir(T/™) = U= (Jir(F™ 1)) = O 1(Jir(FG™1)) =
Jir(TG™) and Mir(T/™) = =Y (Mir(F™)) = Y Mir(FG™ 1)) = Mir(TG™).

Since the function f —— M(f) is an isomorphism between posets (T'(n,m),<r)
and (77", <u), we obtain by the above fact that the Dedekind-MacNeille completion
(L(T(n,m)), C) of the poset (T'(n,m),<r) is isomorphic to the lattice (FG™, <), so
also to the lattice (TG, <j). In particular, it is a finite self-dual distributive lattice.

To describe join- and meet-irreducible elements of the poset (T'(n,m), <r) observe
that M(f + 1,) = T M(f) for all f € FG™'. Hence, for all 1 <k <n,2 <1< m and
1 < a <k, we have M(fBi ) = Bltg,l,a,nxm = TBI{,lfl,a,nmel = TM(fo ) =

Jhanxm k,l—1,a,nxXm—1

M(fgr +1,,), so by Theorem 6 and Proposition 57 we obtain
k,—1,a,nxm—1
. (1 2 ... k—=a k—a+1 k—a+2 ... k k+1 ... n
fBi,z,a,nXm_fB,{,lflya’nmelel" _<1 1 ... 1 ! ! VR R T 1)'

Similarly, for all 1 < k£ < n, 2 <l <mand 0 < a < k — 1 we have the equality

M(fciz )= M(f.r +1,), so by Theorem 6 and Proposition 64 we obtain
Janxm k,—1l,a,nXm—1
o _ 1 2 ... a a+1 a+2 ... k k+1 ... n
fcltc,l,a,nxm o fCI{,l—l,a,nxm—l + 1n _( m m ... m -1 -1 ! m e m )

By these equalities and Corollary 73(b),(c) we obtain

Jir(T(n,m)) ={fgp, .+ 1<k<n 2<I<m, 1<a<k}=
{fss +1,: 1<k<n, 1<I<m—-1,1<a<k}=
k,l,a,nxm—1
Crd oy i ) eTum): 1<r<s<n, 2<y <m}.
and
Mir(T(n,m)) ={fey, .+ 1<k<n 2<li<m, 0<a<k-1}=
{fclj:l +1,: 1<k<n, 1<i<m—-1,0<a<k—1}=
s, La,nXm—1
(o Ty i n ) €T(m): 1<r<s<m, 1<y <m—1},
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Recall (see the end of Subsection 1.2) that we have the isomorphism ©: (F(n,m —
1),<p) — (T'(n,m),<p) such that O(f) = f + 1, for all f € F(n,m —1). Next, its
inverse ©~! is given by the formula ©~!(g) = g — 1, for all g € T'(n,m). Applying the
isomorphism ©~!, Corollary 73 and the fact (FG™ !, <y) ~ (TG™, <) we also obtain
the above results concerning the poset (T'(n, m), <g) (simple details are left to the reader).

By facts (1), (2) and Corollary 74 we obtain that posets (Jir(T(n,m)),<rp) and
(Mir(T(n,m)), <p) are isomorphic to the poset (S m—1, <proa) and these isomorphisms
are given by functions

B

k,l,a,nXm

— (n—k+a,a,l—1) and fe

k,l,a,nXm

— n—k+a+1l,a+1,01-1).

In particular, (Jir(T(n,m)),<g) and (Mir(T'(n,m)),<r) are isomorphic and this iso-
morphism is given by the function fB;iz — for . Next, functions

JLanxm k,l,a—1,nxm

[B

k,l,a,nxm

— th

k,m—1+2,k—a+1,nxXm

and  feo

k,l,a,nxXm

— fcltc,mfl+2,k7a71,n><m

are involutive anti-automorphisms of (Jir(T'(n,m)),<r) and (Mir(T(n,m)),<r), re-
spectively, so these posets are self-dual. Observe that applying Corollary 74, the iso-
morphism O: (F(n,m — 1),<r) — (T(n,m),<r) and its inverse ©~! we obtain that
all functions given in this paragraph can be expressed directly in terms of elements of

Jir(T(n,m)) and Mir(T(n,m)) (without using isomorphisms By , ., — fe,
and Cpyonum = fer,  between posets (Jir(TG}), <wm), (Jir(T(n,m)),<r) and

(Mir(TG™), <u), (Mir(T(n,m)), <p), respectively), but technical details are left to the
readers.

3.10 Join-irreducible elements of the lattice (IGT", <ns)

Since IG™ = () for m < n, we assume in this subsection that n < m. Then by the definition
of the set IGT" (see Definition 9) and properties of the bottom A" and the top element V"
of the lattice (1G], <ar) (see the last part of Subsection 2.3) we obtain that 7, ;) (IG}}) =
{APk ), Ak )+ 1, ..., Virk I} forall k =1,2,...,nand [ = 1,2,...,m. Hence and
by Theorem 41 we have that all join-irreducible elements of the lattice (IG7", <,s) are of

the form B,{,ﬁa,nxm, where 1 < k< n, 1<l <mand max{1l, k — [+ 2} = max{0, k —
I+1}+1=A"k1+1<a<VPk/ =min{k, m+1—1} < min{n,m} = n. These
matrices will be denoted by By, .., to simplify notation. Since A7'[k, 1] = V)'[k, 1] = F,

there is no integer a such that Ak, 1] +1 < a < VI'[k, 1]. Therefore we can assume
that [ > 2. Summarizing, we obtain

Jir(IG)') =

{B,i’l’a’nxm: 1<k<n, 2<l<mand max{0, k—1+1}+1 < a < min{k, m+1-1}}.
For the lattice (SGI, <) we have that A”[n,[] = V?[n,l] =n — 1+ 1, so in this case we
can additionally assume that & < n — 1. Thus we obtain Jir(SG") = { B} 1<

k,l,anxn *

k<n—-1,2<l<nand max{0, k —[{+ 1} +1 < a <min{k, n+1—1}}.
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Since By, nxrm 1S the least matrix of (IG}, <jr) with the entry a in the position (k, 1),
we obtain that By, , .,, looks as follows (note that [ +a — 1 < m):
x r+1 [ Y n m
1 0O --- 0 0 0O --- 0 0O --- 0 0 ---00--- 0]
1 - 0 0 0 --- 0 0 --- 0 0 ---00---0
x r—1--- 1 0 0 --- 0 0 --- 0 0 ---00---0
z4+1 . - 2 1 1 - 1 0 --- 0 0 ---00---0
z+2 z+1 --- 3 2 2 -2 1 -0 0O ---00---0
k k-1 a+1 a a a a—1--- 1 O ---00---0
kE+1 K a+2 a+l a a a—1--- 1 0O ---00---0
y—1y-2--- 2-1 2-2 2-3 --- a a—1--- 1 0O ---00---0
y y—1- z z—1 2=2 .-+ a+1 a - 2 1 ---00---0
y+1 vy z+1 z z—1 -+ a+2 a+1--- 3 2 ---00---0
| n n—1--n—z+ln—xn-—z—-1.-n—Il+1 n-0--n—y+ln-y--- 10 - 0]

where r =k —a,y=k+(l—(k—a))=l4+aand z=y—ax+1=101+2a—k+ 1.

Of course, some rows and columns do not appear in the above matrix for some values
of k, [ and a. For instance, fora =k orn <l+a— 1.

Thus the matrix O" (B}, , ,xm) €quals

r r+1 l Y n m
1 0 o000 --000:-00--00 - 0
11 o000 --000:-:-00--00 -0
1 1 0 00 000 00 0 0 0 |z
1 1 1 1 11 110 00 00 0
1 1 1 1 11 111 0 0 00 0
11 1 1 11 111 10 00 0 |k
1 1 1 1 0 000 00 0 0 0
1 1 1 1 10 000 00 ---00 0
1 1 1 1 11 100 00 0 0 0
11 1 1 1 111 11 00 0 |y
11 1 1 11 111 11 00 0
11 1 1 11 111 11 10 0 |
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wherer =k —aandy=k+ (I —(k—a)) =1+a.
Hence (see also Remark 8) we obtain the following result.

Proposition 75. Let 1 < k < n, 2 <1 < m and max{0, k — I+ 1} +1 < a <
min{k, m+1—1}. Then

(a) Bk,ha nxm S ]TTLn

(b) fBzi,z,a,nXm is such that

_ (1 2 ... k—a k—a+1 k—a+2 ... k
(b.1) ifl+a=1<n, thenfBilanxm_(l 2 ... k—a l I+1 ... l4a-1
k+1 k+2 . l4+a-1 Il+a I4+a+1 ... n
k—a+1 k—a+2 ... -1 l+a l+a+1 ... n ’
(note that the inequality max{0, k — 1+ 1} +1 < a implies k —a <1 —2 and
E<l+a-2),
. _ _ 1 2 ... k—a k—a+1
i particular, if | +a — 1 = n, then fBizanm = (1 s oL /
k—a+2 ... k k+1 k+2 oo l+a—-2 l+a—-1=n
I+1 ... l+a-1 k—a+1 k—a+2 ... [-2 -1 )
. o 1 2 ... k—a k—a+1 k—a+2
(b.2) ifn+1 < l4+a—1 < m, thenfBizanXm_<1 5 L. ; L1
k k+1 k+2 ... n
l+a—1 k—a+1 k—a+2 ... (k—a)+(n—k)=n—a )~
_ (1 2 ... r—=1 r r41 ... s s+1 s+2 ... s+y—r y+s—r+1 ..
Takef_ (1 2 ... r—1 vy y+1 ... y+s—r r r+1 ... y—1 y+s—r+1 .. n)
forsome 1 < r<s<nandr+1 <y m-—s+r; ofcourse 1fs+y—r2
.o s+1 s+2 .. n _
n and s < n, then the tail of f equals - °7 N ) Then f =
IBi, iiem SO M(f) = Bl « ri1nxm; this fact follows also from the equality M°(f) =

O™ (B!, « ri1mxm)- Note that max{0, s =y +1} +1 <s—7r+1<min{s, m+1—y}.

If n = m, then the case (b.2) of Proposition 75 does not hold. Thus by this propo-
sition we obtain the following fact describing bijections corresponding to join-irreducible
elements of the lattice (SGJ, <ur).

Corollary 76. Let 1 < k< n—-1,2< [l <nandmax{0, k —1l+1} +1 < a <
min{k, n+1—1}. Then

(a) Bk,l,a nxn S I:zl

()f :(1 2 ... k—a k—a+1 k—a+2 ... k E+1 k+2
B 1 amxn 1 2 ... k—a l I+1 .. l+a—-1 k—a+1 k—a+2
l4+a—-—1 l4+a l+a+1 ... n
-1 l4+a l4+a+1 ... n)

Now we precisely describe the structure of the poset (Jir(IG?), <ps). To this purpose
we first prove the following technical lemma.
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Lemma 77. Let 1 < ki, ke < m, 2 <li,lo <m and max{0, k1 — 1 + 1} +1 < ay <
min{k;, m+1— 10}, max{0, ko —lo+ 1} + 1 < ay < min{ky, m+1—1y}. Then

ki1 —ay = ke —ay
<

; ; ll + aq l2 + as
(2 7 N
(a) Bkl,h,al,nxm <M Bk’z,lg,ag,nxm /Lﬁ. al g CL2
art+l —ki <ax+1lo— ko
(b) Blil,ll,al,nxm - Blﬁ:g,lz,(lg,nXm Zﬁ (kl? ll’ a’l) - (k27 l27 CLQ).

Proof. Note first that (b) is implied by (a). This fact may be also obtained by using the
form of the matrix O"(B} ) 4.xm), but this is a quite complicated method in this case.

(a): Let C; = Bi and Cy = B By Lemma 39(a) we have the
equivalence

1 1
k1,l1,a1,mxm ka,l2,a2,nxm"

Cy <um Oy iff a1 < Colky, 4]

Ifl{il < kQ_CLQ or ll < kg—a2+1 or ll > l2+a2 or ]{31 2 l2—|—a2—1, then Cg[kl,ll] =
max{0, k1 —l; + 1} < max{0, k; — 1 + 1} + 1 < ay. Thus we have the following four
cases:

(a.1): ke —as+1 < ky < kg and ky —as +2 < Iy < ly. Then Cylky, 1] = Colky, o] =
Colka— (ke —k1), 1) = ag—(ka— k1), s0 Cy <pp Coiff ay < ag—(ko—ky) iff ko—as < k1 —ay.
All other inequalities (from the right-hand side of first equivalence) are implied by the
proved inequality ke — as < ki — ap and our assumptions in this case. More precisely,
k1 < ko and ky — as < ki — ay imply ay < ao; hence l1 + a1 < Iy + as, because [y < ly;
finally, I; <[y and a; — k1 < as — ko imply ay +1; — k1 < as+1s — ko. The similar situation
will hold in the next three cases, therefore we will not explicit formulate it later.

(a.2) ko —ag+ 1< ki <hksandlo <ly <lpat+ag—1. If ky — 13 <kg—as+1—15 (i.e., the
position (kq, {;) lies to the right from the line passing through positions (ko —as+1, 1) and
(ko,lo+as—1)), then Cylky,l1] = 0. Thus we can assume that k; —l; > ko —as+1—15 (i.e.,
the position (ki, ;) lies to the left from the line passing through positions (ko —as + 1, 12)
and (ko, lotas—1)). Then Cylky, 1] = Colko—(ka—k1), loa+(l1—12)] = ag—(ka—k1)—(l1—12).
Hence Cy <y Coiff a1 < ag — (ko — k1) — (b — o) iff a1 + 13 — k1 < ag + 1o — k.

(a.S): kg < ]{?1 < l2+a2—2 and kg—(l2+2 < ll < l2. Ifk'l—ll 2 CLQ—]_ (i.e., the
position (ki,[;) lies to the left from the line passing through positions (ky, ko —as+1) and
(Io+as —1,19)), then Colky, l1] = k1 — 11 +1 < k; — 11 +2 < a;. Thus we can assume that
ki —l; < as — 1 (i.e., the position (ki,[;) lies to the right from the line passing through
positions (ko, ko — as + 1) and (ls + ag — 1,13)). Then Cylky, 1] = ag, so C; <y Cy iff
aq < Q9.

(a.4): k2 < k?l < l2—|—a2—2 and lg < ll < l2+(l2—1. Then Og[kl, ll] = Cg[k?hlg—f—(ll—lg)] =
(lg—(ll _ZQ), SO Cl <M Cg iffal <a2—(11—12) iﬁll+a1 <lg—|—a2. ]

Theorem 78. (Jir(IG™), <yr) is isomorphic to a subposet of the poset (N*, <p0a) induced
by the set Ry = {(z,y,2,¢t) EN*: 1<ax<n, 2<y<m, 1 <z<min{z, y—1}, n+
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1<xz+4y—zandt=x+y—z}. Moreover, this isomorphism is given by the function
Blic,l,a,nxm'—> (n_k+aal+a_ 1,a,a+l—k—|-n— 1)

Note that R, ,, € {1,2,...,n}x{2,3,...,m}x{1,2,... ,;n}x{n+1,n+2,... ., m+n—1}
(recall, n < m).

Proof. Having Lemma 77(b) we can take a function ¥: Jir(IG™) — N* such that
\Ij<Bli,l,a,n><m) - (n - k+a7l+a_ 17a7a+l_ k) + (0,0,0,n - 1)

Lemma 77(a) implies that ¥ is an embedding of (Jir(IG™), <) into (N*, <,04). Next,
for each Bklanxm wehavel <a<n—k+a<nand2<a+l=2+a—-1<l+a—-1<m,
because a < mm{k m+1 —l}. Moreover, (n—k+a)+(l+a—-1)—a=a+l-k+n—1
and a+1—k > 2, because a > max{1l, k—[+2}. Note also a+1—k < [ < m. By all these
facts we obtain that W (Jir(IG')) C R,,,. On the other hand, take (z,y,z2,t) € R, .
Applying inequalities which define the set R,, ,,, it can be shown (technical details are left
to the reader) that
I1<n—xz4+z2z<n, 2<y—z+1<m

and
max{0, (n—z+z2)—(y—z+1)+1}+1<z2<min{n—z+2 m+1—(y—2+1)}

(for example, the inequality n+1 < z+y—zimpliesn—z+z—y+2z—1+1+1< 2, so
(n—2+42)—(y—2+1)+2 < 2). Thus we can take the matrix B}, ... .1 ..m. Of course,
V(B ioyottomxm) = @y, 2,0 +y — 2) = (2,9,2,t). Hence R, ,,, C V(Jir(IG}})),
because (z,y, z,t) € R, was arbitrarily chosen. ]

Proposition 79. |Jir(IGM)| = Smntm=n)tn-n(ntl)

6
In particular, |Jir(SG?)| = %.

Proof. By Lemma 77(b) we have

|Jir(IG)")| =
{(k,l,a) eN*: 1<k<n, 2<i<m, k—l+2<a<kandl<a<m+1-1}=
{(k,l,a) e N*: 1<k<n, 2<I<m, k—a+2< 1, 1 <k—a+land 1 <a<m+1-1}]
Hence, setting xt =k —a+ 1, y = [ and z = a, we obtain
| Jir(I1G,!)] = 151,

where S = {(z,y,2) e N*: 1<x<n, 2<y<m, z+1<yandl <z2<m—y+1}.
Next, |S] = >y oy — (m —y + 1) + Zy:n+1 n(m—y+1) = ZZZQ( —(y -
My =1 +ndlm—y+1) =30 my—1)—@—1*)+nd ", (m—y+

n n m—n n—1)n n—1)(n—141)(2(n—1)+1
1) = mzyZZ(y —1) - Zyzz(y — 1)+ nS "t = md 2) _ (n=1)( 1+6)( (n=D+1) |
n(m—n)(m—n-l—l) _ 3mn(m—n)+(n—1)n(n+1) 0
2 6 )
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Since (IG',<;) is a finite distributive lattice, it is isomorphic to the lattice of all
order ideals of Jir(IG)) (see [4] and Subsection 1.1). Hence and by Theorem 78 (see also
Subsection 1.1 for the second part of this fact) we obtain

Corollary 80. (IG}', <) =~ (OI(Rnm), Q). In particular, |IG}| is equal to the cardi-
nality of the family of all anti-chains of (Rn.m, <prod)-

3.11 Meet-irreducible elements of the lattice (IG*, <ns)

Similarly as in the previous subsection we assume here that n < m. Recall also that at the
beginning of the previous subsection we have shown 7, (IG)) = {A7[k, 1], AT [k, 1] +
...,V 1]} for all k =1,2,...,nand [ = 1,2,...,m. Thus by Theorem 41 we have
that all meet-irreducible elements of the lattice (/G}}, <) are of the form C’,ﬁamxm,
where 1 <k <n, 1 <l <mand max{0, k -1+ 1} = A"k, ]| < a < VI[kI —1=
min{k, m+1—1} —1=min{k —1, m —}. These matrices will be denoted by C}, , \m
to simplify notation. Of course, the inequality max{0, k—I+1} < min{k, m+1—-1} —1
does not hold for [ = 1, because & < n < m (see also the beginning of the previous
subsection). Thus we can assume that [ > 2. Summarizing, we obtain

Mir(IG)") =

{Chianxm: 1<k <n, 2<I<mand max{0, k—1+1} <a<min{k, m+1-1}—1}.

For the lattice SG7, similarly as in the case of join-irreducible elements (see the beginning
of the previous subsection), we can additionally assume that k& < n—1. Thus Mir(SG}) =
{Cli,l,a,an: 1<k<n—1,2<l<mand max{0, k—I1+1} < a < min{k, m+1-1}—1}.
The function A — A is an involutive anti-automorphism of the lattice (IG™ <)
(see Corollary 22). In particular, we have some correspondence between join- and meet-
irreducible elements of /G)". The following lemma precisely describes this connection.

7 td __ Vi i td _ i
Lemma 81. (Bk,l,a,nxm) - Ck,m—l+2,k—a,n><m and (Ck,l,a,nxm) - Bk,m—l+2,k’—a,n><m'

Proof. Take k,l,a such that 1 < k < n, 2 <l < m and max{0, k — 1+ 1} +1 <
a < min{k, m + 1 —{}. Recall that if j > 2, then A“[i,j] =i — A[i,m — j + 2]. So
Atk m—1+2] =k—Alk,m—(m—1+2)+2] = k— A[k,l]. Thus {A" € IG™: Alk,l] =
ay = {A" € IG™: Ak,m —1+2]=k—a} ={B e IG™: Blk,m—1+2] =k —a},
the second equality follows from the fact that A — A% is a bijection of IG™. Hence

(Bhpamenm)® = (\{A € IG: Alk,1] = a})" =\/ {A" € IGT: Akl = a}

— \/{B € IG": Blkkm—1+2]=k— a} = Cli,m—l+2,k—a,n><m'

The inequalities max{1, k — [+ 2} < a < min{k, m+ 1 — [} imply max{0, k — (m — [+
2)+1} = max{0, k+l—m—1} <k—a < min{k—1, [—2} = min{k—1, m—(m—1+2)}.

Take k,l,a such that 1 < k < n, 2 <l <mand max{0, k — [+ 1} < a < min{k —
1, m —l}. Then it is easy to see that max{l, k — (m — [+ 2) + 2} = max{l, k +
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l—m} <k—a<min{k, | —1} = min{k, m+1— (m — 1+ 2)}. Thus we can take
the matrix Blzc,mfl+2,k7a,n><m‘ Then (Bllc,mfl+2,k7a,n><m)td = llc,l,a,nxm’ S0 ( li,l,a,nxm)td =

) td\td _ 1
((Bk,mfl+2,k7a,n><m) ) - Bk,mfl+2,kfa,n><m by Lemma 20. u

By Lemma 81 we obtain that in the case of the lattice (/G <) it is sufficient to
show Lemma 39 and Theorems 40, 41 only for one of two kinds of matrices. Proofs of
these equivalences are similar to proofs of analogous results for the lattice (FGJ', <ur)
(see Subsection 3.7). For example, assume that these results hold for Bli,l,a,nxm? because
proofs of second implications are similar.

Lemma 39: A <ar CLy g M Bl tioh-anxm = (Chianxm)® <u A iff (Lemma
39(a)) k—a < A¥k,m —1+2] =k — Alk,m — (m — 1 +2) + 2] = k — A[k,l] (because
[ >2)iff Alk,l] < a.

Theorem 40: By (a) and Lemma 20 we have A = (A")" = (\/{B] . pxm: 1 <
k<n, 2<l<manda=A"kI #0})'" = N{(B}janxm)® 1 <k<n, 2<1<
m and a = k—Alk,m—1+2] # 0} = AN{Ch . 11on-anxm: 1 <E<n, 2<I<mand k—
a=Alk,m—=14+2] #k} = N{Chyynsm: 1<K <n, 2<I <mand o = AR, '] #k'}
(taking ¥ =k, ' =m — 1+ 2 and ' =k — a).

Theorem 41: Mir(IG7) = {A": A€ Jir(IGI)} = {(Bi anxm): 1<k <n, 2<
<mand max{0, k—I+1}+1<a <min{k, m+1—1}} = {C} . _1ioranxm: 1<
<n 2< ! <mand max{l, k — [ +2} < a < min{k, m+1—1}} = (taking
=kI'=m-I1l+2and d =k —a) = {Oi’,l’,a’,nxm: 1 <k <n, 2<U<
m and max{0, ¥ — ' +1} < <min{k’ — 1, m — U'}}.

By Lemmas 24, 81 and Proposition 75 we obtain that Cy; ..., € I;". Next,
i i td
k,l,a,nxm = (Bk,mfl+2,k7a,n><m) =
td
(M(fBlic,mfl#»Zkfa,nXm)) = M(mn - fB" + 1n)

km—Il42,k—a,nxm

Hence (see also Remark 8)

fclz,l,a,nxm n fBIZc,mfl+2,k7a,n><m + n
This equality and Proposition 75(b) may be used to described injective functions corre-
sponding to matrices C}; , ,xm- But we want also to describe the structure of matrices
i At i P i
klanxm- Of course, matrices Cy .., and C have similar forms. Thus we

k,l,a,nxm
can use results given in Subsection 3.4 for C,f’ (see the proof of Proposition 47) to
sketch the structure of matrices C},

fclic 1 ’

By the inequality max{0, £k — [ 4+ 1} < a we have that k —a < [ — 1, so z =
a+min{l—1, k—a} = k, where z is the parameter in the first matrix given in Subsection
3.4. This matrix describes the first & + 2 rows of C}; .., Moreover, these first k + 2

rows correspond to the following function (recall that [ < m — a):

La,nxm

Lanxm- M particular, we obtain formulas for functions

1 2 a a+1 ... k k+1 k42
m m—-1 ... m—a+1 1-1 ... l—(k—a) m—a m-—a—1]|
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Assume that m —a+1—1 > n — k or equivalently m —a — (n — k) > [ — 1 (i.e., the
distance between the I-th and the m —a+ 1-th column of Cy; , ., is not less than n — k).
Then Case 1 considered in Subsection 3.4 describes the rest rows of C}, and these
rows correspond to the following function:

lLa,nxm

k+3 k+4 n
m—a—2 m—a—3 ... m—a—(n—k-—1)

note that m —a—(n—k—1) > L.

Assume that m—a+1—1 < n—k—1 or equivalently m —a — (n—k) <1—2 (i.e., the
distance between the I-th and the m — a + 1-th column of C}, , .., is less than n — k).
Since each entry of the first column of O"(C} ;4 xm) €quals 1, Case 2.1 considered in

Subsection 3.4 (more precisely, the equality [ —1 = k—a) does not hold. So the inequality
k —a <l — 2 must hold. Then Case 2.2 considered in Subsection 3.4 describes the rest

rows of C}, ..., and these rows correspond to the following function:
k+3 k+4 . k+m—-—a+1-1-1 k+m—-0a+1-1 k4+m—-a+1-1+1 ... n
m—a—2 m-—a—3 ... I+1 l l—(k—a)—1 . m—n+1 )’

note that the inequality m —a — (n — k) <1 — 2 impliessk+m —a+1—-1<n— 1.
Summarizing, we have proved the following result.

Proposition 82. Let 1 < k< n, 2 <l <m and max{0, k — [+ 1} < a < min{k, m +
1—1}—1. Then

(a) Cli,l,a,nXm € [rT

(b) fey,.  is such that

: . . . . ) _ 1 2 a a+1
(bj) /Lf m a (n kj) 2 l 1’ then fcllc,l,a,nxm T ( m m—1 .. m—a+1 -1
a+2 ... k k+1 k+2 n
-2 ... l-(k—=a) m—a m—-a—-1 ... m—a—(n—k-1)
Note that m —a— (n—k—1) > 1.
. , _ _ _ < _ i — 1 2 a a+1
(b 2) me a (n k) ~ l 27 then fck,l,a,nxm ( m m—1 m—a+1 -1
k k+1 k+2 m+k—a-—1 m+k—a—1+1 m+k—a—1+4+2 n
l—(k—a) m—a m-—a-—1 . l+1 l l—(k—a)—1 mfn+1)

Note thatm—a—(n—.k) < 1 —2 implies k —a < 1 —2 (because n < m),
l—(k—a)—1<m-n+landm+k—a—-1l+1<n—1.

If n = m, then inequalities m —a— (n—k) 2l —1land m—a— (n—k) <1 — 2 are
equivalent with k—a = [—1 (because k—{+1 < max{0, k—[+1} <a)and k—a <1 —2,
respectively. Hence for n = m, cases (b.1) and (b.2) of Proposition 82 take the following
forms:

(1) If k—a =1—1, then fu

k,l,a,nXm
k+2 ..on
n—a—1 ... | J°

— 1 2 a a+1 a+1 ... k k+1
n n—-1 ... n—a+1 [I—-1 [-2 ... 1 n—a
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(2) Ifk:—aél—Z, then fC’i — ( 1 2 a a+1 ... k k+1

k,l,a,nxm n n—-1 ... n—a+1 -1 ... Il—(k—a) mn-—a
k+2 ... n+k—a—-1l n+k—a-1l+1 n+k—a—-1042 ... n
n—a—1 ... I+1 l l—(k—a)—1 ... 1 )°

Of course, these two cases can be joined in one, because the equality k —a = [ — 1 implies
that | —(k—a) =1 and n+k —a+1—1 = n. Next, the inequality ¥k —a < [ —1
holds for all matrices Cy ;4 - Thus we obtain the following result describing bijections
corresponding to meet-irreducible elements of the lattice (SG7, <ur).

Corollary 83. Let 1 < k<n—1,2<I<n and max{0, k -1+ 1} < a < min{k, n+
1—1}—1. Then

((,l) C/i,l,a,nxn € [7711

(b)fz :<1 2 a a+1 ... k k+1 k+2 ... n+k—a-—1
Ck,l,a,nxn n n—1 ... n—a+1 -1 ... l—(k—a) n—a n—a-—-1 ... I+1
n+k—a—-1l+1 n+k—a—-10+2 ... n
! I—(k—a)—1 ... 1)

Applying Lemma 81 to Lemma 77, Theorem 78 and Proposition 79 we obtain the
following three results for meet-irreducible elements of the lattice (IGJ", <ur).

Lemma 84. Let 1 < ki, ko < n, 2 < l1,ls < m and max{0, ky —l; + 1} < a1 <
min{k;, m+1—10}—1, max{0, ks —lo + 1} < ay < min{ky, m+1—10} — 1. Then
ki —ay = ky — as

ll+a1 <12+a2

(a’) Ckl,ll,ahnxm SM Ck?’ZQ’a2’n><m Zﬁ a1 < az
ar+l — ki <as+ 1o — ke
(b) C1121,ll,a1,n><m = CIZCQJQ,GQWXW if (kl’ b, CL1> B (k% b a2)'

Proof. (a): By Corollary 22 and Lemma 81 we have that Cf
iff ( ; )td <M ( Iig,lg,ag,nxm)td iff BZ

k1,l1,a1,mXm ko,m—Ila+2,ka—az,nxm

Next, by Lemma 77(a) we obtain

)
1,l1,a1,mXm M Ok2,l2,a27n><m

<m B

(]
ki,m—l142,k1—ai,nxm"

7 7
ko,m—la+2,ko—az,nxm <M Bk’1,m—l1+2,k‘1 —ai,nxXm

iff
ky — (ky —az) = ky — (k1 — aq)
(m—1Ia4+2)+ (ks —az) < (m—11 +2)+ (k1 — aq)
ky —as < ki —ay
(ko —ag)+(m—1+2)—ky<(kh—a)+(m—01L+2)—k
iff

a; < ag

ar +l — ki <ag+ 1l — ko
ki —ayr = ko —ay

lh+ay <ls+as

THE ELECTRONIC JOURNAL OF COMBINATORICS 23(1) (2016), #P1.3 65



The point (b) follows from (a). Of course, it is also implied by Lemmas 77(b) and 81.
Note that this fact may be obtained by using the form of matrices O’“(Cp ), which

k,l,amxm
is described above. But this is a very complicated method in this case. O

Theorem 85. (Mir(IG)}), <) is isomorphic to the poset (Rym, <proa) defined in The-
orem 78, recall that (R m, <prod) 1S a subposet of the poset (N*) <,poa) such that Ry, =
{(z,y,2,t) eN*: 1 <o <n, 2<y<m, 1 <z<min{z, y—1}, n+1 < axt+y—z and t =
x4y — z}. Moreover, this isomorphism is given by the function

C’,i’l)aﬁnxmr—> (n—k+a+1,l+a,a+1,a+1—k+n).
Proof. Having Lemma 84(b) we can take a function ¥: Mir(IG™) — N* such that
(Cllclanxm) (n_k+a+17l+aaa+17a+l_k)+(O70707n)-

Lemma 84(a) implies that ¥ is an embedding of (Mir(IG™), <) into (N, <,0q). Next,
inequalities max{0, k—Il+1} < a < min{k—1, m—I} imply 1 < a+1 < n—k+a+1 < n,
2<24+a<l+a<manda+l—k>1. Moreover, m—k4+a+1)+(+a)—(a+1)=
a+1—k+n=>1+n. Hence it follows that W(Mir(IG!")) C Ry, On the other hand,
take (z,y,2,t) € Ry ,,. By the last part of the proof of Theorem 78 we have that

1<n—ax+2<n, 2<y—z2z4+1<m
and
max{0, (n—x+z2)—(y—z+1)+1}<z—1<min{fn—z+z2, m+1—(y—2z+1)} — 1.

Thus we can take the matrix C? Of course, ¥ (C"

n—z+z,y—z+1,z—1lnxm:* n—zr+z,y—z+1,z— 1n><m) =
(x,y,z,x +y — z) = (x,y,2,t). Hence R, ,,, T V(Mir(IG})), because (x,y,2,t) € Rym
was arbitrarily chosen. O]

Proposition 86. |Mir(IG™)| = dmnim—n)tn=ln(ntl)

6
In particular, |Mir(SG™)| = %'

Proof. Tt is obtained by Proposition 79, because |Mir(IG™)| = |[{A%: A € Jir(IG™)}| =
|Jir(IG)| (see Corollary 22). O

Lemma 84(a) can be proved without using the self-duality of lattice (IG', <ps) in a
similar way as Lemma 77(a) (technically complicated details are left to the reader). Thus
we can also obtain an alternative proof of Theorem 85, which do not use this self-duality
(i.e., Corollary 22 and Lemma 81). Of course, Proposition 86 can be also shown without
using this self-duality in the same way as Proposition 79.

By Theorems 78 and 85, functions By , 1, — (n—k+a,l+a—1,a,a+1—k+n—1)
and G}, 1 s (n—k+(a—1)+1 l+(a—1),(a=1)+1(a=1)+1—k+n)=
(n—k+a,l+a—1,a,a+1l—k+n—1), where max{0, k—I{+1}+1 < a < min{k, m+1—
[}, are isomorphisms of posets (Jir(IG"), <ur) and (Mir(IG)), <) onto (R m, <prod),
respectively. Hence we obtain the following result.
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Corollary 87. Posets (Jir(IG"), <) and (Mir(IG2),<u) are isomorphic and this
isomorphism is given by the function B, m = Chiainem for all 1 <k < n
2<l<m and max{0, k -1+ 1} +1< a<m1n{k m+1—l}

Since (Jir(IG)'), <) is isomorphic to the dual of (Mir(IG'), <) and vice versa
(see Corollary 22), we obtain by the above corollary that the following fact holds.

Corollary 88.

(a) The function Bi; 4 m = Bhm_i1ok—arinxm 8 an involutive anti-automorphism
of (Jir(IG"),<u). In particular, the poset (Jir(IG2), <ur) is self-dual.

(b) The function Ci ;4 pvm = Chn—i12.k-a—1mxm 95 an involutive anti-automorphism
of the poset (MZT(IG )y <ar). In particular, the poset (Mir(IGI"),<ur) is self-dual.

c) The function (z,y,z,t) — (n—z+1,m+n—x—y+z+1l,n—x+1,m+n—y+1) is
an involutive anti-automorphism of the poset (Rym, <proa)- In particular, the poset
(Rms <prod) 15 self-dual.

Proof. (a) and (b): Take the isomorphism W: By, . . == Ci; 4 1 m Detween posets
(Jir(IG7),<uy) and (Mir(IG7}), <p) defined in Corollary 87. Next, by Corollary 22
we have that the function ®: Cj o = (Chiamxm)™ = Bhm—is2h—anxm 1S a1 iso-

morphism of (Mir(IG}'),<u) onto the dual of (Jir(IG}),<s;). Thus the composi-
tion ® o ¥ is an anti-automorphism of (Jir(IG}}), <u). Moreover, ®(W(By, , num)) =

Bl t142.k-at1nxm- 1t is easy to verify that ® o ¥ is an involution.

The composition &~ o U1 is an anti-automorphism of (Mir(IG'),<u). Since
o h Bllclanxm (Bllclanxm)td km +2,k— anXmand\Ij i Ilclanxm'—>Bkla+1n><m7
we have ¢~ (¥~}( ,’g’l’a’nxm)) Comnt2.k—a—1nxm- 1t is easy to verify that ®~' o ¥~
an involution.

(c): Let ©: By gpsm — (n =k +a,l+a—1,a,a+1—k+n—1) be the isomor-

phism between posets (Jir(IG"), <pr) and (R m, \pmd) defined in Theorem 78. Then
the composition © o (¢ o ¥) 0 ©~! is an anti-automorphism of (R, ., <prod)-

Next, take (z,y,2,t) € Ry It is easy to see O7'((2,9,2,t) = B} _oisy ot1omxm
(recall that t = x +y — z). Thus

O((Po ) (O ((z,y,2,1))) = OUP 0 V)(B)_spzysitzmxm)) =

i i —
@<Bn z+z,m—(y— z+l)+2,(n—x+z)—z+1,n><m) - @<Bn z4zm—y+z+1ln—z+1, n><m) -

m—Mn—-—z+z2)+(n—z+1),(m—y+z+1)+n—-—az+1)—1,
n—z+1l,(n—z+1l)+(m—y+2z+1)—(n—z+2)+n—-1)=
m—z+1lm4+n—z—y+z+ln—z+lm+n—y+1).
Using this formula it is not difficult to verify that ©o(®oW)o©O~! is also an involution. [J
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Since (IG™, <yy) is a finite distributive lattice, its dual (IG™, <4,) is isomorphic to
the lattice of all order filters of (Mir(IG}"), <) (see [4] and Subsection 1.1). Hence and
by Theorem 85, since (IGI', <ps) is self-dual (see Corollary 22), we obtain

Corollary 89. (IG,<y) ~ (OF(Ryum), <).

By this corollary we obtain another proof of the fact that |[IG!"| is equal to the cardi-
nality of the family of all anti-chains of (R, <prod) (see Corollary 80).

Since Theorem 85 can be shown without using the self-duality of lattice (1G], <),
we can apply this result to obtain another proof of the self-duality of this lattice. More
precisely, the lattice (IG]', <js) is isomorphic to (OI(R, ), C) (see Corollary 80), its
dual (IG™,<4,) is isomorphic to (OF(Mir(IG™),C) (see [4] and Subsection 1.1) and
(OF (Mir(IG7"), <) ~ (OF (Ry,m), C) (by Theorem 85). Next, the poset (Ry m, <prod) 1S
self-dual (see Corollary 88), so (OI(Rym), C) ~ (OI(R? ), C), where R is the dual of
Rym. Of course, OI(RY ) = OF (Ry,m).

3.12 Dedekind-MacNeille completion of posets (I™,<js) and (I(n,m),<r)

Similarly as in two previous subsections we also assume here that n < m. Then by Corol-
lary 37 and Propositions 75(a), 82(a) we obtain the following description of Dedekind-
MacNeille completion of the poset (I, <ps) (see also Proposition 10 and Corollary 22).

n

Theorem 90. (L(I"),C) ~ (IG™, <) (i-e., the Dedekind-MacNeille completion of the
poset (17", <) is isomorphic to (1G], <ar)), in particular, (L(I7), C) is a finite self-dual
distributive lattice. Moreover, Jir(IG") = Jir(1]") and Mir(IG) = Mir(1").

We know that the poset (I(n,m),<g), thus also (I, <ur), is self-dual (see Corol-
lary 3), so their Dedekind-MacNeille completions are also self-dual (see Proposition 33).
Hence we obtain another proof of the fact that the lattice (IGI",<js) is self-dual (see
Corollary 22). But this proof does not give a formula for any involutive anti-isomorphism
of ([ Gn S M)

Since the function f —— M(f) is an isomorphism between posets (/(n,m), <p) and
(I, <pr), the following properties of (I(n,m),<p) are obtained by Theorem 90 and
Propositions 75(b), 82(b).

Corollary 91.

(a) (L(I(n,m)),C) ~ (IG7, <), i-e., the Dedekind-MacNeille completion of the poset
(I(n, m), <) is isomorphic to (IGn ,<ar). In particular, (L(I(n,m)),C) is a finite
self-dual distributive lattice.

(b) Jir(I(n, {kal oo l< k<2<l <m max{0,k -1+ 1} +1<
a<min{k7m+1—l}}—{(i b O TP S
k+2 .. l4+a-1 Il+a l+a+1 ... n .
k—a+2 ... I-1 lta l+a+1 .. n) Pl<k<n 2<i<om, max{0, k-
I+1}+1<a<min{k, m+1-1} andl—i—a—lgn}u{(} 2o mme ke
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k—a+2 ... k k+1 k+2 ... n )
I+1 .. l+a-1 k—a+1 k—a+2 ... (k—a)+(n—k )—n—a) ’ 1<k<n’ 2<
[<m, max{0, k—l+1}+1<a<min{k, m+1—1} andl+a—1>n+1}.
(¢) Mir(I(n,m)) = {fci,z,a,nXm: 1 <k<mn 2<1<m max{0,k — 1+ 1} <
: o 1 2 a a+1l a+2 ... k
a < minfk,m+1-1} =1} = { (m m—1 ... m—a+1 I—-1 -2 ... I—(k—a)
’I’]:Lt{l mk——z2—1 m—a—(:Lm—k—l)>: 1<k<n 2<l<m maX{O k_l—i_l}g
a < min{k, m+1-1}—-1 and m—a—(n— )EZ—I}U{(m m—l e
a+1 ... k k+1 k+2 ... m+k—a—-1l m+k—a—-1l4+1 m+k—a—-1+2
-1 ... l—-(k—a) m—a m-—a-—1 ... I+1 l l—(k—a)—1
m—?:z—l-l) s 1<k<n, 2<i<m, max{0, k— 1+ 1} < a < min{k, m+1—

I} —1andm—a—(n—k)<l-2}.

By Corollary 91, Theorems 78, 85 and Corollaries 87, 88 we obtain the following
result which describes the structure of subposets of (I(n,m), <r) induced by join- and
meet-irreducible elements.

Corollary 92. Let R, ,, = {(z,y,2,t): 1<z <n, 2<y<m, 1<z< min{z, y—
1, n+1<zx+y—zandt=x+y—z}. Then

(a) (Jir(I(n,m)),<p) and (Mir(I(n,m)),<g) are isomorphic to (R m, <prod). More-
over, these isomorphisms are given by functions

IB;

k,l,a,nxm

— (n—k+al+a—1la,a+l—k+n—1)

and
fclic,l,a,nXm

(b) The function fgi
onto (Mir(I(n,m)),<pg).

(C) FunCtzonS fBIic,l,a,nXm — fBIiﬁ,m—l+2,k—a+1,n><m — fCli,m—l—O—Q,k—a—l,nxm are
involutive anti-automorphisms of (Jir(I(n,m)),<p) and (Mir(I(n,m)),<p), re-
spectively. In particular, (Jir(I(n,m)),<p) and (Mir(I(n,m)),<g) are self-dual
posets.

— (n—k+a+1,l4+a,a+1,a+1—k+n).

k,l,a—1,nXm

is an isomorphism of (Jir(I(n,m)), <)

and fqi

k,l,a,nxm

Of course, self-duality of posets (Jir(I(n,m)),<p) and (Mir(I(n,m)),<p) follows
also from (b) and Corollary 3. But by Corollary 88 we have formulas for their anti-
automorphisms.

Finally, note that taking n = m we obtain particular cases of all the above re-
sults for posets (S, <pr) and (S(n),<p). For example, (SGZ, <yr) is (up to isomor-
phism) Dedekind-MacNeille completion of these two posets. In particular, (L(S!), Q)
and (L(S(n)), C) are finite self-dual distributive lattices. Next,

Jir(Sy) = Jir(SGy),  Mir(Sy) = Mir(SGy)
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and

Jir(S(n)) = {fa: Ae Jir(Sy)} = {fBMMm: 1<k<n—1,2<I<n, max{0, k—[1+
1}41 < a < min{k, n+1-1}} = {( 3 Z:Z k—tlz+1 k?zi&ﬂ 5 z+§71 kﬁz}u
vhede 00NSTT ke den Z)r L<k<n—1,2<i<n, max{0, k—1+
1}+1<a<min{k, n+1-1}},

Mir(S(n)) = {fa: A€ Mir(Sp)} ={fe;, .+ 1<k<n—1,2<I<n, max{0, k-
el <a<min{k, nt1-0-1)={ (2, o (R g
P A A R IR I R B RS S

n, max{0, k—{+1} <a <min{k, n+1—1} —1}.
Moreover, posets (Jir(S(n)),<p) and (Mir(S(n)),<p) are self-dual and isomorphic
to (R, <prod), in particular, (Jir(S(n)), <p) ~ (Mir(S(n)), <p).

References

[1] A. Bjorner and F. Brenti. Combinatorics of Cozeter Groups. Graduate Text in Math-
ematics 231, Springer, 2005.

[2] D. M. Bressoud. Proofs and Confirmations. The Story of the Alternating Sign Matriz
Congecture. Spectrum series. The Mathematical Association of America, 1999.

[3] S. Burris and H. P. Sankappanavar. A Course in Universal Algebra. Graduate Texts
in Mathematics, 78. Springer-Verlag, New York-Berlin, 1981.

[4] P. Crawley and R. P. Dilworth. Algebraic Theory of Lattices. Prentice Hall Inc.,
Englewood Cliffs, NJ, 1973.

[5] B. A. Davey and H. A. Priestley. Introduction to Lattices and Order, Cambridge
University Press 2nd ed. 2002.

[6] M. Fortin. Treillis Enveloppant des Fonctions Partielles Injectives. PhD thesis, Uni-
versité du Québec a Montréal, 2007.

[7] M. Fortin. The MacNeille Completion of the Poset of Partial Injective Functions.
Electron. J. Combin., 15, R62, 2008.

[8] M. Geck and S. Kim. Bases for the Bruhat-Chevalley Order on All Finite Coxeter
Groups. J. Algebra, 197(1): 278-310, 1997.

9] G. Grétzer. General Lattice Theory. Birkhéuser, 2nd ed., 2003.

[10] A. Lascoux and M. P. Schiitzenberger. Treillis et bases des groupes de Coxeter.
Electron. J. Combin., 3, R27, 1996.

[11] N. Reading. Order Dimension, Strong Bruhat Order and Lattice Properties for
Posets. Order, 19: 73-100, 2002.

[12] L. E. Renner. Linear Algebraic Monoids. Encyclopaedia of Mathematical Sciences,
vol. 134. Springer, 2005.

[13] R. P. Stanley. Enumerative Combinatorics. Cambridge University Press, 24 ed., 2012.

THE ELECTRONIC JOURNAL OF COMBINATORICS 23(1) (2016), #P1.3 70



	Introduction
	Basic definitions and facts
	Posets of functions
	Self-duality of posets 

	Lattices of matrices
	Lattices 
	Matrix representation
	Special sublattices of 
	Self-duality of lattices 
	Row-alternating matrices, alternating matrices and row-alternating sign matrices

	Dedekind-MacNeille completions
	Basic notions and facts
	Join- and meet-irreducible elements of finite sublattices of 
	Join-irreducible elements of the lattice 
	Meet-irreducible elements of the lattice 
	Dedekind-MacNeille completions of posets 
	Join-irreducible elements of the lattice 
	Meet-irreducible elements of the lattice 
	Dedekind-MacNeille completions of posets 
	Remarks on posets 
	Join-irreducible elements of the lattice 
	Meet-irreducible elements of the lattice 
	Dedekind-MacNeille completion of posets 


