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Abstract

We explore the probability v(n,r) that a permutation sampled from the sym-
metric group of order n! uniformly at random has no cycles of length exceeding
r, where 1 < r < n and n — oco. Asymptotic formulas valid in specified regions
for the ratio n/r are obtained using the saddle-point method combined with ideas
originated in analytic number theory.
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1 Introduction

Enumeration of decomposable structures missing large components started in 1930 with a
paper by K. Dickman [5] dealing with natural numbers composed of small prime factors.
Two decades later, in a series of works, N.G. de Bruijn extended this to a deep analytical
theory. A survey [18] gives a broad historical account. In the 1980’s, A. Hildebrand,
G. Tenenbaum and other mathematicians again advanced in the same direction. Their
results are well exposed in a book [24] and in more recent papers. By analogy, a similar
theory was carried out for polynomials over a finite field (see, for example, [20], [7]) and
generalized to the so-called additive arithmetical semigroups (see [26], [16], [17]). A survey
[11] discusses the analogy between the theories. In no way, the list does not pretend to be
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complete, however, it has influenced the present paper devoted to permutations. So far,
the results on this particular class of structures do not reach the level of research achieved
for natural numbers.

We focus only on permutations comprising the symmetric group S,, and seek asymp-
totic formulas for the probability v(n, r) that a permutation sampled uniformly at random
has no cycles of length exceeding r, where 1 <r < n, r € N, and n — co. The goal is to
cover the whole range for the parameter r.

Let us start from an exact formula. Denote Ng = N U {0}, £,(5) = 1s1 + - -+ + rs,,
((5) = £,(5), where 5 = (s1,...,s,) € Nj. If k;(0) equals the number of cycles of length
j in a permutation o € S,, and k(o) := (ki(0),...,k,(0)) is the cyclic structure vector,
then (see, for example, (2.6) on page 48 of [3])

[{o €8S, k(o) =35} =1{((s —n}n'H

SJ Sj

Hence

V(n,r)—%HUESn: k(o) =0 Vj e T Tay| = Z = (1)

SJS 1’
r(8)=nj= 1 Jr

where the summation is over the vectors 5 € N{ with ¢,(5) = n. The formula can be
rewritten in terms of independent Poisson random variables Z;, 1 < j < n, such that
EZ; =1/j. Namely,

T

v(n,r) = exp { > l}P(ET(Z) =n), (2)

=1/

where Z = (Zy,...,Z,). There are two trivial cases v(n,1) = 1/n! and v(n,n) = 1.
As the referee has kindly informed us, the first few values of v(n,r) are in the Online
Encyclopedia of Integer Sequences:

v(n,2)n! = A000085, v(n,3)n! = A057693, v(n,4)n! = A070945,
v(n,5)n! = A070946, v(n,5)n! = A070947.
In it, a great attention is paid to v(n,2)n! which equals the number of involutions in S,,.
In particular, it is indicated that v(n,2)n! can be expressed via a value of the Hermite
polynomial H,(x) at a point on the imaginary axis of a complex plane.

Asymptotic analysis of v(n,r) gives more information than (1) if parameters are large.
For start, we have Cauchy’s integral representation

1 " 2| dz
y(nﬂ”) = %/p:a exp {Z 7} ﬁ, (3)

J=1

where @ > 0. An idea of applying the saddle-point method might be taken from the
pioneering work [21] concerning H,(z) if x € R. Indeed, this method was used by L
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Moser and M. Wyman [19] to prove that

1/(71,2)2\/;T_nexp{—nl(;gn+g+nl/2—i}(l+o(l)). (4)

By another approach, the relation was established earlier by S. Chowla, I.N. Herstein
and W.K. Moore [4]. H. Wilf included a detailed proof of (4) into Chapter 5 of his book
[27]. However, Exercise 8 on pages 190-191 in it gives an erroneous expression for r = 3.
Actually,

1 1
v = = { = L B L B S (o). (5)

1

V61N 3 3 2 6 18

As we have been able to check, the last formula firstly appears in A.N. Timashov’s paper
[25]. It gives a reference to V.N. Sachkov’s work [22] where formulas (23) and (24) for
v(n,r) with r fixed are presented. However, given without a proof the formulas contain
inaccuracies; they go in contrast to (5) and even to (4). A year later, M. Lugo [15] also
gave (5) leaving for a reader other cases of v(n,r). A detailed proof of an asymptotic
formula for v(n, r)n! if r is fixed was recently presented by T. Amdeberhan and V.H. Moll
[2]. The first our result improves on their Theorem 8.1 providing the error estimate and
extending the range of the parameter r.

Let I'(z) be the Euler gamma-function, where z € C. Avoiding numerous brackets,
instead of O(+), we will use a complex quantity B, not the same at different places but
always bounded by an absolute constant. Otherwise, stressing dependence on a parameter
v in an estimate, we will write O, (-) with the extra index.

Theorem 1. If1 < r < logn, then

1 nlogn n .
vin,r) = exp<{ — + -+ d, n("_N)/’"} 1+ Bn~Y7).
nn) = o] ] 2o ( )
Here
11
drr:__ -
'y
Jj=2
and

I'(N+ N/r)
(r—N)I'(N+ 1)I'(1 + N/r)

d'I‘N =
f1<N<r—1.

If » = 2 and 3, the obtained asymptotic formula sharpens (4) and (5). To prove
Theorem 1, we also apply the saddle-point method for the Cauchy integral (3) with
a =z := x(n/r), where the function x(u) := x,(u) is the unique positive solution to the

equation
T

Zx(u)] =ur, uz>=1. (6)

J=1
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The methodology has been elaborated by W.K. Hayman [13] and later by B. Harris and
L. Schoenfeld [12]. The latter succeeded in obtaining further asymptotic terms and, in

particular, showed that
D(x) ( 1 )
vin,r) = ——=1(1+0,.(—) |, 7
(1) = = () (7)

for an arbitrary bounded r. Here x = z(n/r) and

D(z):=z"exp {sz—j}, A(z) ::ijj.

J=1

Actually, we owe to E. Schmutz whose Theorem 1 and the facts presented below it
in [23] clarify the use of the general and fairly complicated expansion given in [12].
A.N. Timashov [25] mentions a Sachkov’s result from 1986, extending formula (7) for
r = o(logn). Unfortunately, we failed to find a relevant paper.

The above mentioned results deal with the case when the ratio v = n/r is large.
Beside this there exists a vast literature dealing with the case when u is small. Such a
case is related to the limit distribution of the longest cycle length (say, L,(c)) and other
statistics of o € S,,. V.L. Goncharov’s result [8] from 1944 shows that

v(n,r) = %Ha €S, Lu(0) < nfu}| = plu) +o(1) (8)

uniformly in u = n/r > 1. Here p(u) is the Dickman function defined as the continuous
solution to the difference-differential equation

up!(u) + plu—1) = 0

with the initial condition p(u) = 1 for 0 < u < 1. The challenge to estimate the remainder
term in (8) was taken up by X. Gourdon in his notable thesis [9]. Formula (12) on page
131 in it gives a result

v(n,r) = p(n/r) + Br 'logn

for n/r > 1. In addition, an [-term asymptotic expansion of v(n,r) with a remainder term
O;(n=""1/2logn) for an arbitrary I € N is obtained in Theorem 2 on page 207. Recalling
that o )
%oﬁu+)>’ w1,
log(u + 2)

(see, for example, (2.6) in [14]), one can verify that the error terms in either of Gourdon’s
asymptotic formulas swallow the main term p(u) if u > logn. Therefore, it is better to
estimate the relative error term. Theorem 4.13 on page 91 in [3], applied for permutations,
yields

p(u) = exp { — u(log(u log(u+2))—1+ B

v(n,r) = p(B)(1 +o(1)) (9)
if n/r — € (0,00). As a byproduct of enumeration of corresponding elements in
an additive semigroup, the last relation (extended even to a larger region for n/r) has
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appeared in the first author’s paper [17]. The result is in Theorem 4 below. Here we
present a detailed and direct proof instead of sketchy and indirect one.
The next result is a generalization of Theorem 1 in a wider region.

Theorem 2. As above, let x = x(n/r). Then

v(n,7) = \/% (1 + %) (10)

provided that 1 < r < en(logn) ™' (loglogn)=2, where ¢ = 1/(12n%e) and n > 4.

Theorem 2 is proved by the classic saddle-point method described, for example, on
page 551 in [6]. The upper bound of the parameter r indicates the limitation of the
approach. For larger r, it is difficult to estimate the integrand in (3) outside a vicinity
of the saddle-point. Combined with the Lagrange-Biirmann inversion, the result is useful
in obtaining explicit approximations of v(n,r) in specific regions for n/r. In this way, we
derive Theorem 1.

The asymptotic analysis of the saddle-point is not simple. We obtain in Lemma 16 of
Section 5 that

g LS TVEN =D/ vy,
i (NN + DTN = 1)/r)
L vy B
TR (11)

if 1 < r <logn. This implies that  — oo if r = o(logn). On the other hand, it is easily
seen from the definition that x — 1 if logn = o(r). In this case, a different approximation
of z is established. It involves the implicit function £ = £(u) being a unique positive
solution to the equation

e =1+u (12)

for u > 1. We have from Lemma 10 that

r=x(u) = exp{§}<1 + M)

r2

if 1 <wu<e and £(1) := 0. This helps in the analysis of D(z) and A(z). Exploiting an
asymptotic formula for p(u) which also involves £(u) (see Lemma 7 below) we obtain the
following result where z is eliminated.

Corollary 3. Ifn >4, u=n/r, and
2

n*3(logn)¥? < r < en(logn)(loglogn)~2,

then

v(n,r) = p(u) exp {ué(ru) } <1 + Bulog™(u +1) + E) (13)

72 U
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Thus, we have discovered that an extra exponential factor next to the Dickman func-
tion is necessary if r = o((nlogn)'/?).

The next result adds some precision to Corollary 3 for larger r and helps to validate
formula (10) in a whole region 1 < r < n.

Theorem 4. If 1 < /nlogn <r <n and u=n/r, then
Bul 1

r

As it is seen from Corollary 3, the order of the error estimate in Theorem 4 is precise.
To prove the theorem, we approximate the Cauchy integral in (3) by the inverse Laplace
transform of a function related to Dickman’s one.

Corollary 5. Relations (10) and (13) remain to hold if the upper bounds of r are substi-
tuted by n.

The paper is organized as follows. Section 2 collects known and new properties of
the involved functions. Theorem 2 and Corollary 3 are proved in Section 3. Section 4 is
devoted to Theorem 4 and Corollary 5. In Section 5, we prove Theorem 1.

2 Auxiliary Lemmas

There are six lemmas in this section. The first, Lemma 6 presents all needed information
about the function {(u). Lemma 7 gives an asymptotic formula for p(u) in terms of the
function &(u), and Lemma 8 provides the Laplace transform of p(u) which we use in
the proof of Theorem 4. In Lemmas 9 and 10 the saddle-point x and function A\(x) are
estimated. Lemma 11, which has a special role, gives estimates for a function 7'(z) needed
in error analysis in all the formulated Theorems.

Throughout the section, we assume that r > 2 if it is not indicated otherwise. Let
&(u), p(u), and z(u) be the functions defined above for u > 1. Recall that they are positive
and differentiable if u > 1. We will often use the abbreviations f = f(u) and f' = f'(u)
for the values at the point u, where f(v), v > 1, is any of the involved functions. Denote

S U_l
[(s):/e dv, se€C.
0

v
Lemma 6. Ifu > 1, then logu < & := {(u) < 2logu,

Blogl 2
¢ =logu + loglog(u + 2) + oglog(u +2)

log(u + 2)
and . ¢ . B
'3 3=§I(U):am:aexp{m}- (14)
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Proof. To establish the effective bounds for all v > 1, it suffices to employ the strictly
increasing function I’(v) if v > 0. Indeed, the lower bound follows from the inequality

u—1

u=1I'¢(u) = /01 e'“di > I'(logu) =

following from ulogu —u + 1 > 0 if u > 1. To prove the upper estimate, it suffices to
repeat the same argument.

The asymptotic formulas for £(u) and its derivative can be found in [14] or in the book
[24].

The lemma is proved. O

log u

Lemma 7. Foru > 1,

plu) = \/gexp{v—ué—i—[(ﬁ)}(l—i-g).

Proof. This is Theorem 8 in Section I11.5.4 of [24]. The result has been proved by
K. Alladi [1]. O

Lemma 8. Let
p)i= [ oo = exp iy +1(=5)}, seC
0
be the Laplace transform of p(v), s = —&(u) + it =1 = + i1 and 7 € R. Then

a(s) = {Bexp {1(¢) — 7%u/27?} if |7] <,
Bexp{I(§) —u/(x* + &)} if |7[ > 7

and . B(1
p(s) = —(l—i-ﬂ) if |7] > 1+ ué.
s s
Proof. This is Lemma 8.2 in Section I11.5.4 of [24]. O

Denote a A b := min{a, b} and a V b := max{a, b} if a,b € R. Recall that x := z(u) is
the solution to the saddle-point equation and A(z) =377, ja/.

Lemma 9. Ifu > 3, then

2 = exp {log <“<TTA log u)) } (1 + E). (15)

r

If3<u<e, then

1 1 Blogl Bl
a::exp{ og (u ogu)} (1+ oglogu ogu)

r rlogu r?
Blogl Bl
—ep (£} (1 Bloglosn Blosuy (16
r rlogu r
Moreover, for u > 1,
IN2)/(r*u) — 1| < log™tw. (17)
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Proof. By definition, x > 1 and v < 2" < ru for v > 1. The well-known property of
geometric and arithmetic means

e .
(r+1)/2 _ 1,2 . rl/r<_ j o
x = \T T xr NS r =Uu
( ) 7,;_1

yields
u" < o < w0 L (18)

We have from the definition that
2" =1+ru(l—z"). (19)
Consequently, by (18) and by virtue of 1 —e™* > te " if ¢t > 0,
a" > ru(1l — exp{—(logu)/r}) > uloguexp{—(logu)/r} > e 'ulogu
provided that r > logu. Similarly,
2" <1+ ru(l —exp{—2(logu)/r}) < 1+ 2ulogu.

The last two inequalities imply

rlogx = log(ulogu) + B (20)

for r > logu.
If r < logu, we have

a" > ru(l —exp{—(logu)/r}) = (1 — e ")ru.

and z" < 1+ ru. Now
rlogx = log(ur) + B.

The latter and (20) lead to relation (15).
To sharpen (15) for 3 < u < €”, we iterate once more and obtain

rlogz = log [1 + ru(l — x_l)]

= log {1 +7‘U(1 —eXP{M}@ * §>)]

= log (u log(ulogu) + Bu + B(u/r)log? u)
Bloglogu n Blogu

=1 I
og(ulogu) + oz .

This is the first relation in (16). Comparing the result and Lemma 6, we have the second
one.
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To prove (17), we first observe that

re™t ot —x ™t -y r(z—u)
(z) r—1 (x—1)2 r—1 ru r—1 (21)
Further,
lu—=x 1 1

X < X 9
rux—1 r(x—1) " logu

due to (18) and r(x — 1) > r(e°s®/m — 1) > logu.
The lemma is proved. O

Using properties of differentiable functions, we improve the remainder term estimates.

Lemma 10. If1 <u <e€", {:=¢&(u), and § := &' (u), then

and !¢, Bloglu+1)
r x og(u
= = 5 (1 2oy 2

Proof. One may skip the trivial case when r is bounded. From (6) and (17), for the
differentiable function z(v), we have

ra(v) z(v) _ Bax(v)

0<a(v) = A(z(v)) S ro(1— log™* 3) o

(24)

if v > 3. The same holds if 1 < v < 3. Indeed, in this case it suffices to apply the trivial
estimate A\(z(v)) > r?/2 > r?v/6.

As a function of v, exp {5 (v)/ r} is also strictly increasing; therefore, given any u > 1
and the value £ = £(u), we can find w > 1 such that

z(w) = exp {¢/r}.

Now
T — exp {5/7‘} = z(u) — z(w) = B(u — w)z'(v), (25)

where v is a point between the u and w, irrespective of their relative position on the real
line.
Using (19) with w instead of u, we have

() —1=e —1=rw(l—a(w)™) =rw(l—e*).

By the definition of £ and Lemma 1, we obtain from the last relation that u§ = rw (§ Jr+
B(¢/r)?) with |B| < 1/2. Hence

lu —w| < w&/(2r). (26)
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Ifu<3andr > 1, then 0.09w < w(l—£(3)) < 2u < 6 and w —w = Br~!. Therefore,
estimates (24) and (25) imply

T — exp {f/r} = Br 2,

as desired in (22).

If u > 3, then by virtue of £ ~ logu as u — 0o and logu < r, we obtain from (26) that
lu —w| < (3/4)w if r is sufficiently large. Hence (4/7)u < w < 4u and (4/7)u < v < 4u.
By Lemma 9, this gives z(v) < z(4u) = B. Formula (22) again follows from (24) and
(25).

To derive approximation (23) of the logarithmic derivative, we use similar arguments.
First, given u > 3, we define y > 1 such that z = e®/" and claim that

§=¢)(1+B/r). (27)

Indeed, if also u < e", then an observation in the proof of Lemma 9 gives us £(y) =
rlogx < log(ur) < (6/5)r if r is sufficiently large. By the definitions and inequalities

t t—14e™ t2/2 3t
0< —1= < < —
1 —et L—et “t—12/2 2

if 0 <t < 6/5, we further obtain

_rat o1 W1 )/ BE(y)
TR0 T T 1_ef£<y>/r_y(1+7> (28)

with 0 < B < 3/2. Hence 15/14 < (5/14)u < y < w and also ¢'(v) = B/v = B/y for all
v € [y,u], by Lemma 6. Inserting this and (28) into £ — {(y) = (u — y)&'(v) with some
v € [y, u], we complete the proof of (27).

Let us keep in mind the bound y > 15/14 and return to the logarithmic derivative. It
follows from (21) and (19) that

( ar 1 1
T (xr -1 r(z- 1)) S oru’
Now, the idea is to rewrite the quantity in large parentheses via £(y), then use inequality
(27) to approximate it by & and ¢’
The inequality 0 < ¢~ — (e! — 1)7! < 1 applied with t = £(y)/r gives (r(z — 1))~ =
1/&(y) + B/r; therefore,

o1+ y8(y) —y E):i
e )

Because of (14), the first ratio inside the parentheses is 1/(y&'(y)) which, by Lemma 6,
satisfies an inequality

(29)

1 ylogy —y+1 15
> ::qy/q(—)>0-
y&'(y) ylogy ) 14
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Now using (28) and (27), we obtain

/

1 yé(y) <1+B) _ 1 ué <1+Bligu) :§_’<1+Blogu>

r El%—uf—u r r

v rul+yély) —

it3<u<e.
In the case 1 < u < 3, we have from (22)

T

B 1
)\(QZ)ZZJ(&T—FT) —rzj /" 4+ Br = r? / te'*dt + Br

)

2

:T—(u£+1—u)+Br:T—,+Br.
3 3
Hence . ¢ B
x r
- ===(1+2).
r  Ax) 7"( + r
The lemma is proved. O

We will need an estimate of the following function

Fet —1 [t elr
T(z) = - —1\dt C.
(2) /0 - <ret/” — ) , z€

Lemma 11. If 2z =n+11, 0 < n < mr and —7r < 7 < 7, then
z 4en T2
re)+ 2] < 2
‘ (2) + 2r r + 1272 (30)
and ) .
ne
Tn) ——("—n—1 ‘ < —. 31
T - 57— -1 <25 (31)

Proof. The well known theory of Bernoulli numbers {b,}, n > 0, gives us the series

b(w) = —o :ib’"‘( Wy +2§: (EDTCRE) o (32)

1—ew (2m)2k
n=0

converging for |w| < 2m, w € C. Here ((2k) =Y, -, m 2 < ((2) = 7%/6. Hence
T(z) = i/ el —1 dt+2§: D Qk)/ (e' — 1)t at
2r (2mr)2k 0

1 = (—1)FC(2k ?
—(e*—z—1)+ 22 C (1) Ck) (ezz%l — (2k — 1)/ ett%zdt)
0

27‘ 27Tr

>2k:

+ QZ Qw e (33)
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Under the assumed conditions, |z|? < 27%r?; therefore, summing up the series, we
obtain

> el o2 o |Z|2k—1 2 |Z|2k
‘T(z) + ol S ?eﬁ kz; (2mr)2k * 6 ; k(2mr)2k
e’ el(n+|r 2472 en or T T2

ST (7737"2‘ : 77127“2 <7<1+?+E>+12r2
T

S 12

To prove (31), it suffices to repeat estimation of the two series in (33).
The lemma is proved. O

3 An application of the saddle-point method

In this section we prove Theorem 2 and Corollary 3. The essential part of the proof
concerns the following trigonometric sum

J “57—1
Zy te(—m,7|, y>1.

J<r

Its behavior outside a vicinity of the point ¢ = 0 is rather complicated; therefore, we
consider it in a separate lemma. Denote

)\k = ijill’J
j=1

where x = z(n/r). In particular, \; = ur and \y = A(z).

Lemma 12. [ft € [-m, 7| and y > 1, then

2 yr+1 t2 2y
H(ty) < —— . 4
U e i P ERw e (34
If1/r < |t| <7, v = z(u), and u :=n/r = 3, then
1 1-4/(r+1) 9 2
Rg.(t) := Ry, (t,x) < — Y (35)

472 log’u e logu’
Proof. Observe that

zrezyj

zt]_l

%Zy zt]

3 y’"“ e (y — 1) y ey —1)
_T(y—1)<§R ye't —1 : Ty -1 ! §Rye”—l

yrt < y—1 ) 2y
. -1+ ——. 36
=D \per = 1] r( (36)
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If |¢t| < 7, then

ye' — 1] _ (1 L2 - cost>>5 J (=1 + (/)

y—1 (y—1)2 y—1
because of
2t? /m* < 1 —cost < 12/2. (37)
Using also
o) 1 v?

Y 1<% a0 veER,

Vo 1 o2 202402 70
with @« =y — 1 and v = (2/7)t, we obtain

y—1 2 t2

yet —1] T w2 (y— 1)+

Inserting this into (36), we complete the proof of inequality (34).
Ify=ux, 1/r <|t| <7 and u > 3, we combine (34) with estimate (18). We have

and

2
1<logu<r(z—1)<r@’ —1) < ium’ﬂ“) log .
r

So, we obtain

Ry, (t) < 1L+2(1+ 1)

_Frz(x -1 r

<_<T+1>2u1_4/(7"+1) 2 2

27r log® u r o logu’

Lemma 12 is proved. O

Proof of Theorem 2. As it has been mentioned in the Introduction, it suffices to examine
the case when r > 4 and n is large. It is more convenient to examine the probability

P((Z) = n) introduced in (2). Set

Q(z):z_”exp{zzjj_l}:D(Z)exp{—ZUj}. (38)

J=1 J<r

In the introduced notation, we have u > ¢~!(logn)(loglogn)? and

Pz =n) =2 ([« Jewlaw)e

=: %(Kl(n) + K>(n)) (39)
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with to 1= r~7/12p75/12,
Expanding the integrand in K (n), we use relations e = 1+it—t?/2—it®/6+Bttif t €
R and e = 1+B|wl|el! if w € C. Consequently, checking that A\tg < (r®n)(r~7/3n=5/3) =
(r/n)??3 < 1 and using the abbreviation A := Ay, we obtain
exp{g, (1)} = exp {iAit — (A/2)t> —i(X3/6)t> + BAt*}

= exp {ith\i — (A\/2)t*} (1 — i(A3/6)t° + BASt°) + Bt exp { — (A/2)t%}

= exp {ith\i — (A\/2)*} (1 — i(A3/6)t%) + B(Aat* + N5t°) exp { — (A/2)¢%}.
Recall that w = n/r, \; = n, A, < r*u if k£ > 1, and, by Lemma 9, A\ = \(z) ~ nr as
n — oo because of u — co. We now see that

2 B [\ N
Ki(n :/ e~V dt+—(—+—3)
1( ) [t|<to \/X A2 AP

2m 1 2y B 2m n B
=\~ —F v+ —— =/ — + ——.
A VA s tova /A A w/A

Considering K(n), we first observe that, by virtue of (37), Rg,.(t) < —(2/7%)\t? if
to < |t| < 1/r. Therefore, the contribution of the integral over this interval to Ks(n)

equals B/uv/\.
Further, we apply Lemmas 9 and 12 to get

Ks(n) = B max |exp {gr(t)}‘—i—i

1/r<]t|<n uv'\
B 1 u1—4/(r+1) | | B
=—expy ————5— + =logu+logry+ ——.
VA p{ 42 log?u 2 %% & } Y

It remains to prove that the quantity in the large curly braces does not exceed — log u+ B if
the bounds of r are as in Theorem 2. This is trivial, if 4logu > r+1 > 5. If4logu < r+1
and n is sufficiently large, we have an estimate

1 =40+ S 3cu S 3log n(loglogn)?
472 log?u ~ log’u ~ (loglogn + 2logloglogn + B)2

~ 3logn

which assures the desired bound Ks(n) = B/uv/\.
Inserting the estimates of K;(n), j = 1,2, into (39), we finish the proof of Theorem 2.

]
Proof of Corollary 3. In the above notation,
z T - L |
log Q(x) = —nlogx + Z 7 dt = —nlogx + dt
(R p t—1
/Hogx e —1lv dv
= —nlogx + -
0 v rl—ev/r
= —urlogz + I(rlogx) + T (rlogz). (40)
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Observe that relation (19), rewritten as

u(l — a7 1)

erlogw =14+ (
log x

)(r logz) =: 1+ u'(rlogx),
gives £(u') = rlogx with the uniquely defined v’ = u(l — 27%)/logx < u. Hence, by
virtue of monotonicity, rlogx < {(u) = £ if © > 1. Therefore

13 et_l
t

dt

—urlogx + I(rlogx) = —u& + 1(§) + u(§ — rlogx) —/

rlogx

= g+ 1(©) + (€~ rtoga) (u— )
0

r

with a tg € [rlogx, ] and, consequently, if 1 < u < €',
(e —1)/to € [(2" — 1)/(rlogz),u] = [u+ Bu&/r,ul.
In the last step, we have applied (22) in the form
= (1+u&)(1+ Br"log(u+1)).
This yields

Bulog®(u + 1
—urlogz + I(rlogz) = —ué + 1(§) + uog2(u+ )

(41)

If 1 <u<e’, by Lemma 6, we have rlogz < ¢ < 2logu. Thus, we may apply estimate
(31) in Lemma 11 to obtain

" Blog(u + 1) Bulog?(u + 1)

T(rlog:v):§+ " 2
ué  Blog(u+ 1) Bulog?(u + 1)
== 4 .

2r r r2

Inserting this and (41) into expression (40), we deduce a relation

log Q(z) = —ué + (&) + u_§ + Blog(u + 1) n Bulog?(u + 1)
2r T r2

which is non-trivial if logu = o(r). Combining this with (23) and Lemma 7, we arrive at

_ Q@) e ’Y\/_/ {7—u§+l(§)+u—5}<1

(42)

\/2mA(z) V2 2r
N Blog(u+ 1) N Bulog 2(u+ 1))
r r

_ )t/ (2 (1 . B B N Bulog? 2(u + 1)) (43)

r
if n'/310g?3(n+1) < r < n. If, in addition, r < en(logn) ™! (loglog n)~?, then by Theorem
2, the ratio on the left hand side approximates the probability P (&(Z ) = n) Recalling
(2), we complete the proof of the corollary. O
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4 An approximation of v(n,r) by o(u)

Proof of Theorem 4. The idea is to use the Cauchy integral (3) with a = y := e%/" which
is a good approximation of the saddle-point. Here, as above, £ = {(u) is defined by the
relation e = 1+wué for u > 1 and £(1) = 0. Such a choice relates Q(z) defined in (38) with
the Laplace transform of Dickman’s function. Namely, if z = e=%/", s = —&+irt =: —&+ir,
and |t| < 7, then, as in (40),

Q(e—s/r) — exp {us +I(—s)+ T(—s)} = p(s) exp{ — v+ us+ T(_s)}, (44)

where T'(—s) is the function examined in Lemma 11.

Observe that, under the conditions of Theorem 2, 1 < u < /n/logn, where n may
be considered large. Let us introduce the following vertical line segments in the complex
plane:

Ag:={s=—-&+ir: |1| < 7}, Ay :={s=—-¢+ir: 1 <7 <rn},

Ay :={s=—-&+ir: —mr <7< —7}, A={s=—-&+ir: |1| <rn},
and Ay, = {s ==&+ i7: || = rr}. Taking into account (44), we have from (3)

- 1 Q(z)dz
Pl.(Z)=n)=—
D= =g [ 2
e 7 1 R e 7 . T(=s)
= us us s) _ 1
omi ) p(s)ds—l—Qﬂm,/Ae p(s)(e )ds
=1+J

Using Lemmas 6, 7, and 8 for the case |7| = 7mr > 1 + u&, we obtain

=t i)

r 2miru
e p(u) Be v 1 ws s €7 —1
= + ot / e p(s) ds
r ur 2miur Ja s

e Vp(u Bef—ué
p(u) 1 B
r ur
() Bplu)e 1
+ 2

ey, By

In the last step, we have used the fact that I(£) ~ e®/€ as € — oo,
The next task is to estimate J. If s € A then, by Lemma 11, T(—s) = B and
exp{T(—s)} = 1 + BT(—s). Let us split J into the sum of three integrals Ji over the
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strips Ay, where k£ = 0,1 and 2, respectively. If s € Ay then T(—s) = B(1 + ulogu)/r.
Therefore, using Lemmas 6, 7, and 8, now for the case |7| < 7, we derive

B(1+ulogu) /
Jo=————

k- (s)e] s

0
B OB [ ey

B(1 + ulogu)p(u)

pum T2 .

Further,
1
J = ~ T(—s) 1) des
YT 2miur /A1 pls) (e ) ¢
_ Be % Be™u

p(—& + )T (€ — mi)| +

" p(—=& + mri)T (€ — mri)|
B

- us ([ At o\ (T(—s) A . T(—s)
+ - Ale (p(s) (e 1) p(s)T'(—s)e )ds

B
= Ll —|— LQ —|— —Lg.
ur

To estimate Ly, we combine the first estimate of p(s) given in Lemma 8 with Lemmas 6
and 7. So we obtain

B(1+ ulogu) IO _ Bp(u)(1 + ulogu)

Ly =

ur? r?
Similarly, the second estimate in Lemma 8 leads to

. Be ¢ Bp(u)e™'®  Bp(u)
2T w2 r2Ju o rz

Estimation of the integral Lz is more subtle. It uses an estimate

1 — b(—s/r) — T(—s) = B (e; + ‘;‘2)

following from Lemma 11 and the asymptotic formula b(v) = 14-v/24 Bv? for |v| < 7v/2.
We have

e —1 S
L= us H 14— Ty
o 0 (14 1)

= /A1 e e 1/’5(5) (1 — b(—s/r)eT(_S)) ds
= /Al e“Se_s — 1/3(5) ((1 —b(—s/r) = T(—s)) + B(

S

sT(—s)

r

+ T(—s)2>)ds

. e s —1] . e s
— Be 6/ |—|\p(s)\(—+%)|dsy.
Aq T T

5]
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Using the two different estimates of p(s) on the line segments Ay := {s € Ay : |Ss| <
1+ ué} and Ayp := Ay \ Ay given by Lemma 8, we proceed as follows:

1 [ef 2
L;;zBexp{—US—i—I(f)—%_i_gQ—Ff}/A H(%—l-’i—'z)’ds,

11

3 2
‘*B@®{—Uf+§}A ﬁ%(%~+§g>uﬂ
:Bexp{—u§+](§)_7rzi£2+2§}1ﬂ:f+Bexp{;u§+f}
_ Bp(u)v/alos(u +2)
r

Collecting the obtained estimates, we obtain

Bp(u)(1 + ulogu)

B .

B
Ji=Li+Ly+—Lz=
ur T

The same holds for integral J;. Consequently,

e 7p(u) (1 N B(1+ ulogu)).

P(€r<2):n):]+JO+J1+J2:

Theorem 4 is proved. O

Proof of Corollary 5. By relation (43), the result of Theorem 4 can be exposed as (10)
provided that v/nlogn < r < n. Then the assertions of Theorems 2 and 4 can be joined
up as it is indicated in Corollary 5. Now, formula (10), valid for 1 < r < n, and (43)
justify (13) for n'/3log*3(n +1) < r < n. O

5 An application of the Lagrange-Biirmann formula

We now present a proof of Theorem 1. Actually, the first steps in it have been done in [2].
It suffices to apply the Lagrange-Biirmann Inversion Formula (presented, for example, on
page 732 in [6]) to the functions D(z) and A(x) in expression (10). Firstly, we list a few
formulas of the power series coefficients for superpositions of functions involving y = y(2)

defined implicitly as
r\ 1/r
l—y
=z .
’ <1—y)

Lemma 13. Let k,r,j € N and let g(z) := z/y(z), then the following assertions hold.
(1) Ifg(z)) = >N g2 then

# -z > (V= D)y (= =)
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for N € No\ {j} and
g =1{j = 0(mod )} — % (45)

(II)  Iflogg(z) = 2%, byz", then
by = —% - (NZ/T>(—1)l<m_ 17;1\[/7«) N>1.

rl+m=N
I,meN
(111) If
T 1 o
h(z) = = hwaY,
=y =
then h_, = 1/r,
11
ho=—23 =
Jj=2
and N4+
r
hN - bN+r

for N=—r+1,—r+2, ... and N # 0.
vy If

T

= (40 ) - e

J=1

then Ag = 1/r and Ay = —Nby/r for N=1,2,....

Proof. Use the formulas given on pages 732-733 of [6], except, for the case N = j. The
latter contains an inaccuracy which rectification is easy. Further, combine them with an
expression

[yN](ll__yDa— > <?>(—1)l(m_n11+o‘), N eN, aeR.

rl+m=N
Il,meN

We omit the routine details. The lemma is proved. O]
Lemma 14. Let g(z) be as in Lemma 13 and gy := g](\}). Then go =1, g1 = —1/r,

- T(N+ (N —1)/r)
INT ANV + DI((N — 1)/r)

if2<N<r—1, and

L(r+1—1/r)
A= Terr DA -1/ 7

Moreover, |gn| < ﬁr(Nfl)/T if N > 2.
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Proof. Apply (I) of Lemma 13 for j = 1. If 2 < N < r — 1, the relevant sum has the
only nonzero summand corresponding to the pair (I,m) = (0, N). A formula for g, has
two summands giving the expression. If N > 2, then by the definition and Cauchy’s
inequality,
MT N1 SN-1 '
The lemma is proved. O]

Lemma 15. We have
B I'(N + N/r)
NIT(N + 1)I'(N/r)

by = ["]log g(2) = (46)
if 1< N<r—1andb. =0.
Moreover,
Niby| <1 if N<r—1

r
by = BN/r if r<N <2r

_1’

and
Nby| <7V if N> 1.

Proof. Again, if 1 < N < r—1, it suffices to observe that the relevant sum (I7) of Lemma
13 has the only nonzero summand corresponding to the pair (I,m) = (0, N). A formula
for b, has two subtracting summands.

If N <r—1, the desired estimate follows from (46). If r < N < 2r — 1, assertion (I1)
in Lemma 13 gives

bwz—i(N_1+N/r>+1<N—r—1+N/r)

N N r N —r
N—r
1 N/r—1 N N/r—1
L) A )
r ( * k * 72 + k
= k=2
N
B N 1
reo{(F 02}
k=2
B N BN
= —exp{(— — 1) logN} = —
”
We have applied an inequality log(1 + z) < z if > 0.
Finally, by Cauchy’s inequality,
1— yT N/r
Mot = [ (T25) | = 0oy <%
it N > 1.
The lemma is proved. O
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We now derive the mentioned expansion (11) of the saddle-point.

Lemma 16. If 2 < r <logn, then

=l _ L - I(N+(N—-1)/r) - (N-1)/r
o= (N-1)I(N+1)I(N—-1)/r)
+ lnflJrl/r + E
r n

Proof. The equation defining x can be rewritten as

—_rN\ 1/r
= - T
1—a1

1

This gives the relation y(n~'/") = 27!, where y = y(2) has been explored in Lemma 13.
Consequently, we may apply the expansions of g(z) given in (/) with respect to powers
of z = n~Y". The first coefficients have been calculated in Lemma 14. It remains to
estimate the remainder. Using also the obtained estimates, we have

Z |gN||Z|N <r 1-1/r Z |T1/rZ|N < —
N=r+1 N=r+1 1 - \?/ge !
if |z| < e!. Consequently, we obtain
- B
r = nl/r Z gNn—N/r + =
N=0 n
SV 1 Z LN+ (N -1)/r) = (N=1)/r
o= (N-1)I(N+ DI (N —=1)/r)
+ lnflJrl/r + E
r n
as desired. 0

Proof of Theorem 1. Let us preserve the notation introduced in Lemma 13. First of all
we seek a simple expression containing the first terms in an expansion of

K(z) = Z L - nlogi = h(z) —nlogg(z).

= Jy(z) y(z)

Recall that D(z) = exp {Z;Zl xj/j}, we have

1
log D(z) — nlogz = K(n Y/") — nogh. (48)

r
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Define the functions R(z) and K, (z) by

Z hyz —anNz + R(2) = K,.(2) + R(2)

N=—r+1
We claim that R(z) = B(|z| + n|z|"*!) if |z| < e”! implying
R(n~Y"y = Bn~Y", (49)
for r <logn. Indeed, by (II1) of Lemma 13 and the estimates in Lemma 15, we have

r—1

N+r
( +3 ) TN
N=1

=T

Ithlle
N 1
~1

N
”\z|N+BZ (/712N = Bl

r

if |2] < e”!. Similarly,

o0

S (onlleN = Blzl!

N=r+1

if |2] < e”!. The last two estimates yield our claim and (49).
For the main term, we obtain from Lemma 13 that

-1 r—1
Kr(n’l/’") = ho+ Z hyn N7 — Z ban" N/ L hn

N=—r+1 N=1
r—1 r— N r—1
=ho— ) Tbr_NnN/T = bynt NI 4 b
N=1 N=1
r—1 1
:hQ—TZNbT N?”LN/T‘F}L rn
11, ¢ 1 I'(N+ N
S N (N +N/r) pr=Nr
U = N(r—N) (N +1DI'(N/r) r

It remains to approximate

1 \1/2 1 1 > 1/2
- — — A —1/r\1/2 —— (1= Nb —N/r )
(A(:c)) vn (") \/m"< szl A

By virtue of Lemma 15, N|by| < 1if N < r and N|by| < 7V/7 if N > 1. Thus, if
2 < r <logn, then

> Nibu|n ™" < (5/2n7 " < (5/2)e 7 < 1.
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Consequently,

()" = e o

We now return to probabilities. Applying (2), (10), (48), (49) and the last estimate,

we obtain

|
nlv(n,r) = #(x)n”/r exp {Kr(nfl/’")} (1+ Bn’l/”)
= —%n_"/r exp {Kr(n_l/’")} (1+ Bn_l/r)

for all 2 < r < logn.

Theorem 1 is proved. 0

Concluding Remark

The approach can be adopted for more general decomposable structures, in particular,
for the so-called logarithmic classes of set constructions (see [3]). X. Gourdon’s paper [10]
is a good pattern in doing such extensions.
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