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Abstract

Combinatorial characterisations of minimal rigidity are obtained for symmetric
2-dimensional bar-joint frameworks with either `1 or `∞ distance constraints. The
characterisations are expressed in terms of symmetric tree packings and the number
of edges fixed by the symmetry operations. The proof uses new Henneberg-type
inductive construction schemes.
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1 Introduction

A fundamental problem in geometric rigidity theory is to find combinatorial character-
isations of graphs which form rigid bar-joint frameworks for all generic realisations of
the vertices in a given space. For the Euclidean plane, this problem was first solved by
Laman’s landmark result from 1970 ([8]) which characterises minimally rigid (isostatic)
frameworks in terms of sparsity counts. Equivalent characterisations of generically rigid
graphs in the plane have been obtained in terms of tree decompositions (see e.g. [1, 17])
and using matroidal methods ([9]). In higher dimensions, generic rigidity has been charac-
terised in terms of tree packings for body-bar, body-hinge and molecular frameworks (see

∗Author supported by the Engineering and Physical Sciences Research Council [grant number
EP/J008648/1].

†Author supported by the Engineering and Physical Sciences Research Council [grant number
EP/M013642/1].

the electronic journal of combinatorics 23(4) (2016), #P4.23 1



[3, 4, 18, 19, 20]). An active research area is to consider the impact of symmetry on the
rigidity of structures and various symmetric extensions of the aforementioned results have
been established (see [11, 12, 13, 14]). For example, in [11] and [12] symmetric versions
of Laman’s theorem were obtained for the three-fold rotational symmetry group C3 and
for the reflectional and half-turn rotational symmetry groups Cs and C2. However, the
analogous questions for the remaining symmetry groups (i.e. the dihedral groups C2v and
C3v) remain open.

A natural problem which has drawn recent interest is to develop rigidity theory in the
presence of non-Euclidean distance constraints (see for example [2, 5, 15, 16]). In the case
of the `1 and `∞ norms, the only possible symmetry groups for a bar-joint framework in
the plane are the reflection group Cs, the rotation groups C2 and C4, and the dihedral
group C2v. It is known that the existence of a (non-symmetric) isostatic placement of
a graph in the plane is characterised by the existence of a spanning tree decomposition
(see [6]). Moreover, in [7], necessary counting conditions were obtained on the structure
graph of an isostatic symmetric bar-joint framework for each of the possible symmetry
groups. In this article, these results are combined together with new graph construction
schemes to obtain characterisations for the existence of a symmetric isostatic placement
of a graph in the plane. Section 2 presents the graph construction scheme (Theorem 18)
and in Section 3 the following characterisations are established. (See also Figure 1.)

(A) (B) (C) (D)

Figure 1: Examples of symmetric isostatic frameworks in the plane with `∞ distance
constraints, illustrating the four statements in Theorem 1.

Theorem 1. Let ‖ · ‖P be a norm on R2 for which the unit ball P is a quadrilateral and
let G be a finite simple graph with a group action θ : Zn → Aut(G) where Zn = 〈γ〉,
n ∈ {2, 4}.

(A) The following statements are equivalent.

(i) There exists a representation τ : Z2 → GL(R2) and a point p such that the
bar-joint framework (G, p) is well-positioned and isostatic in (R2, ‖ · ‖P) and
Cs-symmetric with respect to θ and τ , where the symmetry operation γ is a
reflection which preserves the facets of P.

(ii) G is expressible as a union of two edge-disjoint spanning trees, both of which
are Z2-symmetric with respect to θ, and no edge of G is fixed by γ.

(B) The following statements are equivalent.
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(i) There exists a representation τ : Z2 → GL(R2) and a point p such that the
bar-joint framework (G, p) is well-positioned and isostatic in (R2, ‖ · ‖P) and
Cs-symmetric with respect to θ and τ , where the symmetry operation γ is a
reflection which swaps the facets of P.

(ii) G is expressible as a union of two edge-disjoint spanning trees G1 and G2, such
that G1 = γ(G2) and G2 = γ(G1), and no edge of G is fixed by γ.

(C) The following statements are equivalent.

(i) There exists a representation τ : Z2 → GL(R2) and a point p such that the
bar-joint framework (G, p) is well-positioned and isostatic in (R2, ‖ · ‖P) and
C2-symmetric with respect to θ and τ , where the symmetry operation γ is a
half-turn rotation.

(ii) G is expressible as a union of two edge-disjoint spanning trees, both of which
are Z2-symmetric with respect to θ, and either no edge or two edges of G are
fixed by γ.

(D) The following statements are equivalent.

(i) There exists a representation τ : Z4 → GL(R2) and a point p such that the
bar-joint framework (G, p) is well-positioned and isostatic in (R2, ‖ · ‖P) and
C4-symmetric with respect to θ and τ , where the symmetry operation γ is a
quarter-turn rotation.

(ii) G is expressible as a union of two edge-disjoint spanning trees G1 and G2, such
that G1 = γ(G2) and G2 = γ(G1) and either no edge or two edges of G are fixed
by γ2.

Theorem 1 provides the first combinatorial characterisations for symmetric isostatic
frameworks in a non-Euclidean normed linear space. The results highlight an interplay
between the symmetry operations of the framework, the unit ball in the normed space
and spanning trees in the underlying graph. The statement of the theorem, and its proof,
illustrate a sharp contrast with the corresponding Euclidean rigidity theory [11, 12]. For
the proof of Theorem 1, several new graph moves are introduced together with rigidity-
preserving geometric placements which may be of independent interest. The results have
potential practical applications for non-Euclidean constraint systems (eg. polygonal pack-
ings, graph realizability, autonomous agents and CAD) and also offer a new perspective on
symmetric tree packings in simple graphs. It is an open problem to obtain a corresponding
theorem for the symmetry group C2v and for other norms and symmetry groups.

2 Construction scheme for Z2-symmetric graphs.

An action of a group Γ on a simple graph G is a group homomorphism θ : Γ→ Aut(G).
Here Aut(G) is the automorphism group of G which consists of permutations of the
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vertices π : V → V such that π(v)π(w) is an edge of G if and only if vw is an edge of G.
If such an action exists then G is said to be Γ-symmetric with respect to the action θ (or
simply Γ-symmetric when the action is clear). If H is a graph such that the vertex set of
H is a subset of the vertex set of G and this vertex set is invariant under the permutation
θ(γ) for each γ ∈ Γ then θ induces an action of Γ on H. For convenience this induced
action is also denoted by θ. If the action of θ is clear from the context then γv is used
instead of θ(γ)v for each vertex v ∈ V (G) and γ(vw) instead of (θ(γ)v)(θ(γ)w) for each
edge vw ∈ E(G). A vertex of G is fixed by γ if γv = v and an edge vw is fixed by γ if
γ(vw) = vw.

Definition 2. Let θ : Z2 → Aut(G) be an action of the group Z2 = 〈s〉 on a finite simple
graph G. The pair (G, θ) is admissible if it has the following properties.

(i) G is expressible as a union of two edge-disjoint spanning trees, both of which are
Z2-symmetric with respect to θ, and,

(ii) no edge of G is fixed by s.

In this section a construction scheme will be established for the class of admissible
pairs (G, θ). This scheme is comprised of four graph extensions and a base graph W5.
The following elementary facts will be required.

Lemma 3. If (G, θ) is an admissible pair then,

(i) there exists exactly one vertex v0 in G which is fixed by s, and,

(ii) the unique fixed vertex v0 has even degree and degree at least 4.

Proof. The graph G is expressible as a union of two edge-disjoint Z2-symmetric spanning
trees G1 and G2. If two distinct vertices, v0 and v1, are fixed by s then G1 must contain
simple paths P and s(P ) joining v0 to v1. Since no edge of G is fixed by s, P 6= s(P ). This
is a contradiction and so there is at most one vertex in G which is fixed by s. Since s acts
as an involution on the edges of G1 with no fixed points, |E(G1)| is even. In particular,
|V (G)| is odd and, since s acts as an involution on V (G), at least one vertex in G must
be fixed by s. This proves the first statement. For the second statement, note that s acts
as an involution with no fixed points on the set of edges adjacent to v0. Thus, v0 has even
degree in G. Also, v0 is adjacent to some distinct edges e, se ∈ E(G1) and f, sf ∈ E(G2)
and so v0 has degree at least 4 in G.

For a vertex v in G, the set consisting of all vertices which are adjacent to v is denoted
N(v).

Definition 4. Let θ : Z2 → Aut(G) be an action of the group Z2 = 〈s〉 on G and let
v ∈ V (G). The symmetric neighbourhood of v, denoted S(v), is the subgraph of G induced
by the vertex set N(v) ∪N(sv) ∪ {v, sv}.
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Three of the four graph extensions in the construction scheme for admissible pairs are
determined by identifying the possible symmetric neighbourhoods of a 3-valent vertex v
in G. This approach is coordinated by separating the symmetric neighbourhoods S(v)
into four types depending on the cardinality of N(v) ∩N(sv).

Lemma 5. Let (G, θ) be an admissible pair. If v is a 3-valent vertex in G then N(v) and
N(sv) are either,

(i) disjoint,

(ii) intersect in one vertex, which must be the fixed vertex,

(iii) intersect in two vertices, neither of which are the fixed vertex, or,

(iv) intersect in three vertices, one of which is the fixed vertex.

Proof. The induced action of s on N(v) ∩ N(sv) is an involution. If N(v) and N(sv)
intersect in one vertex, then this vertex is clearly fixed by s. If N(v) and N(sv) intersect
in two vertices then neither, or, both of these vertices are fixed by s. By Lemma 3, G
contains only one vertex which is fixed by s, and so neither vertex of N(v) ∩ N(sv) is
fixed by s. If N(v) and N(sv) intersect in three vertices then s acts as a transposition on
N(v) ∩N(sv) leaving one vertex fixed.

The wheel graph W5 is the graph with five distinct vertices v0, v1, . . . , v4 and an edge
set consisting of the 4-cycle v1v2, v2v3, v3v4, v4v1 together with four spokes {v0vj : j =
1, 2, 3, 4}. The wheel graph W5 will form the base graph in the construction scheme for
admissible pairs. (See also Figure 1(A)).

Example 6. Let W5 be the wheel graph and define an action θ∗ : Z2 → Aut(W5) by
setting sv1 = v3, sv2 = v4 and sv0 = v0. ThenW5 is expressible as an edge-disjoint union of
two Z2-symmetric spanning trees T1 and T2 with edge sets E(T1) = {v2v3, v3v0, v0v1, v1v4}
and E(T2) = {v1v2, v2v0, v0v4, v4v3}. Note that W5 has no edges which are fixed by s
and so (W5, θ

∗) is an admissible pair. Also, θ∗ is the only action of Z2 on W5 for which
no edge of W5 is fixed by s.

2.1 (Z2, θ) 0-extensions.

The first graph extension in the construction scheme for admissible pairs involves 2-valent
vertices. (See Fig. 2 for an illustration).

Definition 7. Let G be a simple graph which is Z2-symmetric with respect to θ. Suppose
there exists a graph H and distinct vertices v1, v2 ∈ V (H) with the following properties.

(i) V (G) = V (H) ∪ {v, sv} where v, sv /∈ V (H) and v 6= sv.

(ii) H is Z2-symmetric with respect to θ.

(iii) E(G) = E(H) ∪
{
vv1, vv2, s(vv1), s(vv2)

}
.
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Then G is said to be obtained from H by applying a (Z2, θ) 0-extension (on the vertices
v1, v2).

v2 sv2

v1 sv1

v2 sv2

v1 sv1

v sv

Figure 2: A (Z2, θ) 0-extension G of a graph H.

The proof that admissible pairs (G, θ) are constructible by graph extensions is by
induction on the number of vertices of G. To this end, it will be shown that if |V (G)| > 6
then G is obtained from a graph H with fewer vertices by some graph extension in the
construction scheme and that (H, θ) is an admissible pair. If G contains a 2-valent vertex
then this is achieved by a (Z2, θ) 0-extension.

Lemma 8. Let (G, θ) be an admissible pair and let v be a 2-valent vertex in G. Then
there exists a graph H with the following properties.

(i) G is obtained from H by applying a (Z2, θ) 0-extension.

(ii) (H, θ) is an admissible pair.

Proof. By Lemma 3, the unique fixed vertex v0 in G has degree at least 4 and so v 6= sv.
Let H = G\{v, sv}. Then H is Z2-symmetric with respect to θ and G is obtained from H
by applying a (Z2, θ) 0-extension on the vertices of N(v). The graph G may be expressed
as a union of two edge-disjoint Z2-symmetric spanning trees G1 and G2. Let H1 = G1∩H
and H2 = G2 ∩ H. Then H1 and H2 are edge-disjoint Z2-symmetric spanning trees in
H and H is the union of H1 and H2. Also, H has no edges which are fixed by s and so
(H, θ) is an admissible pair.

2.2 (Z2, θ) 1-extensions

The second graph extension in the construction scheme is a (Z2, θ) 1-extension. (See
Fig. 3.) This, and the remaining graph extensions, apply to 3-valent vertices.

Definition 9. Let G be a simple graph which is Z2-symmetric with respect to θ. Suppose
there exists a graph H, distinct vertices v1, v2, v3 ∈ V (H) and an edge e = v1v2 ∈ E(H)
with the following properties.

(i) V (G) = V (H) ∪ {v, sv} where v, sv /∈ V (H) and v 6= sv.

(ii) H is Z2-symmetric with respect to θ and e 6= se.

(iii) E(G) =
(
E(H) \

{
e, se

})
∪
{
vvi, s(vvi) | i = 1, 2, 3

}
.
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v1 sv1

v2 sv2

v3 sv3

v1 sv1

v2 sv2

v3 sv3

v sv

Figure 3: A (Z2, θ) 1-extension G of a graph H.

Then G is said to be obtained from H by applying a (Z2, θ) 1-extension (on the vertices
v1, v2, v3 and the edge e).

If (G, θ) is an admissible pair and if G contains a 3-valent vertex v then it may not
be the case that G can be obtained from a graph H by a (Z2, θ) 1-extension. The (Z2, θ)
1-extension is sufficient, however, under the additional assumption that N(v) and N(sv)
intersect in exactly two vertices.

Lemma 10. Let (G, θ) be an admissible pair and let v be a 3-valent vertex in G. Suppose
N(v) and N(sv) intersect in two vertices. Then there exists a graph H with the following
properties.

(i) G is obtained from H by applying a (Z2, θ) 1-extension.

(ii) (H, θ) is an admissible pair.

Proof. By Lemma 3, v is not fixed by s. By Lemma 5, N(v) does not contain the fixed
vertex v0 and so N(v) = {v1, sv1, v2} for some v1, v2 ∈ V (G)\{v0}. The graph G may be
expressed as a union of two edge-disjoint Z2-symmetric spanning trees G1 and G2. Thus
S(v) appears in Fig. 4 with edges of G1 and G2 indicated in black and gray respectively.
Note that either vv1 /∈ E(G1) or v(sv1) /∈ E(G1) since, otherwise, G1 would contain a
cycle. The cases where v1v2 /∈ E(G) and where v1v2 ∈ E(G) are considered separately.

v1 sv1

v2 sv2

v sv

v1 sv1

v2 sv2

v sv

v1 sv1

v2 sv2

v sv

Figure 4: N(v) and N(sv) intersect in two vertices.

Case (1) Suppose v1v2 /∈ E(G). By relabeling v1 and sv1, it may be assumed that
the edges g = vv1 and h = vv2 are both contained in the same spanning tree, G1 say, and
so S(v) is the leftmost subgraph in Fig. 4. Let H be the graph obtained by adjoining the
edges e = v1v2 and se to G\{v, sv}. Then G is obtained from H by applying a (Z2, θ)
1-extension on the vertices v1, sv1, v2 and the edge e. Let H1 = (G1 ∩H) ∪ {e, se} and
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H2 = G2 ∩ H. Then H1 and H2 are edge-disjoint Z2-symmetric subgraphs in H. It is
clear that H2 is a spanning tree in H. To see that H1 is a spanning tree, note that for any
vertex w in H there must exist a path in G1 joining w to v. In particular, there exists a
path Pw in G1 ∩H from w to either v1 or v2. Now Pw ∪ {e} contains a path in H1 from
w to v1. It follows that every vertex of H is connected to every other vertex of H in H1.
Thus H1 is a connected spanning subgraph of H with |V (H)| − 1 edges and so H1 is a
tree.

Case (2) Suppose v1v2 ∈ E(G). It may be assumed that two of the edges incident
with v belong to G1. Thus S(v) is either the centre or rightmost subgraph in Fig. 4.
Let H be the graph obtained by adjoining the edges e = v1(sv2) and se to G\{v, sv}.
Then G is obtained from H by applying a (Z2, θ) 1-extension on the vertices v1, sv1 and
v2 and the edge se. Let H1 = (G1 ∩ H) ∪ {e, se} and H2 = G2 ∩ H. Then H1 and H2

are edge-disjoint Z2-symmetric spanning subgraphs in H. Also, H2 is clearly a tree. To
show that H1 is a tree, let w be a vertex in H and let va and vb be the two edges in G1

which are incident with v. There must exist a path Pw in G1 ∩H from w to either a or
b. Also, there must exist a path P in G1 ∩H joining either a or b to either sa or sb. Now
Pw ∪ P ∪ {e, se} is a subgraph of H1 which contains a path from w to v1. Thus H1 is a
connected spanning subgraph of H with |V (H)| − 1 edges and so H1 is a spanning tree.

In both cases, no edge of H is fixed by s and so (H, θ) is an admissible pair.

Remark 11. The (Z2, θ) 0- and 1-extensions also feature in the proof of a symmetric
version of Laman’s theorem for bar-joint frameworks in the Euclidean plane [11, 12].
They are analogous to the (non-symmetric) 0- and 1-extensions (or Henneberg moves)
used in Laman’s original theorem for generic frameworks [8].

2.3 Modified (Z2, θ) 1-extensions

The third graph extension in the construction scheme is a variation of the (Z2, θ) 1-
extension.

Definition 12. Let G be a simple graph which is Z2-symmetric with respect to θ. Suppose
there exists a graph H, distinct vertices v1, v2, v3 ∈ V (H) and an edge e ∈ E(H) with the
following properties.

(i) V (G) = V (H) ∪ {v, sv} where v, sv /∈ V (H) and v 6= sv.

(ii) H is Z2-symmetric with respect to θ, v1, v2, sv1, and sv2 are distinct and e = v1(sv2).

(iii) E(G) =
(
E(H) \

{
e, se

})
∪
{
vvi, s(vvi) | i = 1, 2, 3

}
.

Then G is said to be obtained from H by applying a modified (Z2, θ) 1-extension (on the
vertices v1, v2, v3 and the edge e). See also Fig. 5.

With the (Z2, θ) 1-extension and modified (Z2, θ) 1-extension it is possible to accom-
modate 3-valent vertices v for which N(v) and N(sv) are either disjoint or intersect in a
single vertex. These two cases are considered separately.
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v1 sv1

v2 sv2

v3 sv3

v1 sv1

v2 sv2

v3 sv3

v sv

Figure 5: A modified (Z2, θ) 1-extension G of a graph H.

Lemma 13. Let (G, θ) be an admissible pair and let v be a 3-valent vertex in G. Suppose
N(v) and N(sv) are disjoint. Then there exists a graph H with the following properties.

(i) G is obtained from H by applying either a (Z2, θ) 1-extension or a modified (Z2, θ)
1-extension.

(ii) (H, θ) is an admissible pair.

Proof. The graph G may be expressed as a union of two edge-disjoint Z2-symmetric
spanning trees G1 and G2. Let N(v) = {v1, v2, v3} and without loss of generality suppose
that the edges vv1 and vv2 are both contained in the same spanning tree, G1 say. Then
either v1v2 /∈ E(G) or v1v2 ∈ E(G) and this edge belongs to G2 (see Fig. 6). If v1v2 /∈

v1 sv1

v2 sv2

v3 sv3

v sv

v1 sv1

v2 sv2

v3 sv3

v sv

Figure 6: N(v) and N(sv) are disjoint and vv1 and vv2 belong to the same spanning tree.

E(G) then let e = v1v2. If v1v2 ∈ E(G) then let e = v1(sv2) and note that G does not
contain the edges e and se since, otherwise, either G1 or G2 would contain a cycle. Let
H be the graph obtained by adjoining the edges e and se to G\{v, sv}. If v1v2 /∈ E(G)
then G is obtained from H by applying a (Z2, θ) 1-extension on the vertices v1, v2, v3 and
the edge e. If v1v2 ∈ E(G) then G is obtained from H by applying a modified (Z2, θ)
1-extension on the vertices v1, v2, v3 and the edge e. In both cases, the arguments of
Lemma 10 may be applied to show that H1 = (G1 ∩H) ∪ {e, se} and H2 = G2 ∩H are
edge-disjoint Z2-symmetric spanning trees in H. It follows that (H, θ) is an admissible
pair.

In proving the preceding lemmas, the spanning trees H1 and H2 were constructed
directly from the subgraphs G1 ∩ H and G2 ∩ H. If N(v) and N(sv) intersect in one
vertex then this direct construction is not always possible, as shown in the proof of the
following lemma.
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Lemma 14. Let (G, θ) be an admissible pair and let v be a 3-valent vertex in G. Suppose
N(v) and N(sv) intersect in one vertex. Then there exists a graph H with the following
properties.

(i) G may be obtained from H by applying either a (Z2, θ) 1-extension or a modified
(Z2, θ) 1-extension.

(ii) (H, θ) is an admissible pair.

Proof. Let N(v) = {v1, v2, v3} and note that, by Lemma 5, N(v) and N(sv) must intersect
in the unique vertex v0 which is fixed by s. Thus vi = v0 for some i ∈ {1, 2, 3}. The graph
G may be expressed as a union of two edge-disjoint Z2-symmetric spanning trees G1 and
G2 and without loss of generality it may be assumed that the edges vv1 and vv2 are both
edges of G1. If v1v2 /∈ E(G), or, v1v2 ∈ E(G) and v0 = v3 then the proof proceeds by
adapting the arguments of Lemma 13. It remains to consider the case where v1v2 ∈ E(G)
and v0 6= v3. Note that N(v) = {v0, vj, v3} where either v0 = v1 and vj = v2, or, v0 = v2
and vj = v1. Thus S(v) is one of the graphs in Fig. 7. Since G1 is a spanning tree in G
there must exist a path P in G1\{v, sv} from v3 to exactly one of the vertices v0, vj or
svj. These three possible cases are considered separately.

Case (1) Suppose P joins v3 to the fixed vertex v0. Then G1\{v, sv} does not contain
paths which join either v3 to vj, or, v3 to svj since such a path would imply the existence of
a cycle in G1. In particular, if e = vjv3 or f = (svj)v3 is an edge of G then this edge must
belong to G2. It follows that e and f are not both edges of G since, if they were, then G2

would contain a cycle with edges e, f , se and sf . From these observations, it follows that
S(v) must appear in the first three rows of Fig. 7. If e /∈ E(G) then let H be the graph
obtained by adjoining the edges e and se to G\{v, sv} and let H1 = (G1 ∩ H) ∪ {e, se}
and H2 = G2 ∩ H. If e ∈ E(G) then f /∈ E(G) and H is constructed by adjoining the
edges f and sf to G\{v, sv}. Let H1 = (G1 ∩H) ∪ {f, sf} and H2 = G2 ∩H.

Case (2) Suppose P joins v3 to vj. Then G1\{v, sv} does not contain paths which join
either v3 to v0, or, v3 to svj. In particular, either e = v0v3 /∈ E(G) or f = (svj)v3 /∈ E(G),
since otherwise both edges belong to G2 and this creates a cycle in G2. Thus S(v) appears
in the first, second or fourth row of Fig. 7. If e /∈ E(G) then let H be the graph
obtained by adjoining the edges e and se to G\{v, sv} and let H1 = (G1 ∩ H) ∪ {e, se}
and H2 = G2∩H. If e ∈ E(G) then f /∈ E(G) and e is contained in the spanning tree G2.
Let H be the graph obtained by adjoining the edges f and sf to G\{v, sv}. Note that
the subgraph (G1 ∩H)∪ {f, sf} must contain a cycle and so, instead, adjoin the edges f
and sf to G2 ∩H and re-colour the edges g = v0vj and sg, both of which are contained
in G2. Thus, let H1 = (G1 ∩H) ∪ {g, sg} and H2 = ((G2 ∩H)\{g, sg}) ∪ {f, sf}.

Case (3) Suppose P joins v3 to svj. Then G1\{v, sv} does not contain paths which
join either v3 to v0, or, v3 to vj. In particular, either e = v0v3 /∈ E(G) or f = vjv3 /∈
E(G). Thus S(v) appears among the first, second and fifth rows of Fig. 7. If e /∈ E(G)
then let H be the graph obtained by adjoining the edges e and se to G\{v, sv} and let
H1 = (G1 ∩ H) ∪ {e, se} and H2 = G2 ∩ H. If e ∈ E(G) then f /∈ E(G) and H is
obtained by adjoining the edges f and sf to G\{v, sv}. Let H1 = (G1 ∩H)∪ {g, sg} and
H2 = ((G2 ∩H)\{g, sg}) ∪ {f, sf} where g = v0vj.
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v1 = v0

v2 sv2

v3 sv3

v sv

v1 sv1

v2 = v0

v3 sv3

v sv

v1 = v0

v2 sv2

v3 sv3

v sv

v1 = v0

v2 sv2

v3 sv3

v sv

v1 sv1

v2 = v0

v3 sv3

v sv

v1 = v0

v2 sv2

v3 sv3

v sv

v1 = v0

v2 sv2

v3 sv3

v sv

v1 = v0

v2 sv2

v3 sv3

v sv

v1 = v0

v2 sv2

v3 sv3

v sv

v1 = v0

v2 sv2

v3 sv3

v sv

v1 = v0

v2 sv2

v3 sv3

v sv

v1 = v0

v2 sv2

v3 sv3

v sv

v1 sv1v2 = v0

v3 sv3

v sv

Figure 7: N(v) and N(sv) intersect in one vertex, vv1 and vv2 belong to the same spanning
tree, v0 6= v3 and v1v2 ∈ E(G).
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In each of the above cases H is an edge-disjoint union of the Z2-symmetric spanning
trees H1 and H2. Moreover, H has no fixed edges and so (H, θ) is an admissible pair. If
e /∈ E(G) then G is obtained from H by applying a (Z2, θ) 1-extension on the vertices
v1, v2, v3 and the edge e. In cases (1) and (2), if e ∈ E(G) then G is obtained from H
by applying a modified (Z2, θ) 1-extension on the vertices v1, v2, v3 and the edge f . In
case (3), if e ∈ E(G) then G is obtained from H by applying a (Z2, θ) 1-extension on the
vertices v1, v2, v3 and the edge f .

2.4 (Z2, θ) fixed-vertex-to-W5 extension.

The remaining graph extension in the construction scheme involves the wheel graph W5

and action θ∗ : Z2 → Aut(W5) defined in Example 6. The vertex in W5 which is fixed by
s is denoted v0. See Fig. 8 for an illustration.

Definition 15. Let G be a simple graph which is Z2-symmetric with respect to θ. Suppose
that W5 is a subgraph of G and that the restriction of θ to V (W5) is the action θ∗. Suppose
further that there exists a graph H with the following properties.

(i) V (G) = V (H) ∪ V (W5) and V (H) ∩ V (W5) = {v0} where v0 is the 4-valent vertex
in W5.

(ii) H is Z2-symmetric with respect to θ.

(iii) E(G) = E(W5) ∪ (E(H)\{wv0 ∈ E(H) : w ∈ N(v0)}) ∪ {w(π(w)) : w ∈ N(v0)}
where,

• N(v0) is the set of vertices in H which are adjacent to v0, and,

• π : N(v0) → V (W5) is any map which satisfies s(π(w)) = π(sw) for all w ∈
N(v0).

Then G is said to be obtained from H by applying a (Z2, θ) fixed-vertex-to-W5 extension
(on the vertex v0).

v0
v0

Figure 8: A (Z2, θ) fixed-vertex-to-W5 extension G of a graph H.
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Lemma 16. Let (G, θ) be an admissible pair with minimum vertex degree 3 and let v
be a 3-valent vertex in G. Suppose N(v) and N(sv) intersect in three vertices and that
G 6= W5. Then there exists a graph H with the following properties.

(i) G is obtained from H by applying either a (Z2, θ) 1-extension, a modified (Z2, θ)
1-extension or a (Z2, θ) fixed-vertex-to-W5 extension.

(ii) (H, θ) is an admissible pair.

Proof. By Lemma 5, N(v) must contain the fixed vertex v0 and so N(v) = {v0, v1, sv1},
say. The graph G may be expressed as a union of two edge-disjoint Z2-symmetric
spanning trees G1 and G2. Note that the edges vv1 and v(sv1) cannot both belong
to the same spanning tree since, otherwise, either G1 or G2 would contain the 4-cycle
vv1, v1(sv), s(vv1), (sv1)v. Since v1 and sv1 can be relabeled as sv1 and v1 respectively, it
may be assumed that vv0 and vv1 are both contained in G1. If v0v1 /∈ E(G) then S(v) is
represented by the first graph in Fig. 9. Let H be the graph obtained by adjoining the
edges e = v0v1 and se to G\{v, sv} and let H1 = (G1 ∩H) ∪ {e, se} and H2 = G2 ∩H.
Then G is obtained from H by applying a (Z2, θ) 1-extension on the vertices v0, v1, sv1
and the edge se. If v0v1 ∈ E(G) then S(v) is a copy of the wheel graph W5 and is repre-
sented by the second graph in Fig. 9. Note that S(v) is Z2-symmetric with respect to θ
and no edge of S(v) is fixed by s. Thus the restriction of θ to S(v) is the unique action θ∗

defined in Example 6. There are two cases to consider.

v1 sv1

v0

v sv

v1 sv1

v0

v sv

Figure 9: N(v) and N(sv) intersect in three vertices.

Case (1) Suppose there exists a vertex in G\S(v) which is adjacent to two vertices in
S(v). Then S(v) is not contractible. If G contains no other symmetric copies of W5 then
by counting degrees of vertices it follows that |E| > 2|V |−1. This is a contradiction since
G is an edge disjoint union of two spanning trees. More generally, if G contains exactly k
non-contractible symmetric copies of W5 and every vertex of degree 3 is contained in one
of these copies then |E| > 2|V | − 2 + k. This is a contradiction and so there must exist a
vertex w in G with degree 3 such that the symmetric neighbourhood of w is not a copy of
W5. In this case, G may obtained from an admissible pair (H, θ) by either a 1-extension
or a modified 1-extension.

Case (2) Suppose that no vertex of G\S(v) is adjacent to two vertices in S(v) and let
H be the graph obtained by contracting S(v) to v0. Then G may be obtained from H by
applying a (Z2, θ) fixed-vertex-to-W5 extension on the vertex v0. Let H1 and H2 be the
graphs obtained from G1 and G2 respectively as a result of this contraction operation.
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The graphs H1 and H2 are edge-disjoint Z2-symmetric spanning trees in H and it follows
that (H, θ) is an admissible pair.

Remark 17. The role of the graph W5 in the construction scheme is analogous to the role
played by the complete graph K4 in constructing (2, 2)-tight graphs (see [10]). The (Z2, θ)
fixed-vertex-to-W5 extension (described above) is comparable to the vertex-to-K4 move.

2.5 Construction scheme for admissible pairs.

The four (Z2, θ) graph extensions described above are referred to as allowable and the
notation H → G indicates that a graph G is obtained from H by an allowable graph
extension. To summarise, the allowable graph extensions are: (Z2, θ) 0-extensions, (Z2, θ)
1-extensions, modified (Z2, θ) 1-extensions and (Z2, θ) fixed-vertex-to-W5 extensions.

Theorem 18. Let G be a finite simple graph and let θ : Z2 → Aut(G) be an action of the
group Z2 = 〈s〉. If G is expressible as a union of two edge-disjoint spanning trees, both of
which are Z2-symmetric with respect to θ, and no edge of G is fixed by s then there exists
a construction chain,

W5 = G1 → G2 → · · · → Gn = G,

such that for each k = 1, 2, . . . , n− 1,

(i) Gk → Gk+1 is an allowable (Z2, θ) graph extension, and,

(ii) Gk is expressible as a union of two edge-disjoint spanning trees, both of which are
Z2-symmetric with respect to θ, and no edge of Gk is fixed by s.

Proof. Note that W5 is the only graph on five or fewer vertices which admits a Z2-action
that satisfies the hypothesis of the theorem. Suppose, to obtain a proof by induction, that
|V (G)| > 5 and that the statement of the theorem holds for all admissible pairs (G̃, θ̃)
for which |V (G̃)| < |V (G)|. Since |E(G)| = 2(|V (G)| − 1) it follows that G must contain
a vertex v of degree 2 or 3. If deg(v) = 2 then, by Lemma 8, there exists an admissible
pair (H, θ) together with a (Z2, θ) 0-extension H → G. If deg(v) = 3 then S(v) satisfies
the conditions of one of the Lemmas 10, 13, 14, and 16. Thus there exists an admissible
pair (H, θ) together with an allowable graph extension H → G. In each case, H has
fewer vertices than G and so there exists a construction chain for H. This establishes the
existence of a construction chain for G and so the induction step is complete.

3 Z2-symmetric frameworks in (R2, ‖ · ‖P)

A bar-joint framework (G, p) in R2 consists of a finite simple graph G and a point p =
(p(v))v∈V such that the components p(v) are distinct points in R2. Let ‖ ·‖P be a norm on
R2 with the property that the unit ball P is a quadrilateral (eg. the `1 or `∞ norm). A bar-
joint framework is Γ-symmetric in (R2, ‖·‖P) if there exists a group action θ : Γ→ Aut(G)
and a group representation τ : Γ→ GL(R2) such that for each γ ∈ Γ, τ(γ) is an isometry
of (R2, ‖ ·‖P) and τ(γ)p(v) = p(γv) for all vertices v ∈ V (G). The elements of Γ are called
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symmetry operations of (G, p) and Γ is called a symmetry group of (G, p). For each facet
F of P, let [F ] = {F,−F}.

Definition 19. Let ‖ ·‖P be a norm on R2 where the unit ball P is a quadrilateral and let
τ : Γ → GL(R2) be a group representation. A group element γ ∈ Γ preserves the facets
of P if τ(γ)F ∈ [F ] for each facet F of P.

A bar-joint framework is well-positioned in (R2, ‖ · ‖P) if for each edge vw, the nor-

malised vector p(v)−p(w)
‖p(v)−p(w)‖P

is contained in exactly one facet F of P. The pair [F ] cor-
responding to this unique facet is referred to as the framework colour of the edge vw.
Denote by GF the monochrome subgraph of G spanned by edges with framework colour
[F ], provided such edges exist.

Lemma 20. Let (G, p) be a well-positioned and Γ-symmetric bar-joint framework in
(R2, ‖ · ‖P). If each symmetry operation γ ∈ Γ preserves the facets of the unit ball P

then the monochrome subgraphs of G are Γ-symmetric.

Proof. Let γ ∈ Γ and suppose that vw is an edge of G with framework colour [F ]. Then
p(v)−p(w) is contained in the conical hull of either F or −F . Since γ preserves the facets
of p, p(γv) − p(γw) = τ(γ)(p(v) − p(w)) is also contained in the conical hull of either F
or −F . Thus γ(vw) has the same framework colour as vw and so GF is Γ-symmetric.

In [7], it is shown (for general norms) that (G, p) is well-positioned if and only if
the rigidity map fG : (R2)|V (G)| → R|E(G)|, (x(v))v∈V (G) 7→ (‖x(v) − x(w)‖P)vw∈E(G) is
differentiable at p. The elements of ker dfG(p) are called infinitesimal flexes of (G, p). A
collection of continuous paths αx : (−δ, δ) → R2, x ∈ R2, is called a continuous rigid
motion of (R2, ‖ · ‖P) if αx(0) = x for all x ∈ R2 and ‖αx(t)− αy(t)‖P = ‖x− y‖P for all
t ∈ (−δ, δ) and all x, y ∈ R2. An infinitesimal flex u = (u(v))v∈V (G) is regarded as trivial if
there exists a continuous rigid motion such that u(v) = α′p(v)(0) for all v ∈ V (G). If every

infinitesimal flex of (G, p) is trivial then (G, p) is infinitesimally rigid. A framework is
isostatic if it is infinitesimally rigid and no proper spanning subframework is infinitesimally
rigid. The rigidity of bar-joint frameworks with respect to norms for which the unit ball is
a convex polytope is developed in [5]. In particular, it is shown that infinitesimal rigidity
is equivalent to continuous rigidity for well-positioned frameworks. The following theorem
is proved in [6].

Theorem 21. Let ‖ · ‖P be a norm on R2 where the unit ball P is a quadrilateral. Let
(G, p) be a well-positioned bar-joint framework in (R2, ‖ · ‖P). Then (G, p) is isostatic if
and only if G is an edge-disjoint union of two monochrome spanning trees.

The following lemma involves the wheel graph W5 and action θ∗ of Example 6.

Lemma 22. Let ‖ · ‖P be a norm on R2 for which the unit ball P is a quadrilateral and
let τ : Z2 → GL(R2) be a representation of Z2 = 〈s〉 such that s preserves the facets of P.
Then there exists a point p such that (W5, p) is isostatic and Z2-symmetric with respect
to θ∗ and τ .
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Proof. Let V (W5) = {v0, v1, sv1, v2, sv2} be the vertices of W5 and let ±F1 and ±F2 be
the facets of P. Choose points x1 and x2 in the relative interiors F1 and F2 respectively
and let y be an extreme point of P. Let p(v0) be any point in R2 which is fixed by
τ(s) and choose p(v1) to be a point on the line L1 = {p(v0) + tx1 : t ∈ R} which is
distinct from p(v0). Define p(sv1) = τ(s)p(v1). Then the edge v0v1 has framework colour
[F1] and, since s preserves the facets of P, the edge s(v0v1) also has framework colour
[F1]. Let a be the point of intersection of the lines L2 = {p(v0) + tx2 : t ∈ R} and
L3 = {p(sv1) + ty : t ∈ R} and let B(a, r) be an open ball centred at a with radius r > 0.
Choose p(v2) to be a point in B(a, r) which is distinct from p(v0), p(v1), p(sv1) and such
that p(v2) 6= τ(s)p(v2). Note that if r is sufficiently small then v0v2 has framework colour
[F2]. Suppose v1v2 has framework colour [F1]. Then p(v2) may be chosen so that the
edge v2(sv1) has framework colour [F2]. Similarly, if v1v2 has framework colour [F2] then
p(v2) may be chosen so that v2(sv1) has framework colour [F1]. Define p(sv2) = τ(s)p(v2).
Then (W5, p) is well-positioned in (R2, ‖ · ‖P) and Z2-symmetric with respect to θ∗ and τ .
Moreover, the monochrome subgraphs (W5)F1 and (W5)F2 are spanning trees in W5 and
so, by Theorem 21, (W5, p) is isostatic.

A symmetry operation γ ∈ Γ is called a reflection if there exists a rank one projection
P on R2 such that τ(γ) = I−2P , and, a half-turn rotation if τ(γ) is the rotation of R2 by
π about the origin. A symmetry group which is generated by a reflection (respectively, a
half-turn rotation) is denoted by Cs (respectively, by C2).

Example 23. Two isostatic placements of W5 in (R2, ‖·‖∞) are indicated in Fig. 10 with
induced monochrome symmetric spanning trees indicated in black and gray respectively.
The framework on the left is C2-symmetric and the framework on the right is Cs-symmetric
with respect to reflection in the y-axis.

v0

v1 sv2

v2 sv1

v0

v1 sv1

v2 sv2

Figure 10: Isostatic placements of the wheel graph W5 with induced Z2-symmetric
monochrome spanning trees.

3.1 Rigidity preservation for allowable graph extensions

Let ‖ · ‖P be a norm on R2 for which the unit ball P is a quadrilateral with facets ±F1

and ±F2. Let G be a finite simple graph and let θ : Z2 → Aut(G) be an action of the
group Z2 = 〈s〉.

Proposition 24. Suppose there exists a graph H with the following properties.

(i) G is obtained from H by either a (Z2, θ) 0-extension or a (Z2, θ) 1-extension.
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(ii) There exists a faithful representation τ : Z2 → GL(R2) and a point pH such that
(H, pH) is a well-positioned and isostatic bar-joint framework in (R2, ‖ · ‖P) which is
Z2-symmetric with respect to θ and τ , where s preserves the facets of P.

Then there exists p such that (G, p) is a well-positioned and isostatic bar-joint framework
in (R2, ‖ · ‖P) which is Z2-symmetric with respect to θ and τ .

Proof. Note that V (G) = V (H) ∪ {v, sv} for some v, sv /∈ V (H). Define p(w) = pH(w)
for all w ∈ V (H) and, once p(v) has been chosen, define p(sv) = τ(s)(p(v)). Then (G, p)
is Z2-symmetric with respect to θ and τ . It remains to specify p(v). Choose points x1
and x2 in the relative interiors of F1 and F2 respectively.

IfG is obtained by a (Z2, θ) 0-extension on vertices v1, v2 ∈ V (H) then let a ∈ R2 be the
point of intersection of the lines L1 = {p(v1) + tx1 : t ∈ R} and L2 = {p(v2) + tx2 : t ∈ R}
and let B(a, r) be an open ball with centre a and radius r > 0. Choose p(v) to be
any point in B(a, r)\p(V (H)) which is not fixed by τ(s). If r is sufficiently small then
the induced framework colourings for vv1 and vv2 are [F1] and [F2] respectively. Thus,
(G, p) is well-positioned with monochrome subgraphs GF1 = HF1 ∪ {vv1, s(vv1)} and
GF2 = HF2 ∪ {vv2, s(vv2)}.

p(v2) p(sv2)

p(v1) p(sv1)

a
B(a, r)

L1

L2
p(v2) p(sv2)

p(v1) p(sv1)

p(v) p(sv)

Figure 11: Constructing a placement for a (Z2, θ) 0-extension.

If G is obtained by a (Z2, θ) 1-extension on vertices v1, v2, v3 ∈ V (H) and the edge
e = v1v2 ∈ E(H) then, without loss of generality, suppose e ∈ E(HF1). Let a ∈ R2 be
the point of intersection of the line L1 which passes through the points p(v1) and p(v2)
with L2 = {p(v3) + tx2 : t ∈ R}. Let B(a, r) be the open ball with centre a and radius
r > 0 and choose p(v) to be a point in B(a, r)\p(V (H)) which is not fixed by τ(s).
If r is sufficiently small then vv1 and vv2 have induced framework colour [F1] and vv3
has framework colour [F2]. Then (G, p) is well-positioned with monochrome subgraphs
GF1 = (HF1\{e, se}) ∪ {vv1, vv2, s(vv1), s(vv2)} and GF2 = HF2 ∪ {vv3, s(vv3)}.

In both cases, the monochrome subgraphs GF1 and GF2 induced by p are spanning
trees in G. Thus, by Theorem 21, (G, p) is isostatic.

Proposition 25. Suppose there exists a graph H with the following properties.

(i) G is obtained from H by a modified (Z2, θ) 1-extension.

(ii) There exists a faithful representation τ : Z2 → GL(R2) and a point pH such that
(H, pH) is a well-positioned and isostatic bar-joint framework in (R2, ‖ · ‖P) which is
Z2-symmetric with respect to θ and τ , where s preserves the facets of P.
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p(v2) p(sv2)p(v1) p(sv1)

p(v3) p(sv3)

a

L2

p(v2) p(sv2)p(v1) p(sv1)

p(v3) p(sv3)

p(v) p(sv)

Figure 12: Constructing a placement for a (Z2, θ) 1-extension.

Then there exists p such that (G, p) is a well-positioned and isostatic bar-joint framework
in (R2, ‖ · ‖P) which is Z2-symmetric with respect to θ and τ .

Proof. Suppose G is obtained by a modified (Z2, θ) 1-extension on vertices v1, v2, v3 ∈
V (H) and the edge e = v1(sv2) ∈ E(H). Then V (G) = V (H) ∪ {v, sv} for some v, sv /∈
V (H). Define p(w) = pH(w) for all w ∈ V (H). It may be assumed that the induced
framework colour of e is [F1]. Let y1 be an extreme point of P and choose a point x1 in
the relative interior of F1. Since HF1 is a spanning tree in H, there must exist a path P
in HF1\{e} joining v3 to either v1, or, sv2.

Case (1). Suppose P joins v3 to v1. Let a ∈ R2 be the point of intersection of the
lines L1 = {p(v2) + tx1 : t ∈ R} and L2 = {p(v3) + ty1 : t ∈ R} and let B(a, r) be an
open ball with centre a and radius r > 0. Choose p(v) to be a point in B(a, r)\p(V (H))
which is not fixed by τ(s). If r is sufficiently small then the induced framework colour of
vv2 is [F1]. Set p(sv) = τ(s)(p(v)). Then (G, p) is both well-positioned and Z2-symmetric
with respect to θ and τ . Note that since a ∈ L2, it is possible to choose p(v) in the open
ball B(a, r) such that vv3 has framework colour either [F1] or [F2]. If the edge vv1 has
framework colour [F1] then choose p(v) such that vv3 has framework colour [F2]. If the
edge vv1 has framework colour [F2] then choose p(v) such that vv3 has framework colour
[F1]. Then (G, p) is well-positioned and Z2-symmetric. Also, GF1 and GF2 are spanning
subgraphs of G with |V (G)| − 1 edges. Clearly, GF2 is a tree. To see that GF1 is a tree it
remains to show that it is connected. There exists a path Pv in GF1 containing v, v1, v2
since either vv1 and vv2, or, vv2 and vv3 are edges of GF1 and P joins v3 to v1. Similarly,
s(Pv) is a path in GF1 containing sv, sv1, sv2. All remaining vertices in G\{v, sv} can be
joined to either v1 or sv2 by a path in GF1 . In particular, there exists a path P0 in GF1

from v0 to either v1 or sv2. Thus Pv ∪ s(Pv) ∪ P0 ∪ s(P0) contains a path in GF1 joining
v1 to sv2. It follows that every vertex of G can be joined to v1 by a path in GF1 and so
GF1 is connected.

Case (2). Suppose P joins v3 to sv2. Let a ∈ R2 be the point of intersection of the
lines L1 = {p(v1)+ tx1 : t ∈ R} and L2 = {p(v3)+ ty1 : t ∈ R} and let B(a, r) be the open
ball with centre a and radius r > 0. Arguments similar to Case (1) may now be applied.

In both cases, the induced monochrome subgraphs GF1 and GF2 are spanning trees in
G. Thus, by Theorem 21, (G, p) is isostatic.

Proposition 26. Suppose there exists a graph H with the following properties.

(i) G is obtained from H by a (Z2, θ) fixed-vertex-to-W5 extension.
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p(sv1)

p(sv2)

p(v1)

p(v2)

p(v3) p(sv3)

L1

L2

p(v) p(sv)p(v2) p(sv2)

p(v1) p(sv1)

p(v3) p(sv3)

p(v) p(sv)
p(v2) p(sv2)

p(v1) p(sv1)

p(v3) p(sv3)

Figure 13: Constructing a placement for a modified (Z2, θ) 1-extension.

(ii) There exists a faithful representation τ : Z2 → GL(R2) and a point pH such that
(H, pH) is a well-positioned and isostatic bar-joint framework in (R2, ‖ · ‖P) which is
Z2-symmetric with respect to θ and τ , where s preserves the facets of P.

Then there exists p such that (G, p) is a well-positioned and isostatic bar-joint framework
in (R2, ‖ · ‖P) which is Z2-symmetric with respect to θ and τ .

Proof. Suppose G is obtained by a (Z2, θ) fixed-vertex-to-W5 extension on the vertex v0.
Then W5 is a subgraph of G which is Z2-symmetric with respect to θ and v0 is the unique
vertex in W5 which is fixed by s. Also, V (G) = V (H)∪V (W5) and V (H)∩V (W5) = {v0}.
Let N(v0) be the set of vertices in H which are adjacent to v0. Let B(pH(v0), r) be the
open ball with centre pH(v0) and radius r > 0. There exists a Z2-symmetric and isostatic
placement p∗ of the graph W5 as shown in Lemma 22. By translating this placement
it may be assumed that p∗(v0) = pH(v0). By contracting this placement it may be
further assumed that p∗(V (W5)) is contained in B(pH(v0), r). Define p as follows: Let
p(v) = pH(v) for all v ∈ V (H) and let p(v) = p∗(v) for all v ∈ V (W5). If r is sufficiently
small then given any edge v0w ∈ E(H), the framework colouring of wv0 induced by pH is
the same as the framework colouring of the reassigned edge wvj induced by p. Note that
(G, p) is well-positioned and Z2-symmetric. Moreover, GF1 and GF2 are spanning trees in
G and so (G, p) is isostatic, by Theorem 21.

3.2 Proof of the main result.

Proof of Theorem 1. (A) (i)⇒ (ii) If (G, p) is well-positioned then G is an edge-disjoint
union of the monochrome subgraphs GF1 and GF2 induced by p. If (G, p) is also iso-
static then, by Theorem 21, GF1 and GF2 are spanning trees in G. By Lemma 20, the
monochrome subgraphs GF1 and GF2 are Z2-symmetric with respect to θ. By [7, Corol-
lary 4.2 (ii)], no edge of G is fixed by the reflection s.

(ii)⇒ (i) By hypothesis, (G, θ) is an admissible pair and so there exists a construction
chain of graphs and allowable extensions as shown in Theorem 18, W5 = G1 → G2 →
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· · · → Gn = G. The restriction of θ to V (W5) is the unique action θ∗. Choose a
representation τ : Z2 → GL(R2) such that s is a reflection and preserves the facets of P.
Then the base graph W5 has a well-positioned and isostatic placement p∗ in (R2, ‖ · ‖P),
described in Lemma 22, which is Z2-symmetric with respect to θ and τ . By Propositions 24
- 26, for each subsequent graph Gk in the construction chain there must exist a placement
pk such that (Gk, pk) is well-positioned and isostatic in (R2, ‖ · ‖P) and Z2-symmetric with
respect to θ and τ . In particular, such a placement must exist for G.

(B) The proof of the implication (i) ⇒ (ii) is analogous to (A). A key difference in
proving the converse is that graphs satisfying (ii) may have any number of fixed vertices.
To obtain a construction scheme similar to (A), extend the class of simple graphs in (ii)
by allowing two parallel edges between pairs of fixed vertices. The construction scheme
includes three different types of 0-extension: addition of a fixed vertex together with
either two parallel edges or two non-parallel edges, and addition of a symmetric pair of
vertices of degree two. The construction scheme also includes the 1-extension, modified
1-extension and vertex-to-W5 extension. Two additional base graphs are required. The
first one is the graph G1 depicted in Fig. 1(B), and the other one is the trivial graph K1

consisting of a single vertex and no edge. An additional bridging move is also needed.
This move takes two graphs G1 and G2 with |E(Gi)| = 2|V (Gi)| − 2 for i = 1, 2, and
creates the graph G1 ⊕ G2 which has vertex set the disjoint union of V (G1) and V (G2)
and edge set E(G1) ∪ E(G2) ∪ {e, f} where each of the edges e and f connects a vertex
in G1 with a vertex in G2.

By a standard argument, G must contain a vertex of degree 2 or 3. If G contains
a vertex of degree 2 then this can be removed by an inverse 0-extension. If G contains
a vertex of degree 3 with at least two fixed neighbours then this can be removed by an
inverse 1-extension which places parallel edges between two of the fixed neighbours. In
the remaining case a simple counting argument can be applied to show that G contains
a contractible copy of W5, or a copy of G1 that can be removed by an inverse bridging
move, or a vertex of degree 3 which can be removed by an inverse 1-extension or mod-
ified 1-extension. The existence of geometric placements which preserve isostaticity is
established in a similar manner to (A). The notion of an induced framework colouring
can be extended by regarding an edge which is not well-positioned as having two distinct
framework colours. This convention provides a natural correspondence between induced
framework colourings and graphs with two parallel edges between fixed vertices. Note
that only intermediate graphs in the construction chain will have parallel edges and so
the final framework will be well-positioned.

(C) (i)⇒ (ii) By the argument in (A), G is an edge-disjoint union of the monochrome
subgraphs GF1 and GF2 and these subgraphs are Z2-symmetric with respect to θ. By [7,
Corollary 4.4 (ii)], either no edge or two edges of G are fixed by the half-turn rotation s.

(ii) ⇒ (i) Let τ : Z2 → GL(R2) be the representation for which τ(s) acts as rotation
by π about the origin. Then s is a half-turn rotation which preserves the facets of P. If
no edge of G is fixed by s then proceed as in the proof of (A). If two edges of G are
fixed by s then let e = v1v2 and f = v3v4 be these fixed edges. Construct a new graph
Ĝ as follows: Let V (Ĝ) = V (G) ∪ {w0} where w0 /∈ V (G). Let E(Ĝ) = (E(G)\{e, f}) ∪
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{v1w0, v2w0, v3w0, v4w0}. Extend the action of θ on G to Ĝ by defining θ̂ : Z2 → Aut(Ĝ)
with θ̂(s)v = θ(s)v for all v ∈ V (G) and θ̂(s)w0 = w0. Let G1 and G2 be edge-disjoint
spanning trees with union G, both of which are Z2-symmetric with respect to θ, and
assume without loss of generality that e ∈ E(G1). Define Ĝ1 and Ĝ2 by setting Ĝ1 =
(G1\{e}) ∪ {v1w0, v2w0} and Ĝ2 = (G2\{f}) ∪ {v3w0, v4w0}. Then Ĝ1 and Ĝ2 are edge-
disjoint spanning trees in Ĝ which are Z2-symmetric with respect to θ̂ and G is the union
of Ĝ1 and Ĝ2. Note that no edge of Ĝ is fixed by s and so, by the above argument, there
exists p̂ such that (Ĝ, p̂) is well-positioned and isostatic in (R2, ‖ · ‖P) and Z2-symmetric
with respect to θ and τ . Define p(v) = p̂(v) for all v ∈ V (G). Then (G, p) is well-positioned
and isostatic in (R2, ‖ · ‖P) and Z2-symmetric with respect to θ and τ .

(D) The method of proof for (D) is a modification of the methods in (A). See Figure 14
for an illustration of a 1-extension and modified 1-extension applied to the base graph
W5.

(a) (b) (c)

Figure 14: (a) An isostatic placement of the base graph W5 for C4. (b),(c) C4-symmetric
frameworks obtained by applying a 1-extension and a modified 1-extension respectively to
the base graph. The edges of the ‘anti-symmetric’ monochrome spanning trees are shown
in gray and black.

Figure 15: Examples of Cs-symmetric frameworks in (R2, ‖ · ‖∞) which are infinitesimally
rigid with |Vs| = 0 and |Vs| = 2, respectively, but do not contain a spanning isostatic
subframework with the same symmetry. The edges of the monochrome spanning trees are
shown in gray and black; the dashed edges do not belong to any of the two trees.

Note that, analogously to the Euclidean case [13], an infinitesimally rigid Z2- or Z4-
symmetric framework in (R2, ‖ · ‖P) does not necessarily have a spanning isostatic sub-
framework with the same symmetry. For example, it is easy to construct infinitesimally
rigid frameworks with Cs-symmetry in (R2, ‖·‖P) (where the reflection preserves the facets
of P) which have no vertex or more than one vertex that is fixed by the reflection (see
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Figure 15). Thus, for symmetric frameworks in (R2, ‖ · ‖P), infinitesimal rigidity can in
general not be characterised in terms of symmetric isostatic subframeworks. Therefore,
a more advanced approach (along the lines of [13], for example) is needed to analyse
symmetric over-braced frameworks for infinitesimal rigidity.
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