
Colorful Subhypergraphs in

Uniform Hypergraphs

Meysam Alishahi
School of Mathematical Sciences

Shahrood University of Technology, Iran

meysam alishahi@shahroodut.ac.ir

Submitted: May 22, 2016; Accepted: Jan 25, 2017; Published: Feb 3, 2017

Mathematics Subject Classifications: 05C15

Abstract

There are several topological results ensuring in any properly colored graph
the existence of a colorful complete bipartite subgraph, whose order is bounded
from below by some topological invariants of some topological spaces associated to
the graph. Meunier [Electron. J. Combin., 2014] presented the first colorful type
result for uniform hypergraphs. In this paper, we give some new generalizations of
the Zp-Tucker Lemma and by use of them, we improve Meunier’s result and some
other colorful results by Simonyi, Tardif, and Zsbán [Electron. J. Combin., 2014]
and by Simonyi and Tardos [Electron. J. Combin., 2007] to uniform hypergraphs.
Also, we introduce some new lower bounds for the chromatic number and local
chromatic number of uniform hypergraphs. A hierarchy between these lower bounds
is presented as well.

Keywords: chromatic number of hypergraphs, Zp-Tucker-Ky Fan lemma, colorful
complete hypergraph, Zp-box-complex, Zp-Hom-complex.

1 Introduction

1.1 Background and Motivations

In 1955, Kneser [15] posed a conjecture about the chromatic number of Kneser graphs.
In 1978, Lovász [17] proved this conjecture by using algebraic topology. The Lovász proof
marked the beginning of the history of topological combinatorics. Nowadays, it is an
active stream of research to study the coloring properties of graphs by using algebraic
topology. There are several lower bounds for the chromatic number of graphs related to
the indices of some topological spaces defined based on the structure of graphs. However,
for hypergraphs, there are few such lower bounds, see [3, 7, 13, 16, 24].
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A hypergraph H is a pair (V (H), E(H)), where V (H) is a finite nonempty set, called
the vertex set of H, and E(H) is a family of nonempty subsets of V (H), called the edge
set of H. Throughout the paper, by a nonempty hypergraph, we mean a hypergraph
with at least one edge. The number of vertices of a hypergraph is called its order. If
any edge e ∈ E(H) has cardinality r, then the hypergraph H is called r-uniform. For a
set U ⊆ V (H), the induced subhypergraph by U , denoted H[U ], is a hypergraph with the
vertex set U and the edge set {e ∈ E(H) : e ⊆ U}. Throughout the paper, by a graph,
we mean a 2-uniform hypergraph. Let r and q be a positive integers, where q > r > 2. An
r-uniform hypergraph H is called q-partite if its vertex set can be partitioned into subsets
U1, . . . , Uq such that each edge of H intersects each part Ui in at most one vertex. A
complete r-uniform q-partite hypergraph is an r-uniform q-partite hypergraph containing
all possible edges. Also, the hypergraph H is said to be balanced if the values of the |Uj|’s
for j = 1, . . . , q differ by at most one, i.e., |Ui| − |Uj| 6 1 for each i, j ∈ [q].

Let H be an r-uniform hypergraph and U1, . . . , Uq be q pairwise disjoint subsets of
V (H). The hypergraph H[U1, . . . , Uq] is a subhypergraph of H with the vertex set ∪qi=1Ui
and the edge set

E(H[U1, . . . , Uq]) =

{
e ∈ E(H) : e ⊆

q⋃
i=1

Ui and |e ∩ Ui| 6 1 for each i ∈ [q]

}
.

Note that H[U1, . . . , Uq] is an r-uniform q-partite hypergraph with parts U1, . . . , Uq. By

the symbols [n] and
(
[n]
r

)
, we respectively mean the set {1, . . . , n} and the family of

all r-subsets of [n]. The hypergraph Kr
n =

(
[n],
(
[n]
r

))
is called the complete r-uniform

hypergraph with n vertices. For r = 2, we would rather use Kn instead of K2
n. The largest

possible integer n such that H contains Kr
n as a subhypergraph is called the clique number

of H, denoted ω(H).
Let L be a positive integer. A proper L-coloring of a hypergraph H is a map c :

V (H) −→ [L] such that H has no monochromatic edge, that is, there is no edge e ∈ E(H)
with |c(e)| = 1. A hypergraph H is called L-colorable if it admits a proper L-coloring.
The minimum possible L for which H is L-colorable is called the chromatic number of H,
denoted χ(H). If there is no such an L, we define the chromatic number to be infinite.
Let c be a proper coloring of H and U1, . . . , Uq be q pairwise disjoint subsets of V (H). The
hypergraph H[U1, . . . , Uq] is said to be colorful if for each j ∈ [q], the vertices in Uj get
pairwise distinct colors. For a properly colored graph G, a subgraph is called multicolored
if its vertices get pairwise distinct colors.

For a hypergraph H, the Kneser hypergraph KGr(H) is an r-uniform hypergraph with
the vertex set E(H) and whose edges are formed by r pairwise vertex-disjoint edges of H,
i.e.,

E(KGr(H)) = {{e1, . . . , er} : ei ∩ ej = ∅ for each i 6= j ∈ [r]} .

The Kneser hypergraph KGr
(
Kk
n

)
is called the “usual” Kneser hypergraph, which is

denoted by KGr(n, k). Coloring properties of Kneser hypergraphs KGr(n, k) have been
extensively studied in the literature. Lovász [17] (for r = 2) and Alon, Frankl, and
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Lovász [4] determined the chromatic number of KGr(n, k). For an integer r > 2, they
proved that

χ (KGr(n, k)) =

⌈
n− r(k − 1)

r − 1

⌉
.

For a hypergraph H, the r-colorability defect of H, denoted cdr(H), is the minimum
number of vertices that should be removed so that the induced subhypergraph by the
remaining vertices is r-colorable, i.e.,

cdr(H) = min {|U | : H[V (H) \ U ] is r-colorable} .

For a hypergraph H, Dol’nikov [7] (for r = 2) and Kř́ıž [16] proved that

χ(KGr(H)) >

⌈
cdr(H)

r − 1

⌉
,

which is a generalization of the results by Lovász [17] and Alon, Frankl and Lovász [4].
For a positive integer r, let Zr = {ω, ω2 . . . , ωr} be a cyclic group of order r with

generator ω. Consider a vector X = (x1, x2, . . . , xn) ∈ (Zr ∪ {0})n. An alternating
subsequence of X is a sequence xi1 , xi2 , . . . , xim of nonzero terms of X such that i1 <
· · · < im and xij 6= xij+1

for each j ∈ [m− 1]. We denote by alt(x) the maximum possible
length of an alternating subsequence of X. For a vector X = (x1, x2, . . . , xn) ∈ (Zr∪{0})n
and for an ε ∈ Zp, set Xε = {i ∈ [n] : xi = ε}. Note that, by abuse of notation, we can
write X = (Xε)ε∈Zr . For two vectors X, Y ∈ (Zr ∪ {0})n, by X ⊆ Y , we mean Xε ⊆ Y ε

for each ε ∈ Zr.
For a hypergraph H and a bijection σ : [n] −→ V (H), define

altr(H, σ) = max {alt(X) : X ∈ (Zr ∪ {0})n s.t. E(H[σ(Xε)]) = ∅ for each ε ∈ Zr} .

Also, let
altr(H) = min

σ
altr(H, σ),

where the minimum is taken over all bijections σ : [n] −→ V (H). One can readily check
that for any hypergraph H, we have |V (H)| − altr(H) > cdr(H) and the inequality is
often strict, see [3]. The present author and Hajiabolhassan [3] improved Dol’nikov-Kř́ıž
result by proving that for any hypergraph H and for any integer r > 2, the quantity⌈
|V (H)|−altr(H)

r−1

⌉
is a lower bound for the chromatic number of KGr(H). There are some

other lower bounds for the chromatic number of graphs, being sometimes better than
the former discussed lower bounds, for instance, see [1, 23, 24]. They are based on some
topological indices of some topological spaces connected to the structure of graphs. In
spite of these lower bounds being better, they are not combinatorial and most of the times
they are difficult to compute.

The existence of large colorful bipartite subgraphs in a properly colored graph has been
extensively studied in the literature, see [3, 5, 6, 23, 24, 25]. To be more specific, there are
several theorems ensuring the existence of a colorful bipartite subgraph in any properly
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colored graph, whose order is bounded form below by a function of some topological
parameters connected to the graph. In this regard, Simonyi and Tardos [25] improved
Dol’nikov’s lower bound and proved that in any proper coloring of a Kneser graph KG2(H),
there is a multicolored complete bipartite graph K⌈

cd2(H)
2

⌉
,
⌊
cd2(H)

2

⌋ such that the cd2(H)

different colors occur alternating on the two parts of the bipartite graph with respect to
their natural order. By a combinatorial proof, the present author and Hajiabolhassan [3]
improved this result. They proved that the result remains true if we replace cd2(H) by
|V (H)| − alt2(H). Also, a stronger result is proved by Simonyi, Tardif, and Zsbán [23].

Theorem 1. (Zig-zag Theorem [23]). Let G be a nonempty graph, which is properly
colored with arbitrary number of colors. Then G contains a multicolored complete bipartite
subgraph Kd t

2
e,b t

2
c, where Xind(Hom(K2, G)) + 2 = t. Moreover, colors appear alternating

on the two sides of the bipartite subgraph with respect to their natural ordering.

The quantity Xind(Hom(K2, G)) appearing in the statement of previous theorem is
the cross-index of the Hom-complex Hom(K2, G), which will be defined in Subsection 2.2.
We should mention that there are some other weaker similar results in terms of some
other topological parameters, see [24, 25].

Note that all the prior mentioned results concern the existence of colorful bipartite
subgraphs in properly colored graphs (2-uniform hypergraphs). In 2014, Meunier [20]
found the first colorful type result for uniform hypergraphs, see Theorem 15. He proved
that for any prime number p, any properly colored Kneser hypergraph KGp(H) must
contain a colorful balanced complete p-uniform p-partite subhypergraph, whose order is
bounded from below by |V (H)| − altp(H), see Theorem 15.

1.2 Main Results

For a given graph G, there are several complexes defined based on the structure of G,
for instance, the box-complex of G, denoted B0(G), and the Hom-complex of G, denoted
Hom(K2, G), see [18, 23, 24]. In this paper, we naturally generalize the definitions of
box-complex and Hom-complex of graphs to uniform hypergraphs. Also, the definition
of Zp-cross-index of Zp-posets will be introduced. Using these complexes, as a first main
result of this paper, we generalize Meunier’s theorem [20] (Theorem 15) to the following
theorem.

Theorem 2. Let r and p be two positive integers, where p is prime and p > r > 2. Also,
let H be an r-uniform hypergraph and c : V (H) −→ [L] be a proper coloring of H (L
arbitrary). Then we have the following assertions.

(i) There is a colorful balanced complete r-uniform p-partite subhypergraph in H with
indZp(B0(H,Zp)) + 1 vertices. In particular,

χ(H) >
indZp(B0(H,Zp)) + 1

r − 1
.

the electronic journal of combinatorics 24(1) (2017), #P1.23 4



(ii) If p 6 ω(H), then there is a colorful balanced complete r-uniform p-partite subhy-
pergraph in H with XindZp(Hom(Kr

p ,H)) + p vertices. In particular,

χ(H) >
XindZp(Hom(Kr

p ,H)) + p

r − 1
.

The quantities indZp(B0(H,Zp)) and XindZp(Hom(Kr
p ,H)) appearing in the statement

of Theorem 2 are respectively the Zp-index and the Zp-cross-index of the Zp-box-complex
B0(H,Zp) and the Zp-Hom-complex Hom(Kr

p ,H), which will be defined in Subsection 2.2.
It is worth mentioning that these quantities are defined in a way that if p = 2, then for any
graph G, we have B0(G) = B0(G,Z2), HomZ2(K2, G) = Hom(K2, G), ind(−) = indZ2(−),
and Xind(−) = XindZ2(−). In other words, they are true generalizations of box-complex,
Hom-complex and their indices to the case of hypergraphs. The assumption p 6 ω(H)
in the statement of Theorem 2 is required to grantee that the ground set of the Zp-Hom-
complex Hom(Kr

p ,H) is not empty, see Section 2.2.
LetH be a properly colored r-uniform hypergraph with L colors. Clearly, the existence

of a colorful balanced complete p-partite subhypergraph H[U1, . . . , Up] in H provides a
lower bound on L. To see this, note that any color appears in at most r − 1 vertices of
each edge of H and consequently, in at most r − 1 number of Ui’s. Clearly, this implies

L >
1

r − 1

p∑
i=1

|Vi|.

This observation shows that the inequalities appearing in the statement of Theorem 2 are
immediate consequences of the existence of the claimed subhypergraphs. Therefore, for
the proof of this theorem, we just need to prove the existence of such subhypergraphs.

As we said before, there are several topological lower bounds for the chromatic number
of graphs. The following chain of inequalities provides a hierarchy between some of these
lower bounds;

χ(G) > Xind(Hom(K2, G)) + 2 > ind(B0(G)) + 1
> coind(B0(G)) + 1 > |V (F)| − alt2(F) > cd2(F),

(1)

where F is any hypergraph such that KG2(F) and G are isomorphic, see [1, 3, 23, 24].
It should be mentioned that for any graph G, there are several hypergraphs F such that
KG2(F) and G are isomorphic. In the next theorem, we compare the lower bounds for
the chromatic number of r-uniform hypergraphs introduced in Theorem 2, providing a
hierarchy between these lower bounds. Note that, in view of the discussion right after
Theorem 2, next theorem somehow generalizes Chain 1 to the case of hypergraphs.

Theorem 3. Let r be a positive integer and p be a prime number, where 2 6 r 6 p. For
any r-uniform hypergraph H, we have the followings.
(i) If p 6 ω(H), then

XindZp(Hom(Kr
p ,H)) + p > indZp(B0(H,Zp)) + 1.
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(ii) If H = KGr(F) for some hypergraph F , then

indZp(B0(H,Zp)) + 1 > |V (F)| − altp(F) > cdp(F).

In view of Theorem 3, Theorem 2 is a common extension of Theorem 1 and Theo-
rem 15 (Meunier’s colorful theorem). Furthermore, for r = 2, Theorem 2 implies the next
corollary, which is a generalization of Theorem 1.

Corollary 4. Let p be a prime number and G be a nonempty graph, which is properly
colored with arbitrary number of colors. Then there is a multicolored complete p-partite
subgraph Kn1,n2,...,np of G such that

•
p∑
i=1

ni = indZp(B0(G,Zp)) + 1,

• |ni − nj| 6 1 for each i, j ∈ [p].

Moreover, if p 6 ω(G), then indZp(B0(G,Zp))+1 can be replaced by XindZp(Hom(Kp, G))+
p.

In view of the prior mentioned results, the following question naturally arises.

Question 5. Do Theorem 2 and Theorem 3 remain true for non-prime p?

1.3 Applications to Local Chromatic Number of Uniform Hypergraphs

For a graph G and a vertex v ∈ V (G), the closed neighborhood of v, denoted N [v], is the
set {v} ∪ {u : uv ∈ E(G)}. The local chromatic number of G, denoted χl(G), is defined
in [8] as follows:

χl(G) = min
c

max{|c(N [v])| : v ∈ V (G)},

where the minimum is taken over all proper colorings c of G. Theorem 1 gives the following
lower bound for the local chromatic number of a nonempty graph G:

χl(G) >

⌈
Xind(Hom(K2, G))

2

⌉
+ 2. (2)

Note that for a Kneser hypergraph KG2(H), by using the Simonyi–Tardos colorful re-
sult [25] or its extension given by the present author and Hajiabolhassan [3], there
are two similar lower bounds for χl(KG2(H)), which respectively use cd2(H) − 2 and
|V (H)| − alt2(H) − 2 instead of Xind(Hom(K2, G)) in Inequality 2. However, as it is
stated in Theorem 3, the lower bound in terms of Xind(Hom(K2, G)) + 2 is better than
these two last mentioned lower bounds. Using Corollary 4, we have the following lower
bound for the local chromatic number of graphs, which is an improvement of Inequality 2.
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Corollary 6. Let G be a nonempty graph and p be a prime number. Then

χl(G) > t−
⌊
t

p

⌋
+ 1,

where t = indZp(B0(G,Zp)) + 1. Moreover, if p 6 ω(G), then indZp(B0(G,Zp)) + 1 can be
replaced with XindZp(Hom(Kp, G)) + p.

Note that if we set p = 2, then previous theorem implies the Simonyi–Tardos lower
bound for the local chromatic number. Moreover, in general, this lower bound might be
even better than the Simonyi–Tardos lower bound. To see this, let k be a fixed integer,
where k > 2. Consider the Kneser graph KG2(n, k) and let p(n) be a prime number such
that p = p(n) ∈ O(lnn). By Theorem 3, for n > pk, we have

indZp(B0(KG2(n, k),Zp)) + 1 > cdp(K
k
n) = n− p(k − 1).

Note that the lower bound for χl(KG2(n, k)) coming form Inequality 2 is

1 +

⌈
n− 2k + 2

2

⌉
=
n

2
− o(1), (3)

while, in view of Corollary 6, we have

χl(KG2(n, k)) > n− p(k − 1)−
⌊
n− p(k − 1)

p

⌋
+ 1 = n− o(n),

which is clearly better than the quantity in Equation 3 provided that n is sufficiently
large. However, since the induced subgraph by the neighbors of any vertex of KG(n, k) is
isomorphic to KG(n − k, k), we have χl(KG(n, k)) > n − 3(k − 1), which is better than
the above-mentioned lower bounds.

Before stating the next result, we remind the reader that for a hypergraph H, the
maximum number of vertices of H containing no edge is called the independence number
of H, which is denoted by α(H).

Corollary 7. Let F be a hypergraph and α(F) be its independence number. Then for any
prime number p, we have

χl(KG2(F)) >

⌈
(p− 1)|V (F)|

p

⌉
− (p− 1) · α(F) + 1.

Proof. In view of Theorem 3, we have

indZp(B0(KG2(F),Zp)) + 1 > cdp(F) > |V (F)| − p · α(F).

Now, Corollary 6 implies the assertion.
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Meunier [20] naturally generalized the definition of local chromatic number of graphs
to uniform hypergraphs as follows. Let H be a uniform hypergraph. For a set X ⊆ V (H),
the neighborhood of X, denoted N (X), is defined as follows;

N (X) = {v ∈ V (H) : ∃ e ∈ E(H) such that e \X = {v}}.

The closed neighborhood of X, denoted N [X], is the set X ∪N (X). The local chromatic
number of H is defined as follows:

χl(H) = min
c

max{|c(N [e \ {v}])| : e ∈ E(H) and v ∈ e},

where the minimum is taken over all proper colorings c of H.
Meunier [20], by using his colorful theorem (Theorem 15), generalized the Simonyi–

Tardos Lower bound [25] for the local chromatic number of Kneser graphs to the local
chromatic number of Kneser hypergraphs. He proved that for any hypergraph F and for
any prime number p, we have

χl(KGp(F)) > min

(⌈
|V (F)| − altp(F)

p

⌉
+ 1,

⌈
|V (F)| − altp(F)

p− 1

⌉)
.

In what follows, we generalize this result.

Theorem 8. Let H be a nonempty r-uniform hypergraph and p be a prime number, where
2 6 r 6 p 6 ω(H). Let t = XindZp(Hom(Kr

p ,H)) + p. If t = ap + b, where a and b are
nonnegative integers and 0 6 b 6 p− 1, then

χl(H) > min

(⌈
(p− r + 1)a+ min(p− r + 1, b)

min(p− r + 1, r − 1)

⌉
+ 1,

⌈
t

r − 1

⌉)
.

Proof. Let c be an arbitrary proper coloring of H and let H[U1, . . . , Up] be the balanced
colorful complete r-uniform p-partite subhypergraph of H, whose existence is ensured by
Part (ii) of Theorem 2. Note that b of the subsets Ui’s, say U1, . . . , Ub, have the cardinality
d t
p
e, while the others have the cardinality b t

p
c > 1. Consider U1, . . . , Up−r+1. Since any

color appears in at most r−1 vertices in

p⋃
i=1

Ui, we have

∣∣∣∣∣
p⋃
i=1

c(Ui)

∣∣∣∣∣ > ⌈ t
r−1

⌉
. Two different

cases will be distinguished.

1. If

∣∣∣∣∣
p−r+1⋃
i=1

c(Ui)

∣∣∣∣∣ < ⌈
t

r−1

⌉
, then there is a vertex v ∈

p⋃
i=p−r+2

Ui, whose color is not

in

p−r+1⋃
i=1

c(Ui). Consider an edge e of H[U1, . . . , Up] containing v and such that

e ∩ Ui = ∅ for i = 1, . . . , p − r and |e ∩ Ui| = 1 for i = p − r + 1, . . . , p. Let

e ∩ Up−r+1 = {u}. Clearly, since v ∈ e \ {u} and
p−r+1⋃
i=1

Ui ⊆ N (e \ {u}), we have

{v} ∪

(
p−r+1⋃
i=1

Ui

)
⊆ (e \ {u}) ∪N (e \ {u}) = N [e \ {u}].
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Note that since any color appears in at most min(p−r+1, r−1) vertices in

p−r+1⋃
i=1

Ui,

we have ∣∣∣∣∣
p−r+1⋃
i=1

c(Ui)

∣∣∣∣∣ >
⌈ ∑p−r+1

i=1 |Ui|
min(p− r + 1, r − 1)

⌉
.

On the other hand, since c(v) 6∈
p−r+1⋃
i=1

c(Ui) and

p−r+1∑
i=1

|Ui| = (p− r + 1)a+ min(p−

r + 1, b), we have

|c(N [e \ {u}])| >

∣∣∣∣∣{c(v)} ∪

(
p−r+1⋃
i=1

c(Ui)

)∣∣∣∣∣
> 1 +

⌈ ∑p−r+1
i=1 |Ui|

min(p− r + 1, r − 1)

⌉

= 1 +

⌈
(p− r + 1)a+ min(p− r + 1, b)

min(p− r + 1, r − 1)

⌉
,

which completes the proof in Case 1.

2. If

∣∣∣∣∣
p−r+1⋃
i=1

c(Ui)

∣∣∣∣∣ > ⌈ t
r−1

⌉
, then consider an edge e ofH[U1, . . . , Up] such that e∩Ui = ∅

for i = 1, . . . , p− r and |e ∩ Ui| = 1 for i = p− r + 1, . . . , p. Let e ∩ Up−r+1 = {u}.
One can see that

p−r+1⋃
i=1

c(Ui) ⊆ c(N (e \ {u})),

which completes the proof in Case 2.

Corollary 9. Let H be a nonempty p-uniform hypergraph, where p is a prime number.
Then

χl(H) > min

(⌈
XindZp(Hom(Kp

p ,H))

p

⌉
+ 2,

⌈
XindZp(Hom(Kp

p ,H)) + 1

p− 1

⌉
+ 1

)
.

Proof. Since H has at least one edge, we have ω(H) > p. Therefore, if we set r = p in
Theorem 8, then the assertion follows immediately.

Note that if H = KGp(F) is a nonempty hypergraph, then, in view of Theorem 3, we
have

XindZp(Hom(Kp
p ,H)) + p > |V (F)| − altp(F).

This implies that the previous corollary is an improvement of Meunier’s lower bound for
the local chromatic number of KGp(F)

the electronic journal of combinatorics 24(1) (2017), #P1.23 9



1.4 Plan

Section 2 contains some backgrounds and essential definitions used elsewhere in the paper.
In Section 3, we present some new topological tools, which help us for the proofs of main
results. Section 4 is devoted to the proofs of Theorem 2 and Theorem 3.

2 Preliminaries

2.1 Some Topological Indices

We assume basic knowledge in combinatorial algebraic topology. Here, we are going to
bring a brief review of some essential notations and definitions, which will be needed
throughout the paper. For more, one can see the book written by Matoušek [18]. Also,
the definitions of box-complex, Hom-complex, and cross-index will be generalized to Zp-
box-complex, Zp-Hom-complex, and Zp-cross-index, respectively.

Let G be a finite nontrivial group acting on a topological space X. We call X a
topological G-space if for each g ∈ G, the map g : X −→ X with x 7→ g · x is continuous.
A free topological G-space X is a topological G-space for which G acts on it freely, i.e.,
for each g ∈ G \ {1}, the map g : X −→ X has no fixed point. Here, by 1, we mean
the identity element of the group G. For two topological G-spaces X and Y , a map
f : X −→ Y is called a G-equivariant map, if f(g ·x) = g ·f(x) for each g ∈ G and x ∈ X.

Also, any continuous G-map simply is called a G-map. We write X
G−→ Y to mention

that there is a G-map from X to Y .
Simplicial complexes provide a bridge between combinatorics and topology. A simpli-

cial complex can be viewed as a combinatorial object, called abstract simplicial complex,
or as a topological space, called geometric simplicial complex. Here, we just remind the
definition of an abstract simplicial complex. However, we assume that the reader is famil-
iar with the concept of how an abstract simplicial complex and its geometric realization
are connected to each other. A simplicial complex is a pair (V,K), where V is a finite set
and K is a family of subsets of V such that if F ∈ K and F ′ ⊆ F , then F ′ ∈ K. Any
set in K is called a simplex of K. Since we may assume that V =

⋃
F∈K

F , we can write K

instead of (V,K). The dimension of K is defined as follows:

dim(K) = max{|F | − 1 : F ∈ K}.

For two simplicial complexes C and K, by a simplicial map f : C −→ K, we mean a map
from V (C) to V (K) such that the image of any simplex of C is a simplex of K. For a
nontrivial finite group G, a simplicial G-complex K is a simplicial complex with a G-action
on its vertices such that each g ∈ G induces a simplicial map from K to K, that is the map
which maps v to g · v for each v ∈ V (K). If for each g ∈ G\{1}, there is no fixed simplex
under the simplicial map made by g, then K is called a free simplicial G-complex. A map
f : C −→ K is called G-equivariant, if f(g · v) = g · f(v) for each g ∈ G and v ∈ V (C).
For two simplicial G-complexes C and K, a simplicial G-map is a G-equivariant simplicial
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map form C to K. By Im(f), we mean a simplicial G-subcomplex of K, whose vertex set
is f(V (C)) and whose simplex set is {τ ∈ K : ∃ σ ∈ C such that f(σ) = τ} .

For an integer n > 0 and a nontrivial finite group G, an EnG space is a free (n− 1)-
connected n-dimensional simplicial G-complex. A concrete example of an EnG space is
the (n + 1)-fold join G∗(n+1). As a topological space G∗(n+1) is a (n + 1)-fold join of an
(n + 1)-point discrete space. This is known that for any two EnG space X and Y , there
is a G-map from X to Y .

For a G-space X, define

indG(X) = min{n : X
G−→ EnG}.

Note that here EnG can be any EnG space since there is a G-map between any two EnG
spaces, see [18]. Also, for a simplicial complex K, by indG(K), we mean indG(||K||),
where ||K|| denotes the geometric realization of K. One must note that any simplicial
G-map from C to K induces a G-map from ||C|| to ||K||. Throughout the paper, for
G = Z2, we would rather use ind(−) instead of indZ2(−). In the following, we remind
some of the properties of the G-index, which will be used throughout the paper.

Properties of the G-index. [18] Let G be a finite nontrivial group.

(i) indG(X) > indG(Y ) implies X
G
6−→ Y .

(ii) indG(EnG) = n for any EnG space.

(iii) indG(X ∗ Y ) 6 indG(X) + indG(Y ) + 1.

(iv) If K is a free simplicial G-complex of dimension n, then indG(K) 6 n.

Note that by the second property, since for each n, the simplicial G-complex G∗n is an
En−1G space, we have indG(G∗n) = n − 1. We will use this fact throughout the paper
without any further discussion.

2.2 Zp-Box-Complex, Zp-Poset, and Zp-Hom-Complex

In this subsection, for any r-uniform hypergraphH, we shall define two objects namely Zp-
box-complex ofH and Zp-Hom-complex ofH, which the first one is a simplicial Zp-complex
and the second one is a Zp-poset. Moreover, for any Zp-poset P , we assign a combinatorial
index to P called the Zp-cross-index of P . However, as one can see in [4, 13, 14], plenty of
simplicial complexes have been associated to graphs and hypergraphs, used for studying
the coloring properties of graphs and hypergraphs. Before defining Zp-box-complex and
Zp-Hom-complex, let us review some of these simplicial complexes and briefly describe
their relations with our definitions of Zp-box-complex and Zp-Hom-complex in this paper.

For any r-uniform hypergraph H, Alon, Frankl, and Lovász [4] defined a kind of Zp-
box-complex, denoted C(H), and by using the connectivity of this simplicial complex,
they presented a lower bound for the chromatic number of H provided that r is odd.
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They used their lower bound for finding the chromatic number of Kneser hypergraphs
KGr(n, k), solving a conjecture posed by Erdős [9]. Inspired by the works of Lovász [17]
and Alon, Frankl, and Lovász [4], Kř́ıž [16] introduced a Zr-poset called the resolution of
H. He used this Zr-poset for introducing another version of box complexes, which is called
“resolution complex”. Using this box complex, he presented some lower bounds for the
chromatic number of r-uniform hypergraphs. Although, the definition of this Zr-poset
is the same as our definition of Zr-Hom-complex of H, we will use this Zr-poset for a
completely different purpose from what Kř́ıž did in his paper.

Moreover, for a graph G, there is another famous simplicial complex Hom(K2, G),
which is introduced by Lovász [17]. Iriye and Kishimoto [13] extended Lovász’s definition
to r-uniform hypergraphs. For any r-uniform hypergraph H, they introduced a simplicial
complex Hom(K

(r)
r ,H), and used it for providing some lower bounds for the chromatic

number of r-uniform hypergraphs provided that r is prime. One must note that Lovász’s
definition and its extension by Iriye and Kishimoto are completely different from the def-
inition of Zr-Hom-complex Hom(Kr

r ,H) in this paper. Also, Thansri [26] compared the

homotopy type of the simplicial complex Hom(K
(r)
r ,H) defined by Iriye and Kishimoto

and the box-complex C(H) defined by Alon, Frankl, and Lovász [4].

Zp-Box-Complex. Let r be a positive integer and p be a prime number, where 2 6 r 6 p.
For an r-uniform hypergraph H, define the Zp-box-complex of H, denoted B0(H,Zp), to

be a simplicial complex with the vertex set
p⊎
i=1

V (H) = Zp × V (H) and the simplex set

consisting of all {ω1} × U1 ∪ · · · ∪ {ωp} × Up, where

• U1, . . . , Up are pairwise disjoint subsets of V (H) and

• the hypergraph H[U1, U2, . . . , Up] is a complete r-uniform p-partite hypergraph.

Note that some of the sets Ui’s might be empty. In fact, if U1, . . . , Up are pairwise disjoint
subsets of V (H) and the number of nonempty Ui’s is less than r, thenH[U1, U2, . . . , Up] is a
complete r-uniform p-partite hypergraph and thus {ω1}×U1∪· · ·∪{ωp}×Up ∈ B0(H,Zp).
For each ε ∈ Zp and each (ε′, v) ∈ V (B0(H,Zp)), define ε · (ε′, v) = (ε · ε′, v). One can
see that this action makes B0(H,Zp) a free simplicial Zp-complex. Whenever H = G is
a graph (2-uniform hypergraph), the Z2-box-complex B0(G,Z2) is extensively studied in
the literature, where it is known as the box complex of G, denoted B0(G), for instance,
see [24, 25]. This simplicial complex is used for introducing some lower bounds for the
chromatic number of graphs, see [24].

Zp-Poset. A partially ordered set, or simply a poset, is defined as an ordered pair
P = (V (P ),�), where V (P ) is a nonempty set called the ground set of P and � is a
partial order on V (P ). For two posets P and Q, by an order-preserving map φ : P −→ Q,
we mean a map φ from V (P ) to V (Q) such that for each u, v ∈ V (P ), if u � v, then
φ(u) � φ(v). A poset P is called a Zp-poset, if Zp acts on V (P ) and furthermore, for
each ε ∈ Zp, the map ε : V (P ) −→ V (P ) with v 7→ ε · v is an automorphism of P (order-
preserving bijective map). If for each ε ∈ Zp \ {1}, this map has no fixed point, then P
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is called a free Zp-poset. Here, by 1, we mean the identity element of Zp, i.e., 1 = ω0.
For two Zp-posets P and Q, by an order-preserving Zp-map φ : P −→ Q, we mean an
order-preserving map from V (P ) to V (Q) such that for each v ∈ V (P ) and ε ∈ Zp, we
have φ(ε · v) = ε · φ(v).

For a nonnegative integer n and a prime number p, let Qn,p be a free Zp-poset with
the ground set Zp × [n + 1] such that for each two elements (ε, i), (ε′, j) ∈ Qn,p, we
have (ε, i) <Qn,p (ε′, j) whenever i < j. Clearly, Qn,p is a free Zp-poset with the action
ε·(ε′, j) = (ε·ε′, j) for each ε ∈ Zp and (ε′, j) ∈ Qn,p. For a Zp-poset P , the Zp-cross-index
of P , denoted XindZp(P ), is the least integer n such that there is a Zp-map from P to
Qn,p. Throughout the paper, for p = 2, we speak about Xind(−) rather than XindZ2(−).
It should be mentioned that Xind(−) is first defined in [23].

Let P be a poset. We can define an order-complex ∆P with the vertex set same as
the ground set of P and simplex set consisting of all chains in P . One can see that
if P is a free Zp-poset, then ∆P is a free simplicial Zp-complex. Moreover, any order-
preserving Zp-map φ : P −→ Q can be lifted to a simplicial Zp-map from ∆P to ∆Q.

Clearly, there is a simplicial Zp-map from ∆Qn,p to Z∗(n+1)
p (identity map). Therefore, if

XindZp(P ) = n, then we have a simplicial Zp-map from ∆P to Z∗(n+1)
p . This implies that

XindZp(P ) > indZp(∆P ).

Theorem 10. [2] Let P be a free Z2-poset and φ : P −→ Qs,2 be an order-preserving
Z2-map. Then P contains a chain p1 ≺P · · · ≺P pk such that k = Xind(P ) + 1 and the
signs of φ(pi) and φ(pi+1) differ for each i ∈ [k − 1]. Moreover, if s = Xind(P ), then for
any (s+ 1)-tuple (ε1, . . . , εs+1) ∈ Zs+1

2 , there is at least one chain p1 ≺P · · · ≺P ps+1 such
that φ(pi) = (εi, i) for each i ∈ [s+ 1].

Zp-Hom-Complex. Let H be an r-uniform hypergraph. Also, let p be a prime num-
ber such that 2 6 r 6 p 6 ω(H). The Zp-Hom-complex Hom(Kr

p ,H) is a free Zp-
poset with the ground set consisting of all ordered p-tuples (U1, . . . , Up), where Ui’s
are nonempty pairwise disjoint subsets of V and H[U1, . . . , Up] is a complete r-uniform
p-partite hypergraph. For two p-tuples (U1, . . . , Up) and (U ′1, . . . , U

′
p) in Hom(Kr

p ,H),
we define (U1, . . . , Up) � (U ′1, . . . , U

′
p) if Ui ⊆ U ′i for each i ∈ [p]. Also, for each

ωi ∈ Zp = {ω1, . . . , ωp}, let ωi ·(U1, . . . , Up) = (U1+i, . . . , Up+i), where Uj = Uj−p for j > p.
Clearly, this action is a free Zp-action on Hom(Kr

p ,H). Consequently, Hom(Kr
p ,H) is a free

Zp-poset with this Zp-action. Note that since p 6 ω(H), the ground set of Hom(Kr
p ,H)

is not empty.
For a nonempty graph G and p = 2, we would rather use Hom(K2, G) instead of

Hom(K2
2 , G). Also, it should be mentioned that Hom(K2, G) is first defined in [23],

known as the Hom-complex of G.

3 Notations and Tools

For a simplicial complex K, by sdK, we mean the first barycentric subdivision of K. It
is the order-complex obtained from the poset consisting of all nonempty simplices in K
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ordered by inclusion. Throughout the paper, by σr−1t−1 , we mean the (t − 1)-dimensional
simplicial complex with vertex set Zr, containing all t-subsets of Zr as its maximal sim-
plices. The join of two simplicial complexes C and K, denoted C ∗ K, is a simplicial
complex with the vertex set V (C) ] V (K) and such that the set of its simplices is
{F1

⊎
F2 : F1 ∈ C and F2 ∈ K}. Clearly, we can see Zr as a 0-dimensional simpli-

cial complex. Note that the vertex set of simplicial complex sdZ∗αr can be identified
with (Zr ∪ {0})α \ {0} and the vertex set of (σr−1t−1 )∗n is the set of all pairs (ε, i), where

ε ∈ Zr and i ∈ [n]. Also, for each simplex τ ∈ (σp−1p−2)∗m and for each ε ∈ Zp, define
τ ε = {(ε, j) : (ε, j) ∈ τ} .

The famous Borsuk–Ulam theorem has many interesting generalizations, which have
been used extensively for investigating graphs coloring properties. For examples, Tucker’s
lemma [27], the Zp-Tucker Lemma [28], and Ky Fan’s lemma [10] are some of these
interesting generalizations. For more details about the Borsuk–Ulam theorem and its
generalizations, we refer the reader to [18].

Indeed, Tucker’s lemma is a combinatorial counterpart of the Borsuk–Ulam theorem.
There are several interesting and surprising applications of Tucker’s lemma in combina-
torics, including a combinatorial proof of the Lovász–Kneser theorem by Matoušek [19].

Lemma 11. (Tucker’s lemma [27]). Let m and n be positive integers and λ : {−1, 0,+1}n\
{0} −→ {±1,±2, . . . ,±m} be a map satisfying the following properties:

• for any X ∈ {−1, 0,+1}n \ {0}, we have λ(−X) = −λ(X) (a Z2-equivariant map),

• no two signed vectors X and Y are such that X ⊆ Y and λ(X) = −λ(Y ).

Then, we have m > n.

Another interesting generalization of the Borsuk–Ulam Theorem is the well-known
Ky Fan’s lemma [10]. This generalization ensures that with the same hypotheses as in
Lemma 11, there are odd number of chains X1 ⊆ X2 ⊆ · · · ⊆ Xn such that

{λ(X1), . . . , λ(Xn)} = {+c1,−c2, . . . , (−1)n−1cn},

where 1 6 c1 < · · · < cn 6 m. Ky Fan’s lemma has been used in several articles
to study some coloring properties of graphs, see [2, 6, 11]. There are also some other
generalizations of Tucker’s lemma. A Zp version of Tucker’s lemma, called the Zp-Tucker
Lemma, is proved by Ziegler [28] and extended by Meunier [22]. In the next subsection,
we present a Zp version of Ky Fan’s lemma, which is called the Zp-Tucker-Ky Fan Lemma.

3.1 New Generalizations of Tucker’s Lemma

This subsection is devoted to introduce some new topological tools, which will be used
elsewhere in the paper. Note that if we set Z2 = {−1,+1}, then any map λ satisfying
the conditions of Tucker’s lemma (Lemma 11) can be considered as a Z2-simplicial map
from sdZ∗n2 to Z∗m2 . In this point of view, Ky Fan’s lemma says that for any such a
map λ, there is at least one (n − 1)-dimensional simplex σ ∈ (sdZ∗n2 ) such that λ(σ) =
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{+c1,−c2, . . . , (−1)n−1cn}, where 1 6 c1 < · · · < cn 6 m. Note that Z∗m2 is a sub-complex
of (σp−1p−2)∗m and indZ2(sdZ∗n2 ) = n− 1. Therefore, the next lemma can be considered as a
Zp-generalization of Ky Fan’s lemma.

Lemma 12. Let C be a free simplicial Zp-complex such that indZp(C) > t and let λ :

C −→ (σp−1p−2)∗m be a simplicial Zp-map. Then there is at least one t-dimensional simplex
σ ∈ C such that τ = λ(σ) is a t-dimensional simplex and for each ε ∈ Zp, we have
b t+1

p
c 6 |τ ε| 6 d t+1

p
e.

Before starting the proof of Lemma 12, we need to introduce three functions. These
functions are crucial for the rest of the paper and we will use them throughout the paper
in several times. Let m be a positive integer and p be a prime number. We have already
noted that (σp−1p−2)∗m is a free simplicial Zp-complex with the vertex set Zp × [m].

The value function l(−). Let τ ∈ (σp−1p−2)∗m be a simplex. For each ε ∈ Zp, we remind
the reader that τ ε = {(ε, j) : (ε, j) ∈ τ} . Now, define

l(τ) = max

| ⋃
ε∈Zp

Bε| : ∀ε ∈ Zp, Bε ⊆ τ ε and ∀ε1, ε2 ∈ Zp, | |Bε1| − |Bε2| | 6 1

 .

Note that if we set h(τ) = min
ε∈Zp

|τ ε|, then

l(τ) = p · h(τ) + |{ε ∈ Zp : |τ ε| > h(τ)}|.

It is clear that the function l(−) is monotone, i.e., if τ1 ⊆ τ2, then l(τ1) 6 l(τ2). Also, the
following remark can be readily obtained from the definition of the function l(−).

Remark 13. If there is a simplex τ1 ∈ (σp−1p−2)∗m such that l(τ1) > l, then there is a simplex

τ ⊆ τ1 with |τ | = l(τ) = l and such that for each ε ∈ Zp, we have b l
p
c 6 |τ ε| 6 d l

p
e.

The sign functions s(−) and s0(−). For an a ∈ [m], let Wa be the set of all nonempty

simplices τ ∈ (σp−1p−2)∗m such that |τ ε| ∈ {0, a} for each ε ∈ Zp. Let W =
m⋃
a=1

Wa. Choose

an arbitrary Zp-equivariant map s : W −→ Zp. Also, consider a Zp-equivariant map
s0 : σp−1p−2 −→ Zp. Note that since Zp acts freely on both W and σp−1p−2, these maps can be
easily built by choosing one representative in each orbit. We should emphasize that both
functions s(−) and s0(−) are first introduced in [20].

Proof of Lemma 12. For simplicity of notation, let K = Im(λ). In view of Remark 13,
to prove the assertion, it is enough to show that there is a t-dimensional simplex τ ∈ K
such that l(τ) > t+ 1. For a contradiction, suppose that there is no such a t-dimensional
simplex. Therefore, for each simplex τ of K, we have l(τ) 6 t.

Let Γ : sdK −→ Z∗tp be a map which will be defined as follows. Let τ be a vertex of
sdK. Consider two following cases depending on the value of h(τ) = min

ε∈Zp

|τ ε|.
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(i) If h(τ) = 0, then define τ̄ = {ε ∈ Zp : τ ε = ∅} ∈ σp−1p−2 and

Γ(τ) = (s0(τ̄), l(τ)) .

(ii) If h(τ) > 0, then define τ̄ =
⋃

{ε∈Zp: |τε|=h(τ)}

τ ε ∈ W and

Γ(τ) = (s(τ̄), l(τ)) .

First, we show that Γ is a simplicial Zp-map from sdK to Z∗tp . Since both functions
s(−) and s0(−) are Zp-equivariant, it is clear that Γ is a Zp-equivariant map. For a
contradiction, suppose that Γ is not a simplicial map. Therefore, there are τ, τ ′ ∈ sdK
such that τ ( τ ′, Γ(τ) = (ε1, β), and Γ(τ ′) = (ε2, β), where ε1 6= ε2. Clearly, in view of
the definition of Γ, we have l(τ) = l(τ ′) = β. Now, we consider three different cases.

(i) If h(τ) = h(τ ′) = 0, then since τ ( τ ′ and

ε1 = s0({ε ∈ Zp : τ ε = ∅}) 6= s0({ε ∈ Zp : τ ′
ε

= ∅}) = ε2,

we have {ε ∈ Zp : τ ′ε = ∅} ( {ε ∈ Zp : τ ε = ∅}. This implies that

l(τ ′) = p− |{ε ∈ Zp : τ ′
ε

= ∅}| > p− |{ε ∈ Zp : τ ε = ∅}| = l(τ),

a contradiction.

(ii) If h(τ) = 0 and h(τ ′) > 0, then l(τ) 6 p−1 and l(τ ′) > p, contradicting l(τ) = l(τ ′).

(iii) If h(τ) > 0 and h(τ ′) > 0, then l(τ) = p · h(τ) + |{ε ∈ Zp : |τ ε| > h(τ)}| and
l(τ ′) = p ·h(τ ′) + |{ε ∈ Zp : |τ ′ε| > h(τ ′)}|. For this case, two different sub-cases will
be distinguished.

(a) h(τ) = h(τ ′) = h. Since

ε1 = s(
⋃

{ε∈Zp: |τε|=h}

τ ε) 6= s(
⋃

{ε∈Zp: |τ ′ε|=h}

τ ′
ε
) = ε2,

we must have ⋃
{ε∈Zp: |τε|=h}

τ ε 6=
⋃

{ε∈Zp: |τ ′ε|=h}

τ ′
ε
.

Note that τ ⊆ τ ′ and min
ε∈Zp

|τ ε| = min
ε∈Zp

|τ ′ε|. Therefore, we should have

{ε ∈ Zp : |τ ′ε| = h} ( {ε ∈ Zp : |τ ε| = h}

and consequently l(τ) < l(τ ′), which is not possible.
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(b) h(τ) < h(τ ′). Then, one can see that

l(τ) 6 p · h(τ) + p− 1 < p · (h(τ) + 1) 6 l(τ ′),

which is a contradiction.

Therefore, Γ is a simplicial Zp-map from sdK to Z∗tp . On the other hand, λ can naturally
be lifted to a simplicial Zp-map λ̄ : sdC −→ sdK. Thus Γ ◦ λ̄ is a simplicial Zp-map
from sdC to Z∗tp . In view of Property (i) in Properties of the G-index, it implies that
indZp(C) = indZp(sdC) 6 t− 1, which is not possible.

The Zp-Tucker lemma [22, 28] is a famous generalization of Tucker’s lemma, having
many applications in Kneser hypergraph coloring, for instance see [2, 3, 5, 6, 11, 19].
Although Lemma 12 can be considered as a Zp version of Ky Fan’s lemma, it is not
stated in the simple form as Ky Fan’s lemma did, which makes Lemma 12 difficult to use
for non-familiars with algebraic topology. In the next result, we present a generalization
of the Zp-Tucker lemma, called Zp-Tucker-Ky Fan lemma, in a form of combinatorial
language. As an application of this result, we give a simple proof of Meunier’s theorem
(Theorem 15). Even though, the only contribution of the Zp-Tucker-Ky Fan lemma in
this paper is to simplify the original proof of Meunier’s theorem, this lemma is interesting
in its own right since it simultaneously generalizes Tucker’s lemma, Ky Fan’s lemma, and
the Zp-Tucker Lemma.

Lemma 14. (Zp-Tucker-Ky Fan lemma). Let m,n, p and α be nonnegative integers, where
m,n > 1, m > α > 0, and p is prime. Let

λ : (Zp ∪ {0})n \ {0} −→ Zp × [m]
X 7−→ (λ1(X), λ2(X))

be a Zp-equivariant map satisfying the following conditions.

• For X1 ⊆ X2 ∈ (Zp ∪ {0})n \ {0}, if λ2(X1) = λ2(X2) 6 α, then λ1(X1) = λ1(X2).

• For X1 ⊆ X2 ⊆ · · · ⊆ Xp ∈ (Zp ∪ {0})n \{0}, if λ2(X1) = λ2(X2) = · · · = λ2(Xp) >
α + 1, then

|{λ1(X1), λ1(X2), . . . , λ1(Xp)}| < p.

Then there is a chain

Z1 ⊂ Z2 ⊂ · · · ⊂ Zn−α ∈ (Zp ∪ {0})n \ {0}

such that

1. for each i ∈ [n− α], λ2(Zi) > α + 1,

2. for each i 6= j ∈ [n− α], λ(Zi) 6= λ(Zj), and
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3. for each ε ∈ Zp, ⌊
n− α
p

⌋
6 |{j : λ1(Zj) = ε}| 6

⌈
n− α
p

⌉
.

In particular, n− α 6 (p− 1)(m− α).

Proof. Clearly, the map λ can be considered as a simplicial Zp-map from sdZ∗np to (Z∗αp )∗
((σp−1p−2)∗(m−α)). Let K = Im(λ). Note that each simplex in K can be represented in a

unique form σ ∪ τ such that σ ∈ Z∗αp and τ ∈ (σp−1p−2)∗m−α. In view of Remark 13, to prove
the assertion, it suffices to show that there is a simplex σ∪ τ ∈ K such that l(τ) > n−α.
For a contradiction, suppose that for each σ ∪ τ ∈ K, we have l(τ) 6 n− α− 1.

Define the map Γ : sdK −→ Z∗(n−1)p such that for each vertex σ ∪ τ ∈ V (sdK),
Γ(σ ∪ τ) is defined as follows.

• If τ = ∅, then Γ(σ ∪ τ) = (ε, j), where j is the maximum possible value for which
(ε, j) ∈ σ. Note that since σ ∈ Z∗αp , there is only one ε ∈ Zp for which the maximum
is attained. Therefore, in this case, the function Γ is well-defined.

• If τ 6= ∅. Define h(τ) = min
ε∈Zp

|τ ε|.

(i) If h(τ) = 0, then define τ̄ = {ε ∈ Zp : τ ε = ∅} ∈ σp−1p−2 and

Γ(σ ∪ τ) = (s0(τ̄), α + l(τ)) .

(ii) If h(τ) > 0, then define τ̄ =
⋃

{ε∈Zp: |τε|=h(τ)}

τ ε ∈ W and

Γ(σ ∪ τ) = (s(τ̄), α + l(τ)) .

We first show that Γ is a simplicial Zp-map from sdK to Z∗(n−1)p . It is clear that Γ is
a Zp-equivariant map. For a contradiction, suppose that there are σ ∪ τ, σ′ ∪ τ ′ ∈ sdK
such that σ ⊆ σ′, τ ⊆ τ ′, Γ(σ ∪ τ) = (ε1, β), and Γ(σ′ ∪ τ ′) = (ε2, β), where ε1 6= ε2.
First note that in view of the definition of Γ and the assumption Γ(σ ∪ τ) = (ε1, β) and
Γ(σ′∪τ ′) = (ε2, β), the case τ = ∅ and τ ′ 6= ∅ is not possible. If τ ′ = ∅, then τ = τ ′ = ∅
and we should have (ε1, β), (ε2, β) ∈ σ′ ∈ Z∗αp , which implies that ε1 = ε2, a contradiction.
If ∅ 6= τ ⊆ τ ′, then in view of definition of Γ, we should have l(τ) = l(τ ′) = β − α. Now,
similar to the proof of Lemma 12, we can consider three different cases, each of them
resulting in a contradiction.

Therefore, Γ is a simplicial Zp-map from sdK to Z∗(n−1)p . Naturally, λ can be lifted to
a simplicial Zp-map λ̄ : sd2 Z∗np −→ sdK. Thus Γ ◦ λ̄ is a simplicial Zp-map from sd2 Z∗np
to Z∗(n−1)p . Therefore, by Property (i) in Properties of the G-index, we must have

n− 1 = indZp(sd2 Z∗np ) 6 indZp(Z∗(n−1)p ) = n− 2,

which is not possible.
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As an application of Lemma 14, we present a short simple proof of Meunier’s colorful
result.

Theorem 15. (Meunier’s theorem [20]) Let H be a hypergraph and let p be a prime
number. Then any proper coloring c : V (KGp(H)) −→ [L] (L arbitrary) must contain a
colorful balanced complete p-uniform p-partite hypergraph with |V (H)| − altp(H) vertices.

Proof. Consider a bijection π : [n] −→ V (H) such that altp(H, π) = altp(H). We are
going to define a map

λ : (Zp ∪ {0})n \ {0} −→ Zp × [m]
X 7−→ (λ1(X), λ2(X))

satisfying the conditions of Lemma 14 with parameters n = |V (H)|, m = altp(H) + L,
and α = altp(H). Assume that 2[n] is equipped with a total ordering �. For each
X ∈ (Zp ∪ {0})n \ {0}, define λ(X) as follows.

• If alt(X) 6 altp(H, π), then let λ1(X) be the first nonzero coordinate of X and
λ2(X) = alt(X).

• If alt(X) > altp(H, π) + 1, then in view of the definition of altp(H, π), there is some
ε ∈ Zp such that E(π(Xε)) 6= ∅. Define

c(X) = max {c(e) : ∃ε ∈ Zp such that e ⊆ π(Xε)}

and λ2(X) = altp(H, π) + c(X). Choose Xε so that there is at least one edge
e ∈ π(Xε) with c(e) = c(X) and such that Xε is the maximum one having this
property. By maximum, we mean maximum according to the total ordering �. It
is clear that ε is defined uniquely. Now, let λ1(X) = ε.

One can check that λ satisfies the conditions of Lemma 14. Consider the chain Z1 ⊂
Z2 ⊂ · · · ⊂ Zn−altp(H,π), whose existence is ensured by Lemma 14. Note that for each i ∈
[n− altp(H, π)], we have λ2(Zi) > altp(H, π). Consequently, λ2(Zi) = altp(H, π) + c(Zi).
Let λ(Zi) = (εi, ji). Note that for each i, there is at least one edge ei,εi ⊆ π(Zεi

i ) ⊆
π(Zεi

n−altp(H,π)) such that c(ei,εi) = ji − altp(H, π). For each ε ∈ Zp, define Uε = {ei,εi :

εi = ε}. We have the following three properties for Uε’s.

• Since the chain Z1 ⊂ Z2 ⊂ · · · ⊂ Zn−altp(H,π) is satisfying Condition 3 of Lemma 14,

we have
⌊
n−altp(H,π)

p

⌋
6 |Uε| 6

⌈
n−altp(H,π)

p

⌉
.

• The edges in Uε get distinct colors. If there are two edges ei,ε and ei′,ε in Uε such
that c(ei,ε) = c(ei′,ε), then λ(Zi) = λ(Zi′), which is not possible.

• If ε 6= ε′, then for each e ∈ Uε and f ∈ Uε′ , we have e ∩ f = ∅. It is clear because
e ⊆ π(Zε

n−altp(H,π)), f ⊆ π(Zε′

n−altp(H,π)), and

π(Zε
n−altp(H,π)) ∩ π(Zε′

n−altp(H,π)) = ∅.
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Now, it is clear that the subhypergraph KGp(H)[Uω1 , . . . , Uωp ] is the desired subhyper-
graph.

Next proposition is an extension of Theorem 10. However, we lose some properties by
this extension.

Proposition 16. Let P be a free Zp-poset and

ψ : P −→ Qs,p

x 7−→ (ψ1(x), ψ2(x))

be an order-preserving Zp-map. Then P contains a chain x1 ≺P · · · ≺P xk such that

• k = indZp(∆P ) + 1,

• for each i ∈ [k − 1], ψ2(xi) < ψ2(xi+1), and

• for each ε ∈ Zp, ⌊
k

p

⌋
6 |{j : ψ1(xj) = ε}| 6

⌈
k

p

⌉
.

Proof. Clearly, the map ψ can be considered as a simplicial Zp-map from ∆P to Z∗np ⊆
(σp−1p−2)∗n. Consider the (k − 1)-dimensional simplex x1 ≺P · · · ≺P xk in ∆P , whose
existence is ensured by Lemma 12. Set τ = {ψ(x1), . . . , ψ(xk)}. First note that we

already know
⌊
k
p

⌋
6 |τ ε| 6

⌈
k
p

⌉
for each ε ∈ Zp. The fact that τ is a (k − 1)-dimensional

simplex in Z∗np implies that ψ(xi) 6= ψ(xj) for each i 6= j ∈ [k]. On the other hand, since
τ is a simplex in Z∗np and ψ is an order-preserving Zp-map, we have ψ2(xi) < ψ2(xi+1) for
each i ∈ [k− 1]. Therefore, we have |τ ε| = |{j : ψ1(xj) = ε}| for each ε ∈ Zp, completing
the proof.

Note that, for p = 2, since Xind(P ) > ind(∆P ), Theorem 10 is better than Propo-
sition 16. However, we were not able to prove that Proposition 16 is valid if we replace
ind(∆P ) by Xind(P ).

In an unpublished paper, Meunier [21] introduced a generalization of Ky Fan’s lemma.
He presented a version of the Zq-Fan lemma, being valid for each odd integer q > 3. To
be more specific, he proved that if q is an odd positive integer and λ : V (T ) −→ Zq × [m]
is a Zq-equivariant labeling of a Zq-equivariant triangulation of a (d − 1)-connected free
Zq-space T such that there is no edge in T , whose vertices are labeled with (ε, j) and (ε′, j)
with ε 6= ε′ and j ∈ [m], then there is at least one n-dimensional simplex in T , whose
vertices are labelled with labels (ε0, j0), (ε1, j1), . . . , (εn, jn), where εi 6= εi+1 and ji < ji+1

for all i ∈ {0, 1, . . . , n−1}. Also, he asked the question if the result is true for even values
of q. This question received a positive answer owing to the work of B. Hanke et al. [12]. In
both mentioned works, the proofs of the Zq-Fan lemma are built in involved construction.
Here, we take the opportunity of this paper to propose the following generalization of this
result with a short simple proof uisng some similar techniques as we already used in the
paper.
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Lemma 17. (G-Fan lemma). Let G be a nontrivial finite group and let T be a free
G-simplicial complex such that indG(T ) = n. Assume that λ : V (T ) −→ G× [m] is a G-
equivariant labeling such that there is no edge in T , whose vertices are labelled with (g, j)
and (g′, j) with g 6= g′ ∈ G and j ∈ [m]. Then there is at least one n-dimensional simplex
in T , whose vertices are labelled with labels (g0, j0), (g1, j1), . . . , (gn, jn), where gi 6= gi+1

and ji < ji+1 for each i ∈ {0, 1, . . . , n− 1}. In particular, m > n+ 1.

Proof. Clearly, the map λ can be considered as a G-simplicial map from T to G∗m. Note
that, naturally each nonempty simplex σ ∈ G∗m can be identified with a vector X =
(x1, x2, . . . , xm) ∈ (G ∪ {0})n \ {0}. To prove the assertion, it is enough to show that
there is a simplex σ ∈ T such that alt(λ(σ)) > n + 1. For a contradiction, suppose that,
for each simplex σ ∈ T , we have alt(λ(σ)) 6 n. Define

Γ : V (sdT ) −→ G× [n]
σ 7−→ (g, alt(λ(σ))),

where g is the first nonzero coordinate of the vector λ(σ) ∈ (G∪{0})n\{0}. One can check
that Γ is a simplicial G-map from sdT to G∗n. Note G∗n is an En−1G space. Consequently,
indG(G∗n) = n− 1. This implies that indG(T ) 6 n− 1, which is a contradiction.

3.2 Hierarchy of Indices

The aim of this subsection is to introduce some tools for the proof of Theorem 3.
Let n, α, and p be integers where n > 1, n > α > 0, and p is prime. Define

Σp(n, α) = ∆ {X ∈ (Zp ∪ {0})n : alt(X) > α + 1} .

Note that Σp(n, α) is a free simplicial Zp-complex with the vertex set

{X ∈ (Zp ∪ {0})n : alt(X) > α + 1} .

Lemma 18. Let n, α, and p be integers where n > 1, n > α > 0, and p is prime. Then

indZp(Σp(n, α)) > n− α− 1.

Proof. Define

λ : sdZ∗np −→ (Z∗αp ) ∗ (Σp(n, α))

X 7−→
{

(ε, alt(X)) if alt(X) 6 α
X if alt(X) > α + 1,

where ε is the first nonzero coordinate of X. Clearly, the map λ is a simplicial Zp-map.
Therefore, in view of Properties (i) and (iii) in Properties of the G-index, we have

n− 1 = indZp(sdZ∗np ) 6 indZp

(
Z∗αp ∗ Σp(n, α)

)
6 indZp(Z∗αp ) + indZp(Σp(n, α)) + 1
6 α + indZp(Σp(n, α)),

which completes the proof.
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Proposition 19. Let F be a hypergraph. For any integer r > 2 and any prime number
p > r, we have

indZp(B0(KGr(F),Zp)) + 1 > |V (F)| − altp(F).

Proof. For convenience, let |V (F)| = n and α = altp(F). Let π : [n] −→ V (F) be a
bijection such that altp(F , π) = altp(F). Define

λ : Σp(n, α) −→ sd B0(KGr(F),Zp))
X 7−→ {ω1} × U1 ∪ · · · ∪ {ωp} × Up,

where Ui = {e ∈ E(F) : e ⊆ π(Xωi
)}. One can see that λ is a simplicial Zp-map.

Consequently,

indZp(B0(KGr(F),Zp)) > indZp(Σp(n, α)) > n− altp(F)− 1.

Proposition 20. Let H be an r-uniform hypergraph and p > r > 2 be a prime number.
Then

XindZp(Hom(Kr
p ,H)) + p > indZp(∆Hom(Kr

p ,H)) + p > indZp(B0(H,Zp)) + 1.

Proof. Since we already know that XindZp(Hom(Kr
p ,H)) > indZp(∆Hom(Kr

p ,H)), to
prove the assertion, it suffices to show that indZp(∆Hom(Kr

p ,H))+p > indZp(B0(H,Zp))+
1. To this end, let

λ : sd B0(H,Zp) −→
(
sdσp−1p−2

)
∗
(
∆Hom(Kr

p ,H)
)

be a map such that for each vertex τ =

p⋃
i=1

(
{ωi} × Ui

)
of sd B0(H,Zp), we define λ(τ) as

follows.

• If Ui 6= ∅ for each i ∈ [p], then λ(τ) = τ.

• If Ui = ∅ for some i ∈ [p], then

λ(τ) = {ωi ∈ Zp : Ui = ∅}.

One can check that the map λ is a simplicial Zp-map. Also, since σp−1p−2 is a free simplicial

Zp-complex of dimension p−2, we have indZp(σp−1p−2) 6 p−2 (see Property (iv) in Properties
of the G-index). This implies that

indZp(B0(H,Zp)) 6 indZp

((
sdσp−1p−2

)
∗
(
∆Hom(Kr

p ,H)
))

6 indZp(σp−1p−2) + indZp(∆Hom(Kr
p ,H)) + 1

6 p− 1 + indZp(∆Hom(Kr
p ,H)),

which completes the proof.
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4 Proofs of Theorem 2 and Theorem 3

Now, we are ready to prove Theorem 2 and Theorem 3.

Proof of Theorem 2. Part (i). For convenience, let indZp(B0(H,Zp)) = t. One can read-
ily check that the map

Γ : Zp × V (H) −→ Zp × [L]
(ε, v) 7−→ (ε, c(v))

is a simplicial Zp-map from B0(H,Zp) to (σp−1r−2)∗L. Therefore, in view of Lemma 12,

there is a t-dimensional simplex σ =

p⋃
i=1

({ωi} × Ui) ∈ B0(H,Zp) such that τ = Γ(σ) is

also t-dimensional and moreover, b t+1
p
c 6 |τ ε| 6 d t+1

p
e for each ε ∈ Zp. Since σ is a

t-dimensional simplex in B0(H,Zp),

•
p∑
i=1

|Ui| = t+ 1 and

• H[U1, . . . , Up] is a complete r-uniform p-partite subhypergraph of H.

In view of the definition of Γ and since τ = Γ(σ) is also a t-dimensional simplex, we must
have |Ui| = |c(Ui)| = |τωi | for each i ∈ [p]. Now, it is clear that H[U1, . . . , Up] is the
desired subhypergraph, completing the proof in this part.

Part (ii). First note that since p 6 ω(H), the Zp-poset Hom(Kr
p ,H)) is not empty. For

convenience, let XindZp(Hom(Kr
p ,H)) = t. Let F be the face poset of (σp−1r−2)∗L, i.e., the

poset consisting of all nonempty simplices of (σp−1r−2)∗L ordered by inclusion. Since (σp−1r−2)∗L

is a free simplicial Zp-complex, one can readily check that F is a free Zp-poset. Also, it is
clear that the ground set of F is the same as the vertex set of sd

(
(σp−1r−2)∗L

)
. Now, define

the map
λ : Hom(Kr

p ,H) −→ F

such that for each (U1, . . . , Up) ∈ Hom(Kr
p ,H),

λ(U1, . . . , Up) = {ω1} × c(U1) ∪ · · · ∪ {ωp} × c(Up).

Claim. There is a p-tuple (U1, . . . , Up) ∈ Hom(Kr
p ,H) such that for τ = λ(U1, . . . , Up),

we have l(τ) > t+ p.

Proof of Claim. For sake a contradiction, suppose that for each τ ∈ Im(λ), we have
l(τ) 6 t+ p− 1. One can readily check that λ is an order-preserving Zp-map. Clearly, for
each τ ∈ Im(λ), we have h(τ) = min

ε∈Zp

|τ ε| > 1 and consequently, l(τ) > p. Now, define

Γ : Im(λ) −→ Qt−1,p

τ 7−→ (s(τ̄), l(τ)− p+ 1) ,
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where τ̄ =
⋃

{ε∈Zp: |τε|=h(τ)}
τ ε ∈ W . Clearly, since s(−) is a Zp-equivariant map, Γ is a

Zp-equivariant map as well. One can see that the map Γ : Im(λ) −→ Qt−1,p is an order-
preserving Zp-map. To this end, in view of the definition of the ordering in Qt−1,p, it
suffices to show that if Γ(τ) = (ε1, β) and Γ(τ ′) = (ε2, β) for some τ ( τ ′ ∈ Im(λ), then
ε1 = ε2. For a contradiction, suppose that there are τ, τ ′ ∈ Im(λ) such that τ ( τ ′,
Γ(τ) = (ε1, β), and Γ(τ ′) = (ε2, β), where ε1 6= ε2. Clearly, in view of definition of Γ, we
have l(τ) = l(τ ′) = β + p− 1. On the other hand, we know that

l(τ) = p · h(τ) + |{ε ∈ Zp : |τ ε| > h(τ)}| and l(τ ′) = p · h(τ ′) + |{ε ∈ Zp : |τ ′ε| > h(τ ′)}|.

The facts that l(τ) = l(τ ′) and

max
{
|{ε ∈ Zp : |τ ε| > h(τ)}|, |{ε ∈ Zp : |τ ′ε| > h(τ ′)}|

}
6 p− 1

imply that h(τ) = h(τ ′) and

|{ε ∈ Zp : |τ ε| > h}| = |{ε ∈ Zp : |τ ′ε| > h}|, (4)

where we set h = h(τ) = h(τ ′). In view of

ε1 = s(
⋃

{ε∈Zp: |τε|=h}

τ ε) 6= s(
⋃

{ε∈Zp: |τ ′ε|=h}

τ ′
ε
) = ε2,

we must have ⋃
{ε∈Zp: |τε|=h}

τ ε 6=
⋃

{ε∈Zp: |τ ′ε|=h}

τ ′
ε
.

Also, τ ( τ ′ and min
ε∈Zp

|τ ε| = min
ε∈Zp

|τ ′ε| implies that

{
ε ∈ Zp : |τ ′ε| = h

}
( {ε ∈ Zp : |τ ε| = h} ,

which contradicts Equality 4.
Therefore, since both Γ and λ are order-preserving Zp-maps,

Γ ◦ λ : Hom(Kr
p ,H) −→ Qt−1,p

is an order-preserving Zp-map as well, contradicting the fact that XindZp(Hom(Kr
p ,H)) =

t.

Amongst all p-tuples, whose existence are ensured by Claim, choose a minimal one, say
T = (V1, . . . , Vp) ∈ Hom(Kr

p ,H). First note that since (V1, . . . , Vp) is in Hom(Kr
p ,H), the

subhypergraph H[V1, . . . , Vp] is a complete r-uniform p-partite hypergraph. Set τ = λ(T ).
In view of the minimality of T , we clearly have

p∑
i=1

|Vi| = |T | = |τ | = l(τ) = t+ p.
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In view of the definition of λ(−), it implies that |Vi| = |c(Vi)| = |τωi| for each i ∈ [p].

Also, the equalities |τ | = l(τ) = t + p imply that
⌊
t+p
p

⌋
6 |τωi| 6

⌈
t+p
p

⌉
. Therefore,

H[V1, . . . , Vp] is the desired complete r-uniform p-partite subhypergraph, completing the
proof.

Proof of Theorem 3. It has already be noted that |V (F)| − altp(F) > cdp(F) for any
hypergraph F . Therefore, the proof follows by Proposition 19 and Proposition 20.
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