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Abstract

A canonical join representation is a certain minimal “factorization” of an element
in a finite lattice L analogous to the prime factorization of an integer from number
theory. The expression \/ A = w is the canonical join representation of w if A is the
unique lowest subset of L satisfying \/ A = w (where “lowest” is made precise by
comparing order ideals under containment). Canonical join representations appear
in many familiar guises, with connections to comparability graphs and noncrossing
partitions. When each element in L has a canonical join representation, we define
the canonical join complex to be the abstract simplicial complex of subsets A such
that \/ A is a canonical join representation. We characterize the class of finite lattices
whose canonical join complex is flag, and show how the canonical join complex is
related to the topology of L.

Mathematics Subject Classifications: 05Exx; 06A07

1 Introduction

Let L be a finite lattice. In this paper we study a certain unique minimal “join factoriza-
tion” of the elements of L called the canonical join representation. For an element w € L,
an expression \/ A = w is called a join representation of w. A join representation \/ A of
w is irredundant if \/ A’ < w, for each proper subset A" C A. Informally, the canonical
join representation of w is the unique “lowest” irredundant join representation \/ A of w.
In this case, we also say that the set A is a canonical join representation. (We make the
notion of “lowest” precise in Section 3.1.) There is an analogous factorization in terms of
the meet operation called the canonical meet representation that is defined dually
(by replacing “\/” with “A” and “lowest” with “highest” in the sentence above). The
canonical join representation or canonical meet representation for a given element may
not exist, as we discuss below for Figure 1. See Figure 3 for two additional examples. If

THE ELECTRONIC JOURNAL OF COMBINATORICS 26(1) (2019), #P1.24 1



each element in L has a canonical join representation then L is join-semidistributive. If
both L and its dual are join-semidistributive, then we say that L is semidistributive. (See
Section 3.1, and Theorem 16 in particular, for an equivalent definition.)

When L is join-semidistributive, we define the canonical join complex to be the
abstract simplicial complex I'(L) whose faces are the subsets A C L such that the join A is
a canonical join representation. (|23, Proposition 2.2]) says that this is indeed a complex.)
Recall that a simplicial complex is flag if it is the clique complex of its one-skeleton, or
equivalently, its minimal non-faces have size equal to 2. Our main result is:

Theorem 1. Suppose L is a finite join-semidistributive lattice. Then the canonical join
complex of L is flag if and only if L is semidistributive.

In other words, if each element in L admits a canonical join representation then I'(L)
is flag if and only if each element also admits a canonical meet representation. In light
of Theorem 1, we define the canonical join graph for L to be the one-skeleton of
its canonical join complex. Canonical join representations and canonical join graphs
appear in many familiar guises. See Section 2 for connections to comparability graphs
and noncrossing partitions.

Below in Figure 1, we consider a finite join-semidistributive lattice L whose canonical
join complex is not flag. Observe that each pair of atoms in this lattice is a face in the

d e b

Figure 1: The canonical join complex is an empty triangle.

canonical join complex. Since the join of all three atoms is redundant (because we can
remove b and obtain the same join), the canonical join complex is an empty triangle.
Also, note that the bottom element 0 of this lattice does not have a canonical meet
representation: Both a A e and ¢ A d are meet-representations for 0 that are “as high
as possible”. This lattice also exhibits some unpleasant topological properties. Recall
that the crosscut complex of L is the abstract simplicial complex whose faces are the
subsets A’ of atoms in L such that \/ A’ < 1. A lattice is crosscut-simplicial if the
crosscut complex for each interval is either a simplex or the boundary of a simplex. The
Crosscut Theorem says that the order complex of a finite poset P is homotopy equivalent
to its crosscut complex ([5, Theorem 10.8]). Therefore, if L is crosscut-simplicial then
the order complex of each open interval (z,y) in L is either contractible or homotopy
equivalent to a sphere with dimension two less than the number of atoms in [z,y] (see
also [17, Theorem 3.7]). In particular, p(z,y) € {—1,0,1}.

Observe that the facets of the crosscut complex for the lattice L in Figure 1 are {a, b}
and {b,c}. Therefore, L is not crosscut-simplicial. By contrast, Hersh and Mészaros
recently showed that a large class of finite semidistributive lattices—including the class
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of finite distributive lattices, the weak order on a finite Coxeter group, and the Tamari
lattice ([17, Theorems 5.1, 5.3 and 5.5])—are crosscut-simplicial. Building on their work,
McConville proved that if L is semidistributive, then it is crosscut-simplicial ([19, Theo-
rem 3.1]). When each element in L has a canonical join representation, we prove that the
converse is true.

Theorem 2. Suppose that L is a finite join-semidistributive lattice. The following are
equivalent:

1. The canonical join complex of L is flag.
2. L is crosscut-simplicial.
3. L 1s semidistributive.

As an immediate corollary, we obtain the following topological obstruction to the flag
property of the canonical join complex.

Corollary 3. Suppose that L is a finite join-semidistributive lattice and its canonical join
complez is flag. Then:

1. The order complex of each interval (x,y) in L is either contractible or homotopy
equivalent to S4=2, where d is the number of atoms in [z,y);

2. The Mébius function takes only the values {—1,0,1} on the intervals of L.

McConville showed in [19, Corollary 5.4] that if L is crosscut-simplicial then so is
each of its lattice quotients. Because semidistributivity is preserved under taking sublat-
tices and quotients when L is finite (see Section 4), we immediately obtain the following
extension of McConville’s result for finite join-semidistributive lattices.

Corollary 4. Suppose that L is a finite join-semidistributive lattice that is crosscut-
simplicial. Then each sublattice and quotient lattice of L is also crosscut-simplicial.

Theorem 1 is surprising in part because its proof does not explicitly use the canonical
meet representation of the elements in L. Instead, we make use of a local characterization
of the canonical join representation in terms of the cover relations, and a bijection s from
the set of join-irreducible elements to the set of meet-irreducible elements in L. We obtain
the following corollary:

Corollary 5. Suppose that L is a finite semidistributive lattice. Then the bijection k
induces an isomorphism from the canonical join complex to the canonical meet complex
of L.

Using the isomorphism from Corollary 5, one obtains an operation on the canonical
join complex that generalizes the operation of rowmotion on the set of antichains in a
poset. See Remark 32.
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The canonical join complex was first introduced in [23], in which Reading showed that
it is flag for the special case of the weak order on the symmetric group (see Example 11).
Recently, canonical join representations have played a role in the study of functorially
finite torsion classes for the preprojective algebra of Dynkin-type W, when W is a simply
laced Weyl group (see for example [13, 18]). In the forthcoming [4], the authors study
the canonical join complex of any finite dimensional associative algebra A. Since the
weak order on any finite Coxeter group W and the lattice of torsion classes for A of finite
representation type are both examples of finite semidistributive lattices (see [8, Lemma 9|
and [13, Theorem 4.5]), we obtain the following two applications of Theorem 1:

Corollary 6. Suppose that W is a finite Coxeter group. Then the canonical join complex
of the weak order on W' 1is flag.

Corollary 7. Suppose that A is an associative algebra of finite representation type, and
tors(A) is its lattice of torsion classes ordered by containment. Then the canonical join
complex of tors(A) is flag.

2 Motivation

Before we give the technical background for our main results, we describe several familiar
examples in which the combinatorics of canonical join representations appear. We begin
with an example from number theory and commutative algebra.

Example 8 (The divisibility poset). It is often useful to give a canonical factorization of
the elements in a set of equipped with some algebraic structure. A familiar example is the
primary decomposition of an ideal in a Noetherian ring. The canonical join representation
is the natural lattice-theoretic analogue. Indeed, when L is the the divisibility poset
(whose elements are the positive integers ordered r < s if and only if r divides s), the
canonical join representation of x € L coincides with the primary decomposition of the
ideal generated by x:

T = ¢ pis prime and p? is the largest power of p dividing z}.
\V{p':pisp P gest p p g

Suppose that L is a finite lattice, such that each element in L admits a canonical join
representation. One pleasant property of the canonical join representation (and its dual,
the canonical meet representation) is that it “sees” the geometry of the Hasse diagram
for L. Suppose that w € L has the canonical join representation \/ A. We will shortly
prove that the elements of A are in bijection with the elements covered by w. So, the
down-degree of w in the Hasse diagram for L is equal to the size of A. Specifically, we will
prove the following proposition; see Lemma 19 and Proposition 21. (Similar constructions
appear in the literature, for example see [10, Theorem 3.5] which gives essentially the same
statement for free lattices.)

Proposition 9. Suppose that \/ A = w is the canonical join representation of w. Then,
for each element y that is covered by w there is a corresponding element j € A such that
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JVy = w, and j is the unique minimal element in L with this property. The correspondence
Yy — j 1s a bijection.

With this proposition in mind, we consider the class of finite distributive lattices.

Example 10 (Finite distributive lattices). Suppose that L is a finite distributive lattice.
Recall that (see for example [27, Theorem 3.4.1]) L is isomorphic to the lattice J(P) of
order ideals of some finite poset P ordered by inclusion. Suppose that A is an antichain
in P. We write I4 for the order ideal generated by A (that is, the elements of A are
the maximal elements of I4). Dually, we write I for the order ideal {x € P : x %
y for each y € A }. Equivalently, A is the set of minimal elements in P\ I4.

Observe that the order ideals covered by I, are exactly of the form I\ = Ia \
{y}, where y € A. Since I, is the smallest order ideal in J(P) containing y, it follows
immediately from Proposition 9 that the canonical join representation of I is [ J{I, : y €
A}. (Dually, the canonical meet representation for the ideal 14 is ({I¥ : y € A}.) It
follows that the canonical join graph of J(P) is the incomparability graph of P.

Example 11 (The Symmetric group and noncrossing arc diagrams). Recently Reading
gave an explicit combinatorial model for the canonical join complex of the weak order on
the symmetric group S,, in terms of certain noncrossing arc diagrams. A noncrossing
arc diagram is a diagram consisting of n nodes arranged vertically, together with a
collection of curves called arcs that must satisfy certain compatibility conditions. In
particular, the arcs in a noncrossing arc diagram do not intersect in their interiors (see
23] for details). Each diagram is determined by its combinatorial data: the endpoints of
its arcs, and on which side (either left or right) each arc passes the nodes in the diagram.

Figure 2: Some examples of noncrossing arc diagrams.

We say that two arcs are compatible if there is a noncrossing arc diagram that
contains them. The following is a combination of [23, Corollary 3.4 and Corollary 3.6].
(In the statement of the Theorem, we take “a collection of arcs” to also mean a collection
of noncrossing arc diagrams, each containing a single arc.)

Theorem 12. There is a bijection & from the set of join-irreducible permutations in S, to
the set of noncrossing arc diagrams on n nodes that contain precisely one arc. Moreover,
a collection of arcs € corresponds to a face in the canonical join complex of S, if and only
if the arcs in € are pairwise compatible.
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Example 13 (The Tamari lattice and noncrossing partitions). We conclude our list of
examples by considering the Tamari lattice. The Tamari lattice 7T, is a finite semidis-
tributive lattice (see for example [16, Theorem 3.5]), which can be realized as an ordering
on the set of triangulations for a fixed convex polygon P. Recall that the simple associa-
hedron is a convex polytope, whose faces are in bijection with the collections of pairwise
noncrossing diagonals of P (see [11, Figure 3.5]). In particular, the Hasse diagram for T,
is an orientation for the one-skeleton of the associahedron. Since the number of factors
in a canonical join representation (called the canonical joinands) for w € T, is equal to
the down-degree of w, we obtain the following result:

Proposition 14. The f-vector for the canonical join complex of the Tamari lattice T,
s equal to the the h-vector of the rank n — 1 associahedron. Specifically, the number of
size-k faces in the canonical join complex is equal to the Narayana number

o= ) )

The canonical join representation of w € T, is essentially a noncrossing partition.
It is well-known that the Tamari lattice T;, may be realized as the induced subposet of
permutations avoiding the 312-pattern. In a noncrossing arc diagram, a right arc is
an arc that does not pass to the left of any node. See the leftmost noncrossing diagram
in Figure 2. It is a fact that a permutation avoids the 312-pattern if and only if its
image under the bijection 0 (from Theorem 12) is a noncrossing arc diagram consisting
of only right arcs. (Indeed, I'(7},) is isomorphic to the subcomplex of compatible arcs
on n nodes induced by the set of right arcs. We will revisit this claim in Example 42.)
The number (k — 1)-dimensional faces in T'(7},) is equal to the number of noncrossing arc
diagrams with precisely k right arcs. Rotating such a diagram by a quarter-turn gives
the familiar representation of a noncrossing partition as a bump diagram. The Narayana
number N (n, k) counts noncrossing partitions of [n] with precisely k arcs, The Narayana
number N (n, k) counts noncrossing partitions of [n] with precisely k& arcs, which gives us
the statement of the proposition. (See [23, Example 4.5] for details, and [25, Theorem 2.7]
and the discussion following [25, Proposition 8.8] for a type-free discussion.)

3 Finite semidistributive lattices

3.1 Definitions

In this paper, we study only finite lattices. We write 0 for the unique smallest element in L
and 1 for the unique largest element. A join representation of w is an expression VA
which evaluates to w in L. At times we will also refer to the set A as a join representation.
We write cov)(w) for the set {y € L : w > y}. Similarly, we write cov’(w) for the set of
upper covers of w. Recall that w is join-irreducible if w = \/ A implies that w € A.
(In particular, the bottom element 0 is not join-irreducible, because it is equal to the
empty join.) Since L is finite, w is join-irreducible when cov|(w) has exactly one element.
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Meet-irreducible elements satisfy the dual condition. We write Irr(L) for the set of
join-irreducible elements in L.

A join representation \/ A of w is irredundant if \/ A’ < \/ A for each proper subset
A’ C A. Each irredundant join representation is an antichain in L. We say that a subset
A of L join-refines a subset B if, for each element a € A, there exists some element
b € B such that a < b. Join-refinement defines a preorder on the subsets of L that is a
partial order when restricted to antichains. Indeed, for antichains A and B, A join-refines
B if and only if the order ideal generated by A is contained in the order ideal generated
by B.

We write ijr(w) for the set of irredundant join representations of w. The canonical
join representation of w in L is the unique minimal element, in the sense of join-
refinement, of ijr(w), when such an element exists. We write can(w) for the canonical
join representation of w. An element j € can(w) is a canonical joinand for w. If
A = can(w) for some element w € L then we say that \/ A or the set A is a canonical join
representation. It follows immediately from the definition that each canonical joinand of
w is join-irreducible. Moreover, the canonical join representation of each join-irreducible
element j exists and is equal to {j}. The canonical meet representation of w is defined
dually (when it exists).

In Figure 3, we give two examples in which the canonical join representation of 1 does
not exist.

Figure 3: Two finite lattices whose top elements have no canonical join representation.

Example 15. In the modular lattice on the left, each pair of atoms is an irredundant join
representation for the top element, and these are minimal elements in ijr(i) with respect
to join-refinement. Since there is no unique minimal join representation, the canonical
join representation for 1 does not exist. Arguing dually, we see that the canonical meet
representation for the bottom element 0 does not exist either. In the lattice on the right,
each element has a canonical meet representation. However, both a V d and bV ¢ are
minimal elements of ijr(1). Again, the canonical join representation of 1 does not exist.

In the lattice on the right in Figure 3, we observe the following failure of the distributive
law: both eVa and eVb are equal to 1, but eV (aAb) = e. (A similar failure is easily verified
among the atoms of the modular lattice.) We will see that correcting for precisely this
kind of failure of distributivity guarantees the existence of canonical join representations,
when L is finite.
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A lattice L is join-semidistributive if L satisfies the following implication for all
x,y and z:
fevy=aVz thenzV(yAz)=xVy (SDy)

L is meet-semidistributive if it satisfies the dual condition:
fxAy=xAz thenzA(yVz)=xAy (SDx)

A lattice is semidistributive if it is join-semidistributive and meet-semidistributive. The
following result is the finite case of [10, Theorem 2.24], and it says that this definition of
join-semidistributivity is equivalent to one given in the introduction.

Theorem 16. Suppose that L is a finite lattice. Then L satisfies SDy if and only if each
element in L has a canonical join representation. Dually, L satisfies SD, if and only if
each element in L has a canonical meet representation.

Figure 4: k(b) does not exist.

Assume that L is a finite join-semidistributive lattice, and let j € Irr(L). We write
Js« for the unique element covered by j, and C(j) for the set of elements a € L such that
a > j. and a 2 j. When it exists, we write x(j) for the unique maximal element of KC(7).
It is immediate that x(j) is meet-irreducible. Below, we quote [10, Theorem 2.56]:

Proposition 17. A finite lattice L is meet-semidistributive if and only if k(j) exists for
each join-irreducible element 7 in L.

Example 18. Consider the lattice L shown in Figure 4. This is the same finite join-
semidistributive lattice from the introduction. L is not meet-semidistributive because, for
example, bAa =bAc=0but bA(aVc) =b. Note that (b) = {a,c,0}. Since there is no
unique maximal element in K(b), we conclude that x(b) does not exist. Indeed, x(j) does
not exist whenever \/ K(5) > j. In particular, if \/ KC(j) = 1, then () does not exist.

Below we establish a bijection from the set cov|(w) to can(w). A similar construction
also appears in [10, Theorem 3.5]. Suppose that w € L. For each y € cov (w), there is
some element j € can(w) such that y V j = w (because there is some element j € can(w)
such that j £ y). For this j, the set can(w) join-refines {j,y}. Because can(w) is an
antichain, each j* € can(w) \ {j} satisfies 5/ < y. Therefore, j is the unique canonical
joinand of w such that y V j = w. We define a map 7 : cov(w) — can(w) which sends y
to the unique canonical joinand j such that y V j = w.
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Lemma 19. Suppose that L is a finite join-semidistributive lattice, and w € L.
1. The map n : cov (w) — can(w) is a bijection and
2. for each y € cov (w), we have y = \/ can(w) \ {n(y)} and y € K(n(y)).

Proof. Suppose there exist distinct y and y' in cov)(w) satisfying n(y) = n(y’). Then,
yVy = w, and can(w) does not join-refine {y,y'} (because n(y) is below neither y nor
y'). That is a contradiction. Thus, n is injective. Suppose that j € can(w). Since
\/ can(w) is irredundant, \/(can(w) \ {j}) < w. So, there is a chain of cover relations

we o > \/(ean(w) \ {7})

beginning with w and ending with \/(can(w) \ {j}). This chain passes through some
y € cov,(w). Thus, there is some y € cov,(w) such that y > \/(can(w) \ {j}). Observe
that y 2 j, otherwise y > j V \/(can(w) \ {j})) = w. We conclude that j = n(y), and
that 7 is a bijection.

We have already argued, in the paragraph above the statement of the proposition,
that y > \/ can(w) \ {n(y)}. To complete the proof, suppose that y V 1(y). = w. Since,
can(w) does not join-refine {y,n(y).} (because n(y) £ n(y). and n(y) £ y), we obtain a
contradiction as above. We conclude that yV7(y). < w. Since y is covered by w, we have
yVn(y)s =y. Thus, y € K(n(y)), for each y € cov (w). O

Figure 5: A demonstration of the map 7.

Example 20. Consider the top element 1 in the finite join-semidistributive lattice from
Example 18. The element 1 covers d (on the left) and e (on the right). The smallest
clement of the set {x € L : 2V d = 1} is ¢. Thus, n(d) = ¢. Similarly, n(e) = a. We
visualize the map 7 as an edge-labeling of the Hasse diagram of L, from which one can
read off the canonical join representation of any element. See Figure 5.

As a consequence of Lemma 19, we obtain a proof of Proposition 9, which we restate
here with the notation from of Lemma 19.

Proposition 21. Suppose that L is a finite join-semidistributive lattice, and y is covered
by w in L. Then, n(y) is the unique minimal element of L such that n(y) V y = w.

Proof. Suppose that € L has  Vy = w. Since can(w) join-refines {z,y} and n(y) and
y are incomparable, we conclude that n(y) < x. O
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In fact, the previous proposition characterizes of finite join-semidistributive lattices.
(Similar constructions exist; for example, see the proof of [1, Theorem 3-1.4].) Because
the proof is similar to the proof of Lemma 19, we leave the details to the reader.

Proposition 22. Suppose that L is a finite lattice. The following statements are equiva-
lent:

1. For each w € L and each y € cov (w), there is a unique minimal element n(y) € L
satisfying y vV n(y) = w.

2. L is join-semidistributive.

Suppose that L is a finite join-semidistributive lattice, j € Irr(L) and F is a canonical
join representation. The next lemma, in particular, implies that F'U {j} is a canonical
join representation if and only if \/ F'V j > \/ F V j..

Lemma 23. Suppose that L is a finite join-semidistributive lattice, j € Irr(L) and F C
L\ {j} such that x % j, for each x € F. Then:

1. j is a canonical joinand of yV j, for each y € K(j);
2. j is a canonical joinand of \| F'V j if and only if \| FV j >\ F V j..

Proof. 1f y = j,, then the first statement is obvious (because {j} is the canonical join
representation), so we assume that y and j are incomparable. We write w for the join
Jj Vy, and we write A = {j’ € can(w) : j' < j} and A" = {j’ € can(w) : 7’ < y}. Because
can(w) join-refines {7, y}, we have AU A" = can(w). Also, the set A is not empty because
the join y V j is irredundant. We want to show that A = {j}. Since j is join-irreducible,
it is enough to show that j = \/ A. Since y > \/ A’, we see that VAV y =jVy. If
\V/ A < j, then j, Vy = jVy, and that is impossible because y € I(j). We conclude that
7 is a canonical joinand of y V j.

If\/FVj>\ FVj.,then\/ FVj, € K(j). We conclude that j is a canonical joinand
of \/ F'V j. The remaining direction of the second item is straightforward to verify. [

We close this subsection by quoting the following easy proposition (for example see
[23, Proposition 2.2]), which says that the canonical join complex is indeed a simplicial
complex.

Proposition 24. Suppose L is a finite lattice, and A is a canonical join representation
in L. Then each proper subset of A is also a canonical join representation.
3.2 The flag property

In this section we prove Theorem 1. We begin by presenting the key arguments in one
direction the proof: If L is a finite semidistributive lattice, then its canonical join complex
is flag. Most of the work is done in the following two lemmas.
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Figure 6: An illustration of the proof of Lemma 25. Dashed lines represent order relations
in L while solid lines represent cover relations.

Lemma 25. Suppose that L is a finite semidistributive lattice, and F is a subset of Irr(L)
such that |F| = 3 and each proper subset of F is a face in T'(L). Then, for each distinct
j and j' in F, the elements \/(F \ {j}) and \/(F'\ {j'}) are incomparable.

Proof. Without loss of generality we assume that \/ F = 1. (If \/ F = 2 and 2 < 1 then
restrict to the interval [0, x]. Observe that this interval is also a finite semidistributive
lattice, and the argument below applies.) Suppose there exists distinct j, j* € F' such that

V(E\{7}) = V(F\{j'}). Observe that

VE i) = (Ve ) v (Ve am) =V E= 1

Since F' has at least three elements, there exists j” € F'\ {j,7'}. We write v’ for
V(F\{j'}) and w" for \/(F'\{j"}). See Figure 6. By assumption, j is a canonical joinand
for both w’ and w”. Lemma 19 implies that there exists y' € cov (w’) and y” € cov (w”)
such that ¢/, " € K(j). Moreover, v’ > \/(F'\ {j,j'}) and similarly v > \/(F'\ {4, j"})-

So, we have: y' Vy" > (V(F\{5,5'})) V (V(F\ {5,5"}) = V(F\ {j}). Since V(F"\
{j}) = 1, we conclude that \/ K(j) = 1. This implies that there is no unique maximal
element in K(j). Thus k(j) does not exist, contradicting Proposition 17. O

Lemma 26. Suppose that L is a finite join-semidistributive lattice, and F' is a subset of
Irr(L) satisfying the following conditions: First, |F'| > 3; second, each proper subset of F
is a face in T'(L); third, \| F is irredundant; fourth, F' is not a face in I'(L). Then there
exists j € F' such that k(j) does not exist.

Proof. Without loss of generality, we assume that \/ F = 1. If F C can(1) then F join-
refines can(1). But, by definition of canonical join representation, can(1) is the smallest
irredundant join representation of 1 (ordered by join-refinement). Thus, can(l) = F.
That is impossible, because we assumed that F' ¢ I'(L). Therefore, there exists some
j € F such that j ¢ can(1).

Lemma 23 implies that \/(F \ {j}) V j» = 1. Let j' and j” be distinct elements in
F\{j}. By our assumption, \/ F'\ {j'} is the canonical join representation of some element

in w' in L. By Lemma 19, there exists ¢y’ € cov(w’) such that n(y’) = j. In particular,
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y € K(j) and v/ = V(F \ {J,j'}). By the same argument, there is an element y” covered
by \/ £\ {;"} such that y" € K£(j) and y" > V(F\ {J,"}). Because y" and y" are both
members of K(z), we have v/, y" > j.. Therefore, v’ Vy" = \/(F\{j}) Vj. = 1. It follows
that \/ IC(j) = 1, and thus k(j) does not exist. Again, this contradicts Proposition 17. [

Proof of one direction of Theorem 1. We show that if L is semidistributive, then its canon-
ical join complex is flag. Suppose that F' C Irr(L) such that |F| > 3 and each proper
subset of F' is a face of the canonical join complex. Without loss of generality, assume
that \/ F = 1. Lemma 25 says that for each distinct j and 5" in F, the joins \/(F \ {j})
and \/(F \ {j'}) are incomparable. Thus, we have

V@b < (VENGD) v (VN GD) =V F

We conclude that \/ F' is irredundant. Lemma 26 implies that F is a face of the canonical
join complex. O

We now turn to the other direction of Theorem 1. In the following lemmas we will
assume that L is a finite join-semidistributive lattice that fails SD,. By Proposition 17,
there is some j € Irr(L) such that x(j) does not exist. Our goal is to construct a set
A C Irr(L) such that AU {j} is a “hollow face” in the canonical join complex. More
precisely, the set A must satisfy the following conditions. (NF stands for “not-flag”.)

(NF1) AU{j} is not a face in I'(L).
(NF2) Each pair of elements in AU {j} is a face in I'(L).

The essential idea is that among all of the subsets of Irr(L) satisfying (NF1), a set
A chosen as low as possible in L will also satisfy (NF2). For us, “as low as possible”
means that A is chosen to be minimal in join-refinement. The argument is somewhat
delicate because join-refinement is a preorder, not a partial order, on subsets of L. So, we
must take extra care to compare only antichains Y C Irr(L) satisfying (NF1). To further
emphasize this point, we write A < B when A join-refines B, for antichains A and B. We
write A(j) for the collection of antichains Y C L\ {j} satisfying Y U {j} is an antichain.
We write E(j) for the set of elements j° € Irr(L) \ {j} such that j' V j is a canonical join
representation. When it is possible, we suppress 7, and simply write FE.

Lemma 27. Suppose that L is a finite join-semidistributive lattice and j € Irr(L) such
that k(j) does not exist. Let E be the set of 3/ € Irr(L)\ {j} such that j'V j is a canonical
join representation. Then:

1.\VEVj=VEVj;
2. There ezists a nonempty antichain 'Y in A(j) such that \| Y Vj =\ Y V j..
Proof. Assume that \/ EV j > \/ E V j,. The second item of Lemma 23 says that j is a

canonical joinand of \/ £V j. Also, for each element a in K(j), j is a canonical joinand
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of aV j. Write \/ E’ V j for the canonical join representation of a V j. Proposition 24
implies that j’V j is a canonical join representation for each j* € E’. Thus, £’ C E. Thus,
aVj<\/EVj, and in particular a < \/ E'V j.

Because j is a canonical joinand of \/ £V j, Lemma 19 implies that there is a unique
element y covered by \/ E'Vj such that n(y) = j. By definition of n, we have yVj = \/ EVj.
The second assertion of Lemma 19 says that y € K(j). If a € y, then y Va =\ EV j.
Proposition 21 implies that j < a, contradicting the fact that a € K(j). We conclude
that a < y. We have proved that y = x(j), contradicting our hypothesis. Thus, we must
have \ EVj =V EV j..

If E is empty then the only face in I'(L) that contains j is the singleton {j}. Lemma 3.9
says that for each a € K(j), the element a V j has j as a canonical joinand. Therefore,
when E is empty, K(j) = {j.}. This would contradict our assumption that x(j) does not
exist. We conclude that E is nonempty. The antichain of maximal elements in Y C E
satisfies \/Y = VE. Thus, VY Vj = VY Vj.. Also, for each j/ € Y, we know
that {j’,j} is an antichain because \/{j’,j} a canonical join representation. Therefore,
Y U{j} is an antichain. We conclude that Y € A(j). This proves the second assertion of
the lemma. O

Lemma 27 says that the collection of antichains Y in A(j) satisfying

VYyvi=\Yvij (NO)

is nonempty. (Actually, we have shown something stronger: The collection of antichains
Y C E(j) that satisfy (INC') is nonemtpy.) We write (NC) for “not-canonical” because
the second item Lemma 23 implies that \/ Y V j is not a canonical join representation.

Suppose that B € A(j) is minimal in join-refinement among all antichains in A(j) that
satisfy NC. (Note that B is not necessarily unique.) The next lemma is the difficult part
of the proof of the remaining direction of Theorem 1. We argue that (B \ {b}) U {j} is a
face in the canonical join complex for each b € B. Thus, if B has at least three elements,
then B U {j} is the “hollow face” that we want to construct. We will deal with the case
where |B| < 2 in Lemma 29 and Lemma 30.

Lemma 28. Suppose that L is a finite join-semidistributive lattice and j € Irr(L) such
that k(7) does not exist. Among all antichains in A(j) that satisfy (NC'), let B be minimal
in join-refinement. Then (B\{b})U{j} is a canonical join representation, for each b € B.

Proof. We begin by pointing out two easy observations about the join-refinement rela-
tion. (Note that the second observation, (JR2), may fail if S U {z} and T'U {z} are not
antichains.)

(JR1) For any pair of subsets S and 7', if S join-refines T' then each subset S’ C S also
join-refines T

(JR2) Suppose that S U {z} and T'U {x} are antichains. Then, SU {z} < T U {z} if and
only if SKT.
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Figure 7: Some order relations in the join-refinement order for L.

In particular, (JR1) implies that B\ {0} < B. Thus, \/ (B \ {b}) Vj. <V (B\{b})V j.
The second item of Lemma 23 says that j is a canonical joinand of \/ (B \ {b}) V j. We
write C'U {j} for the canonical join representation of \/ (B \ {b}) V j, where j ¢ C. We
claim that CU{b} = B. In Figure 7, the lefthand poset depicts the relationship between C,
B, and B\{b} in the join-refinement order. In the figure, we have CU{j} < (B\{b})U{j},
because C'U {j} is the canonical join representation for \/(B \ {b}) V j. By (JR2), we
have C < B\ {b}.

We make two observations that follow immediately from the second item of Lemma 23.
First, we observe that j not a canonical joinand of \/ BV j. Thus,

\VCvi=\/B\{)vi<\/Bvj (1)

Second, we observe that:

Vcufphvi=\(Cuip})vi. (2)

Indeed, if \/ (C U {b})V j. < \/ (C U{b})Vj then the second item of Lemma 23 says that
J is a canonical joinand of \/ (C' U {b})V j =\ BV j. We have just noted that j is a not
a canonical joinand for \/ BV j.

If C'U{b} is an antichain, then applying (JR2) to the relation C' < B\ {b}, we have
C U {b} < B. Thus, we have C' U {b} is an antichain in A(j) that satisfies (NC) and
join-refines B. By minimality of B, we conclude that C U {b} = B as desired. So, we
assume that C'U{b} is not an antichain. The inequality in Equation (1) implies that there
exists no ¢ € C' with b < ¢. We write C” for the set {c € C': ¢ < b}.

We make three easy observations: First, (C'\ C’) U {b} is member of A(j). Second,
applying (JR1) to the relation C < B\ {b}, we have that C'\ C"< B\ {b}. By (JR2),
we conclude that (C'\ C") U{b} < B. We depict these relations in the righthand poset in
Figure 7. Third,

Viereyuph vi=\@cu{pyvi=\(Cuphvi=\(C\T)u ) V.

where the first and third equalities follow from the fact that \/(C U {b}) is equal to
V(C\ C") U {b}, and the middle equality is (2).
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Therefore, the set (C'\ C") U {b} is an antichain in A(j) that satisfies (NC') and join-
refines B. By the minimality of B, we have B = (C'\ C’) U {b}. Since C < B\ {b}, we
have that C join-refines its proper subset C'\ C’. That is a impossible (because C' is an
antichain). Thus, C' is empty. We have proved that C'U {b} = B.

To conclude, we defined the set C' so that \/ C'V j is the canonical join representation
of \V B\ {b} U{j}. We then proved that C' U {b} = B. Thus, C' = B\ {b}. Therefore,
\/ B\ {b} U{j} is a canonical join representation, as desired. O

Our candidate for a “hollow face” in I'(L) is the antichain BU{j} from Lemma 28. As
we have noted, if B has at least three elements then B satisfies both (NF1) and (NF2).

Suppose that B = {by,bs}. By Lemma 28, {j,b;} is a canonical join representation,
for = 1,2. (Thus, B is minimal in join-refinement among the antichains in E(j) that
satisfy (NC).) The next lemma, in particular, implies that {by, by} is a canonical join
representation.

Lemma 29. Suppose that L is a finite join-semidistributive lattice and j € Irr(L) such
that k(j) does not ezist. Among all antichains in A(j) that satisfy (NC'), let B be minimal
in join-refinement. Suppose that B has at least two elements. Then each pair of elements
in BU{j} is a face in the canonical join complex.

Proof. If B has three or more elements, then the statement follows from Lemma 28 and
Proposition 24. Assume that B has two elements, b; and by. By Lemma 28, we have
{j,b;} is a canonical join representation, for i = 1,2. Consider {b;,by}. We will argue
that by is a canonical joinand of b; V by, and complete the proof by symmetry.

Assume that (by). V by = by V by. Because B = {by, by} satisfies (NC'), we know that
by VbyVj=10b VbyV j.. Therefore (b1).V bV j=(b1)sV bV j.. If(b1)s < js, then we
have by V j = by V j,, contradicting Lemma 23. By the same reasoning, (b;). € be. Also,
J % (b1)« because by and j are incomparable. Similarly, by £ (b1).. Thus, {(b1)«, b2} is an
antichain in A(j) that satisfies (NC') and join-refines {b,by}. But this contradicts our
hypothesis, which says that B is minimal in join-refinement among all such antichains.
Thus (b)s V by < by V by. Lemma 23 says that by is a canonical joinand of by V bs. O

Finally, we turn to the case where B is a singleton. This turns out to be a non-issue.
The next lemma says that we can always find such an antichain in A(j) with at least two
elements.

Lemma 30. Suppose that L is a finite join-semidistributive lattice and j € ITrr(L) such
that k(j) does not exist. Then there exists an antichain A € A(j) satisfying:

1. A has at least two elements; and
2. A is minimal in join-refinement among all antichains in A(j) that satisfy (NC').

Proof. Recall that E(j) is the set of j* € Irr(L) \ {j} such that j’V j is a canonical join
representation. Take A to be a nonempty antichain that is minimal in join-refinement
among all antichains Y C FE(j) that satisfy (NC). Lemma 27 implies that such an
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antichain A exists. For each a € A, we have aV j is a canonical join representation. Since
A satisfies (NC'), the second item of Lemma 23 implies that \/ AV {j} is not a canonical
join representation. Thus, A has at least two elements.

Now we prove that A is minimal in join-refinement among all antichains in A(j) that
satisfy (NC'). Suppose that B € A(j) satisfies (NC), and B< A. Without loss of
generality, assume that B is minimal in join-refinement with this property. If B has two
or more elements, then Lemma 28 implies that B is a subset of E(j). Therefore, B = A.
Thus we can assume that B = {b}. Since B join-refines A, there is some a € A such that
b <a.

*--@-------
IS

Figure 8: An illustration of the argument for Lemma 30. Dashed lines represent order
relations in L while solid lines represent cover relations.

Write w for a V j. Since a V j is the canonical join representation of w, Lemma 19
implies that cov)(w) has precisely two elements, y and y'. Let n(y) = j and n(y’) = a,
so that y € K(j) and y > a. See Figure 8. Thus, we have b < a < y. On the one hand,
(bVj)Vy = (bVij,) Vy =1y. On the other hand, bV (j Vy) = bV w = w. By this
contradiction, we have proved the result. O

Finally, we complete the proof of the main result.

Proof of the remaining direction of Theorem 1. Now we argue that if L is a finite join-
semidistributive lattice and the canonical join complex of L is flag, then L is semidis-
tributive. By Proposition 17, it is enough to show that for each j € Irr(L) the element
K(j) exists.

Suppose j € Irr(L) and £(j) does not exist. Among all nonempty antichains in A(j)
that satisfy (NC'), let A be minimal in join-refinement, and choose A so that it has at
least two elements. Lemma 30 says that such an antichain A exists. Lemma 29 says that
each pair of elements in AU {j} is face in the canonical join complex. Finally, the second
item of Lemma 23 implies that AU {j} is not face of the canonical join complex. But if
the ['(L) were flag, then AU {j} must be a face (because each pair of elements in AU {j}
is a face). We have reached a contradiction to our hypothesis that the canonical join
complex is flag. By this contradiction, we conclude that L is semidistributive. O

Suppose that m is meet-irreducible and write m, for the unique element covering m.
When it exists, let x.(m) be the smallest element j € L with j < m, and j € m. It
is immediate that k.(m) is join-irreducible. Proposition 17, applied to the dual lattice,
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says that L is meet-semidistributive if and only if x,(m) exists for each meet-irreducible
element m. In fact, L is semidistributive if and only if  is a bijection, with inverse map
K; this is the finite case of [10, Corollary 2.55]. (Recall that Theorem 16 says that each
element in L has a canonical meet representation if and only if L is meet-semidistributive.)

Corollary 31. Suppose that L is a finite meet-semidistributive lattice. Then, the canon-
ical meet complex for L is flag if and only if L is semidistributive.

Next, we prove Corollary 5 by showing that the bijection s taking a join-irreducible
element j to k(j) induces an isomorphism from the canonical join complex of L to the
canonical meet complex of L.

Proof of Corollary 5. Corollary 31 says that the canonical meet complex of L is flag, so it
is enough to show that  bijectively maps edges of the canonical join complex to edges of
the canonical meet complex. Suppose that {j, j2} is a face of the canonical join complex,
and write m; for k(j;) and my for k(j2). Suppose that m; Amg = (mq). Ams. Lemma 19
implies that there exists some y € cov (j1 V j2) satisfying : j1 < y < k(j2) = ma.
(See Figure 9 for an illustration.) Since j; < (my)s, we conclude that j; < (my). Amg =
miAmsg. We see that j; < m; and that is a contradiction. Therefore, (my).Ams > myAma.
By the dual statement of Lemma 23, we conclude that m; is a canonical meetand of
my Ams, and by symmetry ms is also a canonical meetand of m; Amsy. The dual argument
establishes the desired isomorphism. O

K(ja) = mo

R

() (2)s

Figure 9: An illustration of the argument for the proof of Corollary 5. Dashed lines
represent relations in L while solid black lines represent cover relations.

We close this section by relating Corollary 5 to Example 10 and Example 13, from
Section 2.

Remark 32. Suppose that F' is a face of the canonical join complex of a finite semidis-
tributive lattice L. Corollary 5 says that A k(F') is a canonical meet representation. By
taking the canonical join representation of A xk(F'), we can view the map « as an operation
on the canonical join complex. Similarly, we can view x, as an operation on the canonical
meet complex. In fact, rowmotion—an operation on the set of antichains in a finite poset
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P—may be viewed as an instance of the operation of x, as it acts on the canonical meet
complex of J(P). For each antichain A in P, we define Row(A) to be the set of x € P
such that x is minimal among elements not in I4. (Our definition is based on [29]. See
also [2, 6, 7, 12, 20, 26].) Observe that Row(A) is an antichain, and, in the notation
from Example 10, [, = I®") Tt follows immediately from the definition of . that
k(1Y) — I,. We obtain the following result.

Proposition 33. Suppose that P is a finite poset, and A is an antichain in P. Then the
map k., acting on faces of the canonical meet complex of J(P), sends the order ideal I
to the order ideal 1%V,

3.3 Crosscut-simplicial lattices

In this section, we prove Theorem 2. Recall that one direction of the proof was given
as [19, Theorem 3.1]. Because it is easy, we give an alternative argument in the next
paragraph.

Write A for the set of atoms in L. When L is a finite semidistributive lattice every join
of two atoms is a canonical join representation. In particular, Theorem 1 implies that each
distinct subset of atoms gives rise to a distinct element in L. Thus the crosscut complex
for L is either the boundary of the simplex on A or equal to the simplex on A, depending
on whether \/ A = 1 or \/ A < 1. Since each interval in L inherits semidistributivity, it
follows that L is crosscut-simplicial.

Figure 10: A finite crosscut-simplicial lattice failing both SD,, and SD,.

Before we proceed with the proof of the converse, we point out that the hypothesis
of join-semidistributivity in Corollary 2 is crucial. For example, consider the crosscut-
simplicial lattice shown in Figure 10. This lattice fails both SD, and SD,. Join-
semidistributivity gives us a powerful restriction: A finite join-semidistributive lattice
L fails SD, if and only if L contains the lattice shown in Figure 1 as a sublattice ([10,
Theorem 5.56]).

We now begin our proof. The following lemmas will be useful. The first lemma is a
local version of Theorem 16, and appears as [22, Lemma 9-2.5].

Lemma 34. Suppose that L is a finite lattice satisfying the following property:

Ifz, y, and z are elements of L with x Ay = x Az and also, y and z cover a common
element, then x A (yV z) =z Ay.
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Then L is meet-semidistributive.

Lemma 35. Suppose that L is a finite join-semidistributive lattice that fails SD,. Then
there exists x, y, and z such that yV z > x and x, y, and z cover a common element.

Proof. We prove the proposition by induction on the size of L. As mentioned above, L
contains the lattice shown in Figure 1 as sublattice, and this proves the base case. By
Lemma 34, we can assume that there exist x, y, and z in L such that x Ay = x A 2,
A (yVz)#x Ay, and cov (y) Ncov,(z) is not empty. Among all such triples, we choose
{z,y, 2} minimal in join-refinement. Write a for the element in cov,(y) Ncov (z) (if there
is more than one element in cov(y) Ncov(z), then y A z does not exist). If = also covers
a, then we are done (because if x > a and y V z % z, then (y V z) Az = a, and that
contradicts our assumption that {z,y, z} fail SD,). So we assume that x does not cover
a.

yVz

TANYy=cTANz
Figure 11: Dashed lines represent relations in L and solid lines represent cover relations.

We first prove that y V z > z. We write w for 2 A (y V 2). See Figure 11. Observe
that x Ay < w (because x, y and z fail SD,, the inequality is strict). On the one hand
w A (x Ay) =2 Ay. On the other hand, x > w, so (x Aw) Ay = w Ay. By symmetry,
wA z=2x A z. Therefore, w Ay = w A z. Note that w # y Aw (otherwise w < y A x, and
that is absurd). Finally, we observe that w A (y V z) = w. Thus, {w,y, 2} fails SD,. The
minimality of {z,y, 2z} in join-refinement implies that w = x. We have proved the claim
that y VV z > z. By induction, we may assume y V z = 1.

Next, we claim that £ Vy and xV z are incomparable. By way of contradiction assume
that x V z > x Vy, so we have x V 2 > x,y, 2. Therefore, 2V x = 2V y, as shown on the
left in Figure 12. Observe that z V (z A y) = z. Since L is join-semidistributive, we have
z = 1. This contradicts the fact that z A z # z A (y V z). We have proved the claim that
xVy and x V z are incomparable.

Finally, we claim that there is some w’ € covl(a) \ {y,2}. Suppose that {y,z} =
cov'(a), and consider the righthand of Figure 12. Either y < aV x or z < a V z, but not
both. Indeed, if 2V a > y,zthen tVa=1,s02Va=2xVy=zVz This contradicts
the fact that 2 Vy and z V z are incomparable. By symmetry, we assume that y < xV a.
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Figure 12: Dashed lines represent relations in L while solid lines represent cover relations.

Then y < xVa < zVz. Thus we have zVy < 2V 2, also contradicting the fact that zVy
and z V z are incomparable. We conclude that there exists some w’ € cov'(a) \ {y, 2}
(in particular, w’ < a V z), and we have proved the second claim. The triple {w’,y, 2}
satisfies the statement of the proposition. m

Proof of Theorem 2. We prove that if L is join-semidistributive and crosscut-simplicial
then it is semidistributive. Assume that L is fails SD,. Lemma 35 says that there exists
x, y and z covering a common element a € L such that yV z > x. In particular, [a,y V z]
is not crosscut-simplicial because {y, z} is not a face in the crosscut complex. That is a
contradiction. Therefore, L is a finite semidistributive lattice. O

4 Lattice-theoretic constructions

In the following propositions, we construct new semidistributive lattices from old ones,
and give the corresponding construction for the canonical join complex.

4.1 Products, Quotients, and Sublattices

Recall that the join of the simplicial complexes A and A’ is the complex A x A’ =
{FUF': FeAand F' € A'}.

Proposition 36. Suppose that Ly and Lo are finite, join-semidistributive lattices. Then

the canonical complex for Ly x Ly is the join I'(Ly) * I'(Ls).

The ordinal sum of lattices L; and L, written Ly @ L, is the lattice whose set of
elements is the disjoint union L; W Lo, ordered as follows: x < y if and only if z < y in
L;, fori=1,2,orxz € Ly and y € L.

Proposition 37. Suppose that Ly and Ly are finite, join-semidistributive lattices. Then
I(Ly & L) is equal to the disjoint union I'(Ly) W I'(Ly) W {v}, in which the vertex v
corresponds to the minimal element of Lo.
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We define the wedge sum LY Ly to be the lattice quotient of the ordinal sum L, ® Lo
in which the minimal element of L, is identified with the maximal element of L;. (Our
nonstandard terminology is inspired by the wedge sum of topological spaces.)

Proposition 38. Suppose that Ly and Lo are finite, join-semidistributive lattices. Then
(L1 Y Ls) is equal to the disjoint union I'(L1) W I'(Ls).

A map ¢ : L — L’ between lattices L and L' is a lattice homomorphism if ¢
respects the meet and join operations. The image of ¢ is a sublattice of L' and a
lattice quotient of L. It is immediate that each sublattice of a semidistributive lattice
is also semidistributive. When L is finite, the image ¢(L) also inherits semidistributivity
(see [22, Proposition 1-5.24]). Outside of the finite case, it is not generally true that if
L is semidistributive, then ¢(L) is semidistributive. (Similar statements hold for meet
and join-semidistributivity.) We obtain the following result as an immediate corollary of
Theorem 1.

Corollary 39. Suppose that L is a finite join-semidistributive lattice whose canonical join
complex is flag. Then, the canonical join complex of each sublattice and quotient lattice
of L is also flag.

An equivalence relation © on L is a lattice congruence if O satisfies the following:
if v =g y, then 2Vt =g yVitand x At =g y At for each z,y, and ¢ in L (see [14,
Lemma 8]). It is immediate that the fibers of the lattice homomorphism ¢ constitute a
lattice congruence of L. Conversely, each lattice congruence also gives rise to a lattice
quotient (see [14, Theorem 11]).

When L is finite, O is lattice congruence if and only if it satisfies the following: Each
class is an interval; the map W? sending x € L to the smallest element in its ©-class is

order preserving; the map Wg sending x € L to the largest element in its ©-class is order

preserving. Both Wf and 7T(g are lattice homomorphisms onto their images, and W?(L) and

75 (L) are isomorphic lattice quotients of L. As lattice quotients, both 7y (L) and 7o (L)

are endowed with their own join and meet operations. So, for example, when we write
VA or A\ A for some subset A C 72(L), we must indicate whether the join or meet is
taken in L or in its lattice quotient. It turns out that W?(L) is also a sub-join-semilattice
of L, meaning that the join operation in W?(L) coincides with the join operation in L.

However, (L) is generally not a sublattice of L. Similar statements hold for o (L).
Below we quote [24, Proposition 6.3]. In the proposition, a join-irreducible element j € L
is contracted by the congruence O if j is congruent to the unique element that it covers.

Proposition 40. Suppose that L is a finite join-semidistributive lattice and © s a lattice
congruence on L with associated projection map 77?. Then, the element w belongs to
ﬂf’(L) if and only if no canonical joinand of w is contracted by ©.

Suppose that w € 7’(L). Since mP(L) is a sub-join-semilattice of L, the canonical
join representation of w taken in L is equal to the canonical join representation taken in
the lattice quotient 7{(L). We obtain the follow result.
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Corollary 41. Suppose that L is a finite join-semidistributive lattice and © s a lattice
congruence on L. Then, the canonical join complex of Wf(L) 18 the induced subcomplex
of (L) supported on the set of join-irreducible elements not contracted by ©.

Example 42. Recall from Example 13 that the Tamari lattice 7,, may be realized as
the subposet of the weak order on 5, induced by the set of 312-avoiding permutations.
It is well-known that the map which sends a permutation w to the largest 312-avoiding
permutation below it (in the weak order) is a lattice surjection. Thus, T, is lattice
quotient of the weak order on S,,. (The corresponding lattice congruence on .S, is called a
c-Cambrian congruence. See [21, Theorem 5.1].) It follows immediately from Corollary 41
that ['(T},) is isomorphic to the subcomplex of compatible arcs induced by the set of right
arcs.

Remark 43. In general, not every induced subcomplex of A is the canonical join complex
of a lattice quotient of L. Each lattice congruence is determined by the set of join-
irreducible elements that it contracts. But, a given collection of join-irreducible elements
may not correspond to a lattice congruence. For j and j’ in Irr(L), we say that j forces
j" if every congruence that contracts j also contracts j’. In Nj pictured in Figure 13 both
a and b force c. So, for example, there is no quotient of N5 whose canonical join complex
is the subcomplex induced by {b, c}.

Figure 13: The pentagon lattice N5 and its canonical join complex.

The canonical join complex of a sublattice L’ of L is not as well-behaved as a quotient
lattice. In general, I'(L) need not be an induced subcomplex of I'(L). In fact, the sets
Irr(L') and Irr(L) may be disjoint. (For example, consider the canonical join complex of
the sublattice {0, 1} in the boolean lattice B,,, where n > 1.) However, in certain special
cases, the canonical join complex of L' may be obtained by “folding” a certain subcomplex
of L, as we explain below.

Let ¢ : L — L be a lattice automorphism. Below, we use the following notation: L? is
the sublattice of L that is fixed point-wise by ¢; ['(L)? is the set of faces A in I'(L) that
are fixed (as sets) by ¢; and O(j) is the orbit {¢*(j) : k € Z}.

Proposition 44. The automorphism ¢ induces a bijection ¢ : I'(L)? — T'(L?) that is
defined by
A {w=\/0(a) : a € A}

for each A € T(L)?.
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Proof. First we check that ¢(A) is a canonical join representation in L?, for each face A €
I'(L)?. Let a € A, and write x for the element \/ #(A). We make two easy observations:
First # € L?; second \/ A = \/ ¢(A). Since \/ ¢(A) \ {¢(a)} is less than or equal to
\/ A\ {a}, we conclude that \/ #(A) is irredundant. Suppose that B € L? and \/ B = .
For each a € A, there is element b € B such that a < b. The automorphism ¢ is, in
particular, a poset isomorphism. So ¢*(a) < b for each k € Z. Thus \/ O(a) < b. We
conclude that ¢(A) join-refines B (in L?). Thus the map ¢ is well-defined. Suppose
that A’ € T'(L?), and write 2’ for the element \/ A’. Let \/ A be the canonical join

representation of z’ taken in L. The map A’ — A is the inverse of ¢. ]
Example 45. Let Sy, denote the symmetric group on {—n,...,—1,1,...,n}, and let wy
be the permutation in Sy, whose one-line notation is n(n —1)... — n. It is well-known

that conjugation by wy is an automorphism of the weak order on S.,, and the sublattice
of its fixed points is isomorphic to the weak order on B,,. Now consider a noncrossing arc
diagram corresponding to w € S, with nodes labelled —n,...,—1,1,...n in increasing
order from bottom to top. Conjugation by wy corresponds to a half-turn rotation through
the center of the noncrossing arc diagram. We define a symmetric arc to be an arc or
pair of arcs that are fixed by this central symmetry.

d

Figure 14: Each diagram contains two symmetric arcs.

Corollary 46. The canonical join complex of the weak order on B, is isomorphic to the
complex of compatible symmetric arcs on the nodes {—n,...,—1,1,...n}.

5 Discussion and open problems

We close the paper be raising some questions about the canonical join graph of a finite
semidistributive lattice.

Question 47. Which graphs can be realized as the canonical join graph of some finite
semidistributive lattice?

Many examples of canonical join graphs were constructed in [3, Chapter 1] using Day’s
doubling construction [9], including certain chordal graphs and the cycle graphs C,,. One
can use similar techniques to show that each finite threshold graph and each path graph
can be realized as the canonical join graph of some finite semidistributive lattice.

Non-isomorphic semidistributive lattices may have isomorphic canonical join graphs.
For example, consider the ordinal sum By @& By, where B,, is the boolean lattice on an
n-element set, and the pentagon lattice N5 from Figure 13. The canonical join graph for
both lattices consists of an edge and an isolated vertex.
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Question 48. Suppose that G is the canonical join graph of a finite semidistributive
lattice L. What data, in addition to G, is necessary in order to determine L up to
isomorphism?
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