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Abstract

In [Duane, Garsia, Zabrocki 2013] the authors introduced a new dinv statistic, de-
noted ndinv, on the two part case of the shuffle conjecture [Haglund, Haiman, Loehr,
Remmel, Ulyanov 2005] in order to prove a compositional refinement. Though in
[Hicks, Kim 2013] a non-recursive (but algorithmic) definition of ndinv has been
given, this statistic still looks a bit unnatural. In this paper we “unveil the mystery”
around the ndinv, by showing bijectively that the ndinv actually matches the usual
dinv statistic in a special case of the generalized Delta conjecture in [Haglund, Rem-
mel, Wilson 2018]. Moreover, we give also a non-compositional proof of the “ehh”
case of the shuffle conjecture (after [Garsia, Xin, Zabrocki 2014]) by bijectively prov-
ing a relation with the two part case of the Delta conjecture.

Mathematics Subject Classifications: 05E05

1 Introduction

In [10] the authors proposed a combinatorial formula for the symmetric function A, ey,
which was known to give the Frobenius characteristic of the so called diagonal harmonics
(cf. [14]). This went under the name of shuffle conjecture and it kept busy several re-
searchers for quite sometime. After proving some important special cases, like the famous
q,t-Catalan by Garsia and Haglund |7] or the more general q,t-Schréder by Haglund [9],
not much progress had been made for a few years.
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In [11] Haglund, Morse and Zabrocki formulated a compositional refinement of the
shuffle conjecture, which gave a new impulse to the search for a proof of this intriguing
conjecture.

Looking at special cases of the compositional shuffle conjecture, in [6] Duane, Garsia
and Zabrocki introduced a new dinv statistic, which they denoted ndinv, to provide a
compositional refinement of the two part shuffle conjecture. This statistic looked a bit
unnatural, as it was originally defined recursively. Later in [15] Hicks and Kim were able
to give a non-recursive (though algorithmic) definition of ndinv: still the notion appears
quite artificial.

In this work we “unveil the mystery” around this ndinv statistic by establishing a rela-
tion between the two part shuffle conjecture and a generalization of the shuffle conjecture
due to Haglund, Remmel and Wilson [12|, known as (generalized) Delta conjecture. In
fact we show how the ndinv is none other than the natural dinv statistic, but read on
the appropriate subset of partially labelled Dyck paths. We do this by combining two
bijections in [4] and [3] that involve parallelogram polyominoes.

In the same line of research, Garsia, Xin and Zabrocki in [8] managed to prove the
case (-, exhm_rh,—x) of the compositional shuffle conjecture: this was the most general
special case of the shuffle conjecture that had been proved before the breakthrough proof
of the full compositional shuffle conjecture by Carlsson and Mellit in [2].

In the present article we establish a bijective relation between the case (-, el ghn_k)
of the shuffle conjecture and the case (-, hy,h,) of the Delta conjecture in [12] (k being
the number of decorated rises). This will allow us to give an alternative proof of the case
(-, exhm—_rhn_r) of the shuffle conjecture, independent of its compositional refinement. It
is worth noticing that, in the current absence of a compositional refinement of the Delta
conjecture, our new proof gives at least a hope that it might be possible to prove the
“ehh” case of the Delta conjecture (so far still open) with the available methods.

The rest of the article is organized in the following way. In Section 2 we give the
combinatorial definitions that we need in the article. In Section 3 we state the generalized
Delta conjecture, while in Section 4 we introduce the missing definitions from symmetric
function theory and we prove the identities needed later. In Section 5 we discuss the ndinv
and we show how it matches the dinv on certain partially labelled Dyck paths. Finally, in
Section 6 we give our non-compositional proof of the “ehh” case of the shuffle conjecture
by establishing a relation with the two part Delta conjecture.

2 Combinatorial definitions

In this section we introduce some of the basic combinatorial definitions that we are going
to use in the rest of the article.

2.1 Dyck paths

Definition 1. A Dyck path of size n is a lattice path going from (0,0) to (n,n), using
only North and East unit steps and staying weakly above the line z = y called the main
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diagonal. A labelled Dyck path is a Dyck path whose vertical steps are labelled with (not
necessarily distinct) positive integers such that the labels appearing in each column are
strictly increasing from bottom to top. See Figure 1 for an example. A partially labelled
Dyck path is a labelled Dyck path in which we allow 0 to be a label, except for the first
North step (the bottom-left one).

The set of all Dyck paths of size n is denoted by D(n), the set of labelled Dyck paths
of size n is denoted by LD(n), and the set of partially labelled Dyck paths of size m +n
with m zero labels is denoted by PLD(m,n). We identify LD(n) with PLD(0,n). For
D € PLD(m,n) we set [;(D) to be the label of the i-th vertical step.

@

©
@

O

®
@
@

Figure 1: A labelled Dyck path.

Definition 2. A parking function of size n is a function f: [n] — [n] such that #{1 <
j<n|f(j) =i} <n+1—1i (here we used the standard notation [n] = {1,2,...,n}).

We denote by PF(n) the set of all the parking functions of size n. These are in bijective
correspondence with the subset of labelled Dyck paths of size n whose labels are exactly
the numbers from 1 to n. In particular, a parking function f corresponds to the labelled
Dyck path with label ¢ in column f(i) for 1 < ¢ < n. We will usually the identify parking
functions with the corresponding labelled Dyck paths.

Definition 3. An area word is a (finite) string of symbols ajas - - - a, in a well-ordered
alphabet such that if a; < a;41 then a;; is the successor of a; in the alphabet.

Definition 4. Let D be a (partially labelled) Dyck path of size n. We define its area word
to be the string of integers a(D) = ay(D)ay(D) - - - a,(D) where a;(D) is the number of
whole squares in the i-th row (from the bottom) between the path and the main diagonal.

Notice that the area word of a Dyck path is an area word in the alphabet N.

Definition 5. We define the statistic area on D(m + n) and PLD(m,n) as

THE ELECTRONIC JOURNAL OF COMBINATORICS 26(3) (2019), #P3.48 3



For example, the area word of the path in Figure 1 is 01212011, so its area is 8.

Definition 6. Let D € PLD(m,n). For 1 <i < j < m + n, we say that the pair (,7) is
a diagonal inversion if

e cither a,(D) = a;(D) and [;(D) < [;(D) (primary inversion),

o or a;(D) = a;(D)+ 1 and [;(D) > [;(D) (secondary inversion).
Then we define d; == #{i < j < m+n | (i,J) is a diagonal inversion}.
Definition 7. We define the statistic dinv on PLD(m,n) as

m—+n

dinv(D) = Z di(D),

and on D(m + n) by assuming that the inequality condition on the labels always holds.

The number of primary and secondary diagonal inversions are referred to as primary
and secondary dinv respectively. The labelled Dyck path in Figure 1 has dinv equal to
6: its diagonal inversions are (2,7),(4,7) (primary), and (2,6),(3,4), (3,8), (5,8) (sec-
ondary).

Definition 8. Let D € PLD(m,n). We define its dinv reading word as the sequence of
the positive labels read starting from the ones in the main diagonal going bottom to top,
left to right; next the ones in the diagonal y = x + 1 bottom to top, left to right; then
the ones in the diagonal y = x 4+ 2 and so on. Notice that some authors use the reverse
convention, getting the reverse of our word.

For example, the labelled Dyck path in Figure 1 has dinv reading word 22416153.
To each (partially) labelled Dyck path we associate a monomial in the variables
x1,Za,...: for D € PLD(m,n) we set

m+n

:L‘D = H Zi,(D)
=1

where we set zo = 1 (which explains the word partially).
These definitions can be extended to decorated Dyck paths. The idea of decorating
rises first appeared in [12], together with its modification to the area (cf. also [17]).

Definition 9. The rises of a Dyck path D of size n are the indices
RISG(D) = {2 <1<n | (IZ(D) > ai_l(D)},

or, in words, the vertical steps that are directly preceded by another vertical step.
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Definition 10. A decorated Dyck path is a Dyck path where certain rises are decorated
with a . By D(m + n)** (resp. PLD(m,n)**) we denote the set of Dyck paths (resp.
partially labelled Dyck paths) of size m + n with k decorated rises.

Decorations on the rises influence the area in the following way.

Definition 11. Let D be a (labelled) decorated Dyck path, and let a;(D) - - ay10(D) be
its area word. Now, let DRise(D) C Rise(D) be the set of indices such that i € DRise(D)
if the i-th vertical step of D is a decorated rise. We define the area of D as

area(D) = Z a;(D).

1¢ZDRise(D)

For a more visual definition, the area is the number of whole squares that lie between
the path and the main diagonal, except for the ones in the rows containing a decorated
rise.

The dinv of a decorated (partially labelled) Dyck path is defined as the dinv of the
path ignoring the decorations.

In the definition of partially labelled Dyck paths we do not allow a zero in the bottom-
left corner; but in Section 5.2 we will make use also of objects that allow this. We avoid
to introduce a new name/notation for these objects, but we want to define for them the
notion of “zero composition”.

Definition 12. We define the zero composition of a partially labelled Dyck path with a 0
label in the bottom-left corner (cf. Section 5.2) as the composition a F m where «; is the
number of 0 labels between the i-th zero label that lies on the main diagonal (included),
and the (7 + 1)-th zero label that lies on the main diagonal (not included) if it exists, or
the end if it does not.

2.2 Polyominoes

Definition 13. A reduced (parallelogram) polyomino of size m x n is a pair of lattice
paths from (0,0) to (m,n) using only north and east steps, such that the first one (the
red path) always lies weakly above the second one (the green path). For an example, see
Figure 5 on the right, or even Figure 3, but ignoring the added notation.

The set of reduced polyominoes of size m x n is denoted by RP(m,n). It is convenient
for the purpose of this paper to declare that a reduced polyomino also has a pair of
overlapping horizontal steps (one red and one green) from (—1,0) to (0,0). As we will
show, this does not alter any of the statistics, but it makes easier to describe certain
bijections. We will refer to these steps as ghost steps.

Reduced polyominoes are also encoded by their area word, this time in the ordered
alphabet N:=0<0<1<1<2<.... The area word of a polyomino is computed with
a slight modification of the algorithm described in [1, Section 2|. It consists of drawing a
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Figure 2: A partially labelled Dyck path with zero composition a@ = (3,1,2,1).

diagonal of slope —1 in the polyomino from the end of every horizontal green step, and
attaching to that step the “length” of that diagonal, i.e. the number of unit squares that
it crosses. Then, one puts a dot in every square not crossed by any of those diagonals,
and attaches to each vertical red step the number of dots in the corresponding row. Next,
one bars the numbers attached to vertical red steps, and finally one reads those numbers
following the diagonals of slope —1, reading the labels when encountering the end of its
step and the red label before the green one. See Figure 3 for an example. Notice that
some diagonals can have length 0, and that the ghost steps (outside the grid) force the
area word to start with a 0.

[l |

o QI
—_
—_

=l =
Slol ol
—_

=1
.

S lol

1 2
Figure 3: A 6 x 11 reduced polyomino. Its area word is 001121110000001111.
The proof of the following proposition is identical to the proof of [1, Corollary 3.2|,
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hence it is omitted.

Proposition 14. Form,n = 0, there is a bijective correspondence between m X n reduced
polyominoes and area words of length m 4+ n + 1 in the alphabet N starting with 0, with
exactly m + 1 unbarred letters, and exactly n barred letters.

On reduced polyominoes we have statistics area and dinv similar to the ones we have
on Dyck paths. Let a;(P) be the i-th letter of the area word of a reduced polyomino,
(where ap = 0 is the one associated to the ghost horizontal green step) and let |a;(P)| be
its value, disregarding the bars.

Definition 15. We define the statistic area on RP(m,n) as

area(P) = Z la;(P)),

which is also the number of whole squares between the two paths.

Definition 16. Let P € RP(m,n). For 0 < i < j < m + n, we say that the pair (¢, 7) is
a diagonal inversion if a;(P) is the successor of a;(P) in the alphabet N. Then we define
d;(P) = #{i < j | (i,7) is a diagonal inversion}. Finally, we define the statistic dinv on
RP(m,n) as

dinv(P) = Z di(P).

Definition 17. The rises of a reduced polyomino P are the indices
Rise(P) := {1 <i < n||a;(P)| > |a;i_1(P)|},

which correspond in the figure to the diagonals of slope —1 from the endpoint of a vertical
red step to the endpoint of a horizontal green step.

Definition 18. A decorated reduced polyomino is a reduced polyomino where certain rises
are decorated with a symbol *.

By RP(m, n)** we denote the set of reduced polyominoes of size m x n with k decorated
rises. A decoration on a rise does not affect the dinv of a reduced polyomino, while it
affects its area in the same way as it does for Dyck paths, namely in computing the area
we have to disregard the letters of the area word whose index is a decorated rise.

2.3 Two car parking functions

We need one more combinatorial object, namely two car parking functions.

Definition 19. A two car parking function is a labelled Dyck path such that all the labels
have value 1 or 2.
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We will refer to the 1’s as small cars and to the 2’s as big cars. Once again, it is
convenient to think about them as having m + 1 big cars instead, one of them in the
bottom-left corner (which we call ghost car and draw in gray). This doesn’t alter any of
the statistics.

The set of two car parking functions of size m+n with n 1’s and m 2’s, and k decorated

@

rises is denoted by PF?(m,n)**.

O®

QIS

Gl

@
@
@

Figure 4: A two car parking function with five 1’s and six 2’s (plus the ghost car).

The name two car parking functions was given because replacing the 1’s and the 2’s
with two decreasing sequences n,...,1 and m+n,...,n+1 in the dinv reading word, the
dinv is not altered. In other words, two car parking functions with n labels equal to 1 and
m labels equal to 2 behave exactly as parking functions whose dinv reading word is in the
shuffle (n,...,1)Ww(m+n,...,n+1) do, according to the bistatistic (dinv, area). To avoid
confusion, we will refer to labelled Dyck paths with labels in {1,2} as two car parking
functions, and to labelled Dyck paths whose reading word is a shuffie of two decreasing
sequences as two shuffle parking functions.

Definition 20. We define the big car composition of P € PFZ(m, n)** as the composition
a F m + 1 where «; is the number of big cars between the i-th big car that lies on the
main diagonal (included), and the (i + 1)-th big car that lies on the main diagonal (not
included) if it exists, or the end if it does not.

The two car parking function in Figure 4 has big car composition o = (3,3,1) (the
ghost car is shown in the picture).
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3 The Delta conjecture

In this short section we limit ourself to recall the definitions needed to state the Delta
conjecture, in particular the definition of the Delta operators. For the missing notation
we refer to [5, Section 1] or [13] (cf. also Section 4).

We denote by A the algebra over the field Q(g, t) of symmetric functions in the variables
x1,Z2,.... We denote by e,, h, and p, the elementary, complete homogeneous and power
symmetric function of degree n, respectively. We denote by w the involution of A defined
by w(e,) = h, for all n.

Also, for any partition p, we denote by s, € A the corresponding Schur function. It is
well-known that the symmetric functions {s,}, form a basis of A. The Hall scalar product
on A, denoted (, ), can be defined by stating that the Schur functions are an orthonormal
basis.

Let H, € A denote the (modified) Macdonald polynomial indexed by the partition .
As the polynomials {f[ . +p form a basis of A, given a symmetric function f € A, we can
define the Delta operators Ay and A’ on A by setting

ApH, = f[B,(¢,t)]H, and A}H, = f[Bu(q,t) —1]H,, forall g, (1)

where B, (q,t) = > ., ¢t/ (c) and I/,(c) are the coarm and coleg of ¢ in p,
respectively, and the square brackets denote the plethystic substitution.

The first formulation of the generalized Delta conjecture appears in [12]|, which we
state in terms of labelled decorated Dyck paths.

Conjecture 21 (Generalized Delta conjecture). For any integers n > k > 0,

Ahm A/ e, = Z qdinv(D)tarea(D)xD. (2)

€n—k—1
DePLD(m,n)*k

For m = 0, this is known as Delta conjecture. For m = k£ = 0, the generalized Delta
conjecture reduces to the Shuffle conjecture in [10], recently proved in [2].

Definition 22. Given u - n, a p-shuffle is a string of numbers from 1 to n such that the

substrings (1,..., 1), (1 +1, ..., 1+ p2), ..., (n— ey +1,...,n) appear in increasing
order. Given u Fn —d and v F d, a u,v-shuffle is a string of numbers from 1 to n such
that the substrings (1,..., 1), ..., (n — py) + 1,...,n — d) appear in increasing order,
and the substrings (n—d+wvy,...,n—d+1), ..., (n,...,n—vy +1) appear in decreasing
order.

It is well known (cf. [13, Chapter 6]) that the generalized Delta conjecture predicts
that taking the scalar product of A] e, with e,h, corresponds to taking the subsets
of paths whose dinv reading word is a pu, v-shuffle.

In this paper we only deal with the h,h; case (i.e. a shuffle of two decreasing sequences)
and the e, hyh, case (i.e. ashuffle of an increasing sequence and two decreasing sequences).
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4 Symmetric functions

In this section we prove the identities of symmetric functions needed in the rest of the
article.

For all the undefined notations and the unproven identities, we refer to |5, Section 1],
where definitions, proofs and/or references can be found.

4.1 Notation

We denote by A =D, A™ the graded algebra of symmetric functions with coefficients
in Q(q,t), and by (,) the Hall scalar product on A, which can be defined by saying that
the Schur functions form an orthonormal basis.

The standard bases of the symmetric functions that will appear in our calculations are
the monomial {m,},, complete {hy},, elementary {ey},, power {p,}, and Schur {s)}
bases.

We wnll use implicitly the usual convention that eg = hg = 1 and e = hy = 0 for
k < 0.

For a partition u - n, we denote by

flﬂ = ﬁu[X] ul X5 q.1] ZKM q,t) (3)

AFn

the (modified) Macdonald polynomials, where

Koe = Kau(a,1) = Koulg, 1/6)"® with  n(p) =Y i —1) (4)

i1

are the (modified) Kostka coefficients (see |13, Chapter 2| for more details).

The set {H,[X;q,1]}, is a basis of the ring of symmetric functions A. This is a
modification of the basis introduced by Macdonald [16].

If we identify the partition p with its Ferrers diagram, i.e. with the collection of cells
{(6,7) 1 1 <i < pyy, 1 < j < l(p)}, then for each cell ¢ € p we refer to the arm, leg, co-arm
and co-leg (denoted respectively as a,(c),l,(c),a,(c)’,l,(c)’) as the number of cells in p
that are strictly to the right, above, to the left and below ¢ in u, respectively.

We set M = (1 — q)(1 —t) and we define for every partition u

By, = By(g,t) = ) ¢t (5)
cEN

Ty =Tu(q,t) = [ g% (6)
cep

M, =g 1) = J] (1— ¢t (7)
cep/(1)

wy, = wu(q’ t) = H(qau(c) _ tlu(C)JFl)(tlu(C) _ qau(c)+1). (8)
cEL
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We will make extensive use of the plethystic notation (cf. [13, Chapter 1]).
We define the nabla operator on A by

Vﬁ[u = TNFN[M for all p, 9)

and we define the delta operators Ay and A’ on A by

Afﬁu = f[B.(q,t)]H, and A'fﬁu = f[B.(q,t) — 1]]?]“, for all p. (10)

Observe that on the vector space of symmetric functions homogeneous of degree n, denoted
by A™ | the operator V equals A, . Moreover, for every 1 < k < n,

A, = AL + Al on A, (11)

€k—1

and for any k >n, A, =A,  =0on A" sothat A, = A,  on A®.

1

For a given k > 1, we define the Pieri coefficients cgf,) and dfff,) by setting

e (X) = LX), (12)
er |37 Flx1 = ¥ d i) (13

where h;- is the adjoint operator of the multiplication by h; with respect to the Hall
scalar product, v Cj p means that v is contained in y (as Ferrers diagrams) and p/v has
k lattice cells, and the symbol u Dy v is analogously defined. The following identity is
well-known:

(k) — Yu gk

C = w—d‘w/ . (].4)

(1%
v

Recall also the standard notation for g-analogues: for n,k € N, we set

1 — g™
0], =0, and [n],= 1_qq =14+q+¢F+-+¢"" forn>1, (15)
0],/:==1 and [n])!:=[n],n—1],---[2],[1], forn>1, (16)
and
n [n],! _ {n]
=——"—— forn>k>0, while =0 forn<k. 17
= ¢, o
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4.2 Some basic identities
First of all, we record the well-known
(H,, $p_r1r) = €,[B, — 1] for all u + n. (18)
The following identity is also well-known: for any symmetric function f € A™),
(Deyfshn) = (f, €ahn-a). (19)

We will use the following form of Macdonald-Koornwinder reciprocity: for all partitions
a and £

H,[MBs]  Hg[MB,)

= . 20
m it (20)
The following identity is also known as Cauchy identity:
Xy H,[X]H,[Y
en [W} = Z % for all n. (21)
pukn
We need the following well-known proposition.
Proposition 23. Forn € N we have
_ [XM] = MB,I,H,[X]
en|X| =en [7} = Z w, : (22)
pukn
Moreover, for all k € N with 0 < k < n, we have
X X B ek[BM]ﬁu[X]
) g e
pukEn
4.3 A few useful identities
We recall here [9, Theorem 2.6], i.e. for any A, F' € A homogeneous
> I,FIMB,d}, =1, (Aapx FIX]) [MB,], (24)
pkEn
where dl‘;‘y is the generalized Pieri coefficient defined by
> diH, = AH,. (25)

puov

Observe that (18) implies

<AhnA/em,,c€m+1, hm+1> = <Ahnem+17 3k+1,1m*’€>

We recall here two theorems from [3].
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Theorem 24 ([3, Theorem 5.1]). Forn,m,k >0 and m >k > 0, we have

<A/em+n,k,1em+n7 hmhn> = <AhnA:3m,kem+17 hm+1>' (26)

Theorem 25 ([3, Theorem 5.3|). Forn,m,k >0 and m >k > 0, we have

m—k+1
1—qg"
Z RN, A, [X - _(‘;] ven) = (A, AL emi1, ). (27)
r=1

Finally, we recall [5, Lemma 5.2|, i.e. for every n,k € N, with n > k£ > 1, and for
every (3 n, we have

eni1|Bs — 1B = > BT, (28)

YCrB
4.4 A new identity
We want to prove the following new identity.

Theorem 26. Forn,m,k >0 and m > k > 0, we have
<AhnA/emikem+la hm+1> - <vem+n—k7 ekhn—khm—k>‘ (29>
Proof. On one hand

<vem+n kaekhn khm k) -

(using (22) = > M “TB (H,, exP—ihm i)

puFm—4n—k
= Y M “T By (h:  Hy, erhn_)
puFEm4n—k
(using (12)) = Z M “TB Z cﬂﬁ Hg,ekhn k)
pEmAn—k BCm—kht
(using (1 Z M ”T B, Z cw ey
puFEm4n—k BCm—ki
(using (1 ZM—ek Bj) Z 11,7, B,.d.5 "
(using (24)) = ZMw_ek[Bﬁ]Hﬁ (A, o1 [X/Memeni[X/M])| 5.
BEn
. H\[MB
(using (2 Z M—ek [Bg] Z em,k[B,\]BAM.
Brn Armtn—k+1 A
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On the other hand
(Ap, A/em_kem-Ha Pmy1) =

: M B, 11,
(using (22)) = > ho[Balem—i[Br — 1] o
AFm+1
MII
(using (2 Z h,[Bg) Z c(k B,T, A
AFm+1 YCEA

MB,T
(using (14)) = Y =23 hy[Bdi I,

Wy
YFm—k+1 ADgky

(using 24)) = 3 2D (A m XMy

yF-m—k+1 v
: MB.T, TsH B[M B,
23)) = 1 [Bg| ———=
(using (23)) = ) o, + Y ex[Bs] ws
yEm— k-‘rl Bkn
: BT, =
(using (20)) = ) M—ek (BslTs > H.,[MBg).
BFn Fm—k+1 v
So our identity would follow from
H\[MB BT, ~
S BB 2B g LRI (30)
Wy W~
AFm4n—k+1 yEm—k+1

But

BT, ~
T v
oY B, -
YFm—k+1 7
BT
= Y OT4H,[MBj)
yEm—k+1 w

Brn)= Y

yEm—k+1

(wing (13) = 3 22 S aP A MB

Wy
AFm—k+1 AFmAn—k+1

. H\[MB .,
(using (14)) = Z % Z cg\W)B,YT7

y
BT,

Wy

en|Bs) H,[M By

AFm4n—k+1 yFm—k+1
H\[MB
(using (28)) = > Mem_k[BA —1]Bx.
W
Am~4n—k+1

Using en—k[By] = em—i[Bx — 1] + em—g—1[Bx — 1], in order to prove (30), it remains to
show that

H,\[MB
> Mem—k—l[B)\ —1]By =0,

W
AFm4n—k+1
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which is clear by following our last computation backward for e,, ,_1[By — 1]:

Z Mem—k—l[B)\ —1]B, =

Wy
AFm4n—k+1
. H\[MB .
(using (28)) = Z % Z C(MH)BWT7
AFmAn—k+1 A bm—ktl

. B.T. 1) =~
(using (14) = Y7 = 3 dyVH[MBY
yrm—k+1 7 ArmAn—k+1

, B.T. ~
(using (13)) = > —e,1[Bs]H,[MBg]
yFm—k+1 v

=0
as en+1/Bs] = 0 (since § F n). This completes the proof of the theorem. O
Corollary 27. Forn,m,k >0 and m > k > 0, we have
<Aém+n_k_1€m+n> hmhn> = <vem+n—k7 ekhn—kh’m—k>' (31)
Proof. Just combine (26) and Theorem 26. O
Corollary 28. Forn,m,k >0 and m > k > 0, we have
m—k+1 1— qT
Z tm_k_r+1<Ahm—k’—r+1Aeken [X 1 q} sen) = (Vemin i, ekhnrhm_1). (32)
r=1
Proof. Just combine Theorem 25 and Theorem 26. ]

5 The newdinv

In this section we show that the newdinv is actually the natural dinv statistic on a specific
subset of partially labelled Dyck paths.

5.1 Definition of the newdinv

The definition of the newdinv depends on a bijection ® defined in [6, Section 4|. First of
all, we consider the two shuffle parking functions as two car parking functions (starting
with a 2), and we think of these paths as sequences of dominoes [(;,a;] where ¢; is the
label in the i-th row, and a; is the i-th letter in the area word. Then ® acts as follows:
consider the subsequence of dominoes between the first one (included; it is necessarily a
[2,0]) and the next [2,0] (excluded, if any; otherwise consider the whole sequence). If
the subsequence consists of the domino [2,0] only, then it is removed and ® does not
do anything else. Otherwise, we remove the next domino (which must be a [1,0]), then
we replace all the [2,a] in the subsequence with [2,a—1], and finally we replace all the
pairs of dominoes [1, a][2, a—1] with [1,a—1][2, a] if there is any. They define the newdinv
recursively as newdinv(PF) := k — 1 + newdinv(®(PF)), where k is the number of [2,0]
dominoes in the parking function.
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5.2 Two bijections involving polyominoes

In [3, Theorem 8.4| the authors define a bijection; a slight modification of this function
bijectively maps reduced polyominoes of size m x n to the “Catalan” partially labelled
Dyck paths, i.e. paths with m + 1 zero valleys, n positive labels (that are increasing in
the dinv reading word order), and n decorated rises (which forces a zero label to be in
the bottom-left corner, as in Definition 12). Notice that every step with a non-zero label
must be a decorated rise.

We describe here the inverse map, which we call =%, as it is easier. See Figure 5
for an example. It works as follows: looking at the rows of the partially labelled Dyck
path going bottom to top, we draw a horizontal red step if the row contains a zero valley,
and we draw a vertical step otherwise; next we draw a horizontal green step below each
horizontal red step such that the number of squares between them is the same as the
number of squares in the row containing the zero valley corresponding to the matching
horizontal red step; finally, we draw the vertical green steps in the only possible way. The
image is the set of m X n reduced polyominoes (the first two steps are the ghost steps),
and the area is trivially preserved, as the lengths of the rows that contribute to the area
are the same as the heights of the columns of the polyomino.

©
©

4 @)
* (D —
©

Figure 5: A partially labelled Dyck path in our special subset (left), and the corresponding
polyomino (right).

In [3, Theorem 4.5] the authors define another bijection between RP(m,n)** and
PF?(m, n)**, preserving both dinv and area. We take a slightly modified version, which
we call ¥. See Figure 6 for an example. It consists of taking the area word of the poly-
omino, building a Dyck path with the same area word (disregarding bars), putting 1’s
in rows corresponding to barred letters and 2’s in rows corresponding to unbarred letter,
and keeping the decorations on the rises exactly as they were. The image is the set of two
car parking functions with m + 1 2’s and n 1’s that start with a 2, where the starting 2
plays the same role as the ghost steps in the polyomino, since adding (or removing) a 2
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in the first row does not alter the statistics in any way. Removing it we get an element
in PF2(m,n)**, but it is more convenient to just keep it.

@
@

@

@
@
@

@

@
@
@

@
@

Figure 6: A reduced polyomino (left) with area word 0011210011222 and its corresponding
two car parking function (right).

We omit a proof of the bijectivity of the maps 1 and n~! as they are analogous to
the ones in [3|. Notice that both these maps actually have stronger properties, which are
described in [3].

5.3 Relation with the newdinv

It turns out that the composition 1) o ! of the bijections described above preserves the
area statistic, and sends the natural dinv statistic into the newdinv.

In fact, it translates the recursion of [6, Theorem 1.1] in the usual recursion for labelled
Dyck paths that occurred for example in [17] and [2]|. Indeed, if we let ® to be the map
defined in [6, Section 4], then the composition no ™' o® o1 on~! is essentially the same
recursive step used for example in [17, Proposition 4|. This fact is the core of the content
of the proof of the following theorem.

Theorem 29. The composition on~" of the two bijections maps the natural dinv statistic
on “Catalan” partially labelled Dyck paths to the newdinv statistic on the two shuffie parking
functions, and preserves the area.

It also maps the zero composition on the partially labelled Dyck paths to the big car
composition on the two shuffle parking functions.

Proof. In order to prove that the dinv is mapped to the newdinv, it is enough to show
that the map novy~to® o) on~! decreases the dinv by k — 1 when applied to a partially
labelled Dyck path as above, where k is the number of times that the path touches the
main diagonal (not counting the endpoint - notice that & must also be the number of zero
valleys on the main diagonal).

THE ELECTRONIC JOURNAL OF COMBINATORICS 26(3) (2019), #P3.48 17



Let us first see what 1)~ o ® 0 1) does. In terms of area word, it is extremely easy:
it takes the area word of the polyomino and it removes the initial 0 if it starts with two
consecutive 0’s; otherwise, it takes the subsequence of the area word strictly before the
second 0, removes the first 0 (there must be one), decreases all the unbarred letters by
one unit, changes all the sequences a—1 @ to a—1 a, if any, and then moves the modified
subsequence to the end of the area word.

Now the goal is to understand what happens to the picture. If the polyomino starts
with two consecutive horizontal red steps (the first being the ghost one), then it just
deletes one. If it doesn’t, however, we claim that what happens is that the first vertical
red step is removed, the last vertical green step before the second pair of overlapping
horizontal steps is removed (if any; otherwise, the last vertical green step is removed -
notice that the first pair of overlapping horizontal steps consists of the first two steps), and
then the portion of the two paths between the first pair of overlapping steps (included)
and the last one (excluded) is cycled to the end. See Figure 7 for an example.

e

-

Figure 7: The reduced polyomino in Figure 3 (left) and its image via the map ¢t o ® o)
(right). The section before the second pair of overlapping steps (boxed in orange) is
shrunk vertically by one unit and moved to the end.

The first thing to notice is that the 0’s in the area word correspond to the pairs of
overlapping horizontal steps. This is clear from the construction of the area word in
[1, Section 2] (see also the first algorithm described in [3, Subsection 2.1]), and it means
that the region involved in this process is the one between the first two pairs of overlapping
horizontal steps. Now, the first vertical red step corresponds to the first 0, which is deleted
as expected.

Deleting the last vertical green step in the region means that the two paths are verti-
cally pushed one step closer to each other. When doing this, the length of the diagonal of
slope —1 starting from the end of a horizontal green step (which determine the values of
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the unbarred letters in the area word) decreases by one if and only if the other end hits
the beginning of a horizontal red step, which is equivalent to saying that the matching
letter is not part of a rise in the reading word: rises correspond exactly to diagonals of
slope —1 going from the end of a horizontal green step to the beginning of a vertical red
step, as it is clear from a correspondence with Dyck paths shown in [1, Section 3] (see also
the second algorithm described in [3, Subsection 2.1]). This means that the corresponding
unbarred letters decrease by one unit.

For the same reason the value of the barred letters that are part of a rise decreases by
one unit (this is clear from the correspondence with Dyck paths in [1, Section 3|, as the
vertical red step is sliding below the matching horizontal green step); notice also that the
red step, being pushed down, is now read before the horizontal green step which was part
of the same rise. This means that a rise a a is changed into a—1 a, which is the same as
decreasing the unbarred letter one unit and then change the sequences a—1 a we get to
a—1 a. It is immediate that barred letters that were not part of a rise keep their position
in the area word instead. Cycling the region to the end simply does the same to the area
word.

This proves that ¢! o ® o) acts on reduced polyominoes as we claimed. Now we have
to check what happens to partially labelled Dyck paths. If a polyomino starts with two
horizontal red steps then the corresponding Dyck path starts with two consecutive zero
valleys on the diagonal, and noty~to®ovon~! simply deletes one and doesn’t change the
dinv. Otherwise, first of all notice that 0’s in the area word of the polyomino correspond to
zero valleys on the diagonal (it is clear because they correspond to overlapping horizontal
steps). Now, deleting the first vertical red step corresponds to deleting the first vertical
step that is not a valley, which is the one immediately above the starting zero valley (hence
it lies in the second row; since the red path is not otherwise altered, the sequence of zeroes
and positive labels remains the same. Next, deleting the last vertical green step decreases
the number of squares in each column of the interested region by one, which means that
the zero valleys in the matching region of the Dyck path (except the one in the bottom left
corner) should get one step closer to the main diagonal, and since the relative positions
of zeroes and positive labels does not change, this maneuver corresponds to deleting the
last horizontal step before the next zero valley on the diagonal (if any; otherwise it is
the last horizontal step). Finally, the whole region is cycled to the end. This maneuver
doesn’t change the dinv (the primary becomes secondary and viceversa), except for the
contribution of the deleted step: its primary dinv is balanced by the secondary dinv gained
by the zero valley that lied in the bottom left corner, but its secondary dinv is lost, and
it formed secondary inversions with the zero valleys on the diagonal (except the bottom
left one), which are exactly k — 1.

This proves that ¢yon™! maps the dinv to the newdinv. Checking that the compositions
match is trivial, as both match the composition of the unbarred letters of the polyomino,
where the breakpoints of the parts are the 0’s. O

We can immediately derive the following corollary.
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Corollary 30. Let PLD(«,n)*" denote the set of partially labelled Dyck paths of size
m +n + 1 with a zero label in the bottom-left corner that have zero composition equal to
a E m+ 1, and n decorated rises (i.e. every non-zero label is attached to a decorated
rise). Let also PF*(a,n)*® denote the subset of PF?(m,n)*® whose elements have big car
composition equal to o E m + 1. Then for every composition a E m + 1, we have the

wdentity
Z qdmv(P)tarea(P) _ Z qndmv(P)tarea(P) .

PePLD(a,n)*™ PEPF%(a,n)*0

Notice that the main result of 6] is precisely that the right-hand side of the identity
in Corollary 30 is equal to
<Ahn COH em+1>7

where a definition of C,, can be found for example in [11]. Hence Corollary 30 provides a
new combinatorial interpretation for this expression.

6 The “ehh” case of the shuffle conjecture

In this section we prove the combinatorial counterpart of Corollary 27, which we recall
here: for n,m,k > 0 and n,m > k > 0, we have

<A/ Em+4n, hmhn> = <vem+n—k7 6khn—kh’m—k>- (33)

€m4n—k—1

6.1 The “ehh” bijection

Let us call (with a slight abuse of notation) (k, n, m)-shuffle paths the elements of PF(m +
n — k) whose dinv reading word lies in the shuffle

(L...,kh)w(n,...;.k+H)w(m+n—~k,...,n+1).

Theorem 31. There is a bijective correspondence between PF2(m,n)*k and the set of
(k,n,m)-shuffle paths that preserves the bistatistic (dinv, area).

Remark 32. This result does not provide any new evidence by itself (since the shuffle
conjecture has been completely proved), but it suggests that a similar approach could be
used to solve the e hyh. case of the Delta conjecture as well, since it implicitly provides
a combinatorial recursion similar to those that are used to prove the e,h;, and h,h; cases
(cf. [4] and [3]).

Proof. Let D be a (k,n,m)-shuffle path. First of all, replace all the numbers from & + 1
to n with bold 1’s and all the numbers from n + 1 to m + n — k with bold 2’s, with the
convention that any bold number is bigger than any regular one. It is immediate to check
that this operation does not alter the dinv (since it preserves inversions).

Now, for any number 1 < 7 < k, perform the following operation. First add a decorated
vertical step immediately after the one with the ¢ label assigned, then add a horizontal
step immediately after the new vertical step, next replace the label with a bold 1, and
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Figure 8: A parking function of size 8 with dinv reading word 51827364 € 123 11154 111876,
an intermediate step of the bijection, and the corresponding two car parking function.

assign a bold 2 to the new decorated step. If this is done starting from k£ and then going
down to 1, step by step both statistics are preserved: the area obviously does not change
(we are adding a decorated letter to the area word without changing the other ones);
the primary dinv on the left of ¢ is now primary dinv on the left of the new bold 1; the
primary dinv on the right of ¢ is now secondary dinv on the left of the new bold 2; the
secondary dinv on the left of i is now either primary dinv on the left of the new bold 2 (if
it came from a bold 1) or secondary dinv on the left of the new bold 1 (if it came from
a bold 2); and the secondary dinv on the right of 7 is now secondary dinv on the right of
the new bold 1. Finally, replace bold numbers with regular ones.

The image is an element in PF?(m, n)** with the same dinv and area of D. It remains
to prove that the map is bijective, but it is since the inverse is easy to compute: given an
element in PFQ(m, n)**, replace all the 1’s that are not immediately before a decorated
rise (which are exactly n — k) with the numbers n, ...,k + 1 according to the order given
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by the dinv reading word (i.e. start with those on the main diagonal going bottom to top,
then move to the diagonal y = x+1 going bottom to top, and so on); then do the same for
all the 2’s that are not decorated rises (there are exactly m — k of them) with the numbers
m+n—k,...,n+ 1; and finally delete the vertical steps containing decorated rises and
the following horizontal steps (there must be one, since an element in PF*(m,n)** can’t
have more than two consecutive vertical steps) and replace the labels immediately before
the deleted rises with the numbers 1, ..., k. The ghost car has to be added at the end. [J

Remark 33. Combining Theorem 31, Corollary 27 and the proof of the “hAh” case of the
Delta conjecture in [3|, we get a new, non-compositional proof of the “ehh” of the shuffle
conjecture.

In fact the recursion used in [3]| to prove the “hh” case of the Delta conjecture has
a nice counterpart on the (k,n,m)-shuffle paths, which gives a combinatorial argument
for the “ehh” case of the shuffle conjecture independent from the one in [3|. This is the
content of the next section.

6.2 The “ehh” recursion

From [3] we have that PF?,(m\r, n)** (where the parameter r specifies the number of big
cars on the main diagonal) satisfies the following recursion

n m—r+l k +s—1
PF m\r n Z Z Z pmtn—r—s— k+1 |:7n S :|
u=1 q

—h—-1
< q®) M [ F " } PR, (m — r\u,n — 5)"*
q q

u —

with initial conditions PF2,(m\r, 0)** = 6, 0x.0.

This recursion has an interpretation in terms of (k,n,m)-shuffle paths. Let us call
small cars the labels from 1 to k, medium cars the ones from k+ 1 to n, and big cars the
ones from n + 1 to m + n — k. Notice that the small cars are the only ones in increasing
order in the dinv reading word, so in particular there can be inversions involving only
small cars. We have that PF.,(m\r,n)** corresponds to the subset of (k,n,m)-shuffle
paths of which r — 1 big cars lie on the main diagonal. In the recursion, h counts the
small cars on the main diagonal, s — A counts the medium cars on the main diagonal,
u — h counts the big cars at height 1, and the recursive step is performed by deleting all
the medium and big cars on the main diagonal, converting the small cars on the main
diagonal to big cars, and then pushing everything else one step towards the diagonal
(i.e. in the area word the 0’s corresponding to medium and big cars are deleted, the 0’s
corresponding to small cars are converted to big cars, and all the other letters keep their
car size and decrease by one their value). Next, since we necessarily get a labelled Dyck
path with a big car in position 1, we delete it and get a (kK — h,n — s, m — r)-shuffle path
with u — 1 big cars on the main diagonal, completing the recursive step.
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The proof of |3, Theorem 6.1] shows that this same recursion with the same initial

1 _ 'S
conditions is satisfied by ™~ k="+1(A, A en | X 1—q ,€n). So this proves that

m—k—r+1

the latter polynomial matches the g, t-enumerator of (k,n,m)-shuffle paths with r — 1
big cars on the main diagonal. Summing over r, and using Corollary 28, we get a non-
compositional proof of the “ehh” case of the shuffle conjecture, as claimed.
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