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Abstract

This article has been retracted with the agreement of the authors. An
explanation can be found in the Corrigendum.
Recently, perfect state transfer (PST for short) on graphs has attracted great at-
tention due to their applications in quantum information processing and quantum
computations. Many constructions and results have been established through vari-
ous graphs. However, most of the graphs previously investigated are abelian Cayley
graphs. Necessary and sufficient conditions for Cayley graphs over dihedral groups
having perfect state transfer were studied recently. The key idea in that paper is
the assumption of the normality of the connection set. In those cases, viewed as an
element in a group algebra, the connection set is in the center of the group algebra,
which makes the situations just like in the abelian case. In this paper, we study
the non-normal case. In this case, the discussion becomes more complicated. Using
the representations of the dihedral group Dn, we show that Cay(Dn, S) cannot have

the electronic journal of combinatorics 27(2) (2020), #P2.28 https://doi.org/10.37236/9184

https://doi.org/10.37236/9184


PST if n is odd. For even integers n, it is proved that if Cay(Dn, S) has PST, then
S is normal.

Mathematics Subject Classifications: 05C25 81P45 81Q35

1 Introduction

Let Γ be an undirected simple graph whose vertex set is denoted by V (Γ). Let A be an
adjacency matrix of Γ. For an real number t, the transfer matrix of Γ is defined as the
following n× n matrix:

H(t) = HΓ(t) = exp(−ıtA) =
+∞∑
s=0

(−ıtA)s

s!
= (Hu,v(t))u,v∈V (Γ),

where ı =
√
−1 and n = |V (Γ)| is the number of vertices in Γ.

Definition 1. Let Γ be a graph. For two distinct vertices u, v ∈ V (Γ), we say that Γ has
a perfect state transfer (PST) from u to v at the time t(> 0) if the (u, v)-entry of H(t),
denoted by H(t)u,v, has absolute value 1. We say that Γ is periodic at u with period t if
H(t)u,u has absolute value 1. If Γ is periodic with period t at every point, then Γ is said
to be periodic.

The phenomenon of perfect state transfer (PST) in quantum communication networks
was originally introduced by Bose in [14]. This work has attracted much research interest
since many applications have been found in quantum information processing and cryp-
tography (see [1, 2, 3, 5, 11, 15, 17, 18, 34, 38, 37] and the references therein).

For perfect state transfer and related questions such as the close relationship with
algebraic combinatorial objects, we refer the reader to Godsil [23, 24, 25] and Coutinho
[19] and the references therein.

Since the adjacency matrix A is symmetric, its eigenvalues are all real numbers. A
graph Γ is called integral if all eigenvalues of the adjacency matrix A are integers [26]. For
abelian Cayley graphs, a complete characterization of integral graphs over abelian groups
was obtained by Bridges and Mena [12] in 1982.

Despite many results about PST on graphs, there are only a few known constructions
of PST on non-abelian Cayley graphs in the literature [13]. In [13], the authors studied the
existence of PST on Cayley graphs over dihedral groups. Some necessary and sufficient
conditions for a normal Cayley graph Cay(Dn, S) (which means that S is conjugation-
closed, namely, g−1Sg = S for each g ∈ G) having PST were presented. As an application,
it was proved that Cay(Dn, S) is periodic if and only if it is integral. Meanwhile, it was
showed that Cay(Dn, S) has PST for some connection set S and some even integers n.

In the present paper, we consider the general case. Actually, it is not an easy task to get
an explicit expression for the spectra and eigenspaces of Cayley graphs over non-abelian
groups when the connection set is non-normal. If the underlying group is a dihedral
group, then we show that one can use the Fourier transform to obtain the spectra and
eigenvectors of the Cayley graph. Based on this observation, it is proved that Cay(Dn, S)
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cannot have PST if n is odd. For even integers n, it is shown that Cay(Dn, S) has PST
if and only if S is normal.

The rest of the paper is organised as follows: In Sect. 2, we recall some basic facts
about finite group representations and the Fourier transform on finite groups. In Sect. 3,
we provide the spectra and the corresponding eigenspace of Cayley graphs over dihedral
groups. In Sect. 4, we present our main results. In Sect. 6, we make some concluding
remarks.

2 The representation of groups and The Fourier Transform

Let G be a finite group. A representation of G is a homomorphism ρ : G → GL(U),
where U is a (finite-dimensional) non-zero vector space over the field of complex numbers
C. The dimension of U is called the degree of ρ. Two representations ρ : G → GL(U)
and ϱ : G → GL(W ) are equivalent, denoted by ρ ∼ ϱ, if there exists an isomorphism
T : U → W such that ρg = TϱgT

−1 for all g ∈ G. For a representation ρ : G → GL(U)
of G, the character of ρ is defined by:

χρ : G→ C, χρ(g) = tr(ρ(g)) for all g ∈ G,

where tr(ρ(g)) is the trace of the matrix ρ(g) with respect to a basis of U . A subspace
W of U is said to be G-invariant if ρ(g)ω ∈ W for every g ∈ G and ω ∈ W . Obviously,
{0} and U are G-invariant subspaces, which are called trivial subspaces. If U has no
non-trivial G-invariant subspaces, then ρ is called an irreducible representation of G and
χρ is called an irreducible character of G.

Let S be a subset of G with |S| = d ⩾ 1. The Cayley graph Γ = Cay(G,S) is defined
by

V (Γ) = G, the set of vertices,

E(Γ) = {(u, v) : u, v ∈ G, uv−1 ∈ S}, the set of edges.

We assume that the identity element of G is not belonged to S (denoted by 1G ̸∈ S),
S = S−1 = {s−1 : s ∈ S} (which means that Γ is a simple graph) and G = ⟨S⟩ (G is
generated by S which means that Γ is connected). The adjacency matrix of Γ is defined
by A = A(Γ) = (ag,h)g,h∈G where

ag,h =

{
1, if gh−1 ∈ E(Γ),
0, otherwise.

Let L(G) = {f : G → C} be the set of complex-valued functions from G to C. For
f1, f2 ∈ L(G), we define

(f1 ∗ f2)(g) =
∑
h∈G

f1(gh
−1)f2(h).
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Then L(G) is a C-algebra. Moreover, we have a scalar product ⟨·, ·⟩L(G) on L(G) by
setting

⟨f1, f2⟩L(G) =
∑
g∈G

f1(g)f2(g),

where ·̄ is the conjugate. For every g ∈ G, we define a mapping δg ∈ L(G) by

δg(x) =

{
1, x = g,
0, x ̸= g.

Then it is easy to see that {δg : g ∈ G} forms a basis of L(G) and thus dim(L(G)) = |G|.
Define fS ∈ Hom(L(G), L(G)) by

fS : L(G) → L(G),
∑
g∈G

cgδg 7→
∑
s∈S

∑
g∈G

cgδsg.

The matrix of fS under the basis {δg : g ∈ G} is identical to the adjacent matrix of the
Cayley graph Cay(G,S).

From now on, we focus on the unitary representations of G. Let Ĝ be a complete set
of pairwise inequivalent irreducible unitary representations of G. Let A(G) be defined as

A(G) =
⊕
ρ∈Ĝ

Hom(Wρ,Wρ),

where Wρ is the representation space corresponding to the unitary irreducible represen-

tation ρ. Suppose that {vρ1 , · · · , v
ρ
dρ
} is an orthonormal basis of Wρ for any ρ ∈ Ĝ. For

ρ, σ ∈ Ĝ and 1 ⩽ i, j ⩽ dρ, define

T ρi,jω = δρ,σ⟨ω, vρj ⟩Wρv
ρ
i , ω ∈Wσ,

where δρ,σ = 1 if ρ ∼ σ and 0 otherwise. Then T ρi,j ∈ A(G) and {T ρi,j : ρ ∈ Ĝ, 1 ⩽ i, j ⩽ dρ}
form a basis of A(G). In correspondence to the basis {vρ1 , · · · , v

ρ
dρ
} of Wρ, we define

φρi,j : G→ C, g 7→ ⟨ρ(g)vρj , v
ρ
i ⟩Wρ .

Then φρi,j ∈ L(G) and it is known that {φρi,j : ρ ∈ Ĝ, 1 ⩽ i, j ⩽ dρ} forms an orthonormal
basis of L(G). For every f ∈ L(G), the Fourier transform of f is defined by

F(f) =
⊕
ρ∈Ĝ

ρ(f),

where ρ(f) is defined as

ρ(f) :Wρ → Wρ, ω 7→
∑
g∈G

f(g)ρ(g)(ω).
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In other words, ρ(f) =
∑

g∈G f(g)ρ(g) and thus ρ(f) ∈ Hom(Wρ,Wρ). It is known that
the Fourier transform F is an algebra isomorphism from L(G) to A(G) and

Fφρi,j =
|G|
dρ
T ρi,j.

See [35] for details. Thus we have the following commutative diagram:

L(G)
fS // L(G)

F

��
A(G)

F−1

OO

f // A(G).

Moreover,

f(T ρi,j) =
dρ

|G|
FfSφρi,j.

Now,

fSφ
ρ
i,j(g) =

∑
s∈S

φρi,j(s
−1g)

=
∑
s∈S

〈
ρ(s−1g)vρj , v

ρ
i

〉
=

∑
s∈S

〈
ρ(g)vρj , ρ(s)v

ρ
i

〉
=

∑
s∈S

〈
ρ(g)vρj ,

dρ∑
k=1

〈
ρ(s)vρi , v

ρ
k

〉
vρk

〉
=

∑
s∈S

dρ∑
k=1

〈
ρ(s)vρi , v

ρ
k

〉〈
ρ(g)vρj , v

ρ
k

〉
=

dρ∑
k=1

〈∑
s∈S

ρ(s)vρi , v
ρ
k

〉〈
ρ(g)vρj , v

ρ
k

〉
=

dρ∑
k=1

〈∑
s∈S

ρ(s)vρi , v
ρ
k

〉
φρk,j(g).

Therefore,

f(T ρi,j) =
dρ
|G|

FfSφρi,j =
dρ
|G|

dρ∑
k=1

⟨
∑
s∈S

ρ(s)vρi , v
ρ
k⟩Fφ

ρ
k,j.

That is

f(T ρi,j) =

dρ∑
k=1

⟨
∑
s∈S

ρ(s)vρi , v
ρ
k⟩T

ρ
k,j, ρ ∈ Ĝ, 1 ⩽ i, j ⩽ dρ. (1)
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If S is conjugation-closed, namely gSg−1 = S for all g ∈ S, then by the Schur orthogonality
relations ([36, Theorem 4.2.8]) we have the following result.

Lemma 2. [36, pp. 69-70] Let G = {g1, · · · , gn} be a finite group of order n and let
ρ(1), · · · , ρ(s) be a complete set of unitary representatives of the equivalent classes of ir-
reducible representations of G. Let χi be the character of ρ(i) and let di be the degree of
χi. Let S be a subset of G with 1G /∈ S, S = S−1 and gSg−1 = S for all g ∈ G. Then
the eigenvalues of the adjacency matrix A of the Cayley graph Cay(G,S) with respect to
S are given by

λk =
1

dk

∑
g∈S

χk(g), 1 ⩽ k ⩽ s,

where each λk has multiplicity d2k. Moreover, the vectors

v
(k)
ij =

√
dk

|G|

(
ρ
(k)
ij (g1), · · · , ρ

(k)
ij (gn)

)T
, 1 ⩽ i, j ⩽ dk

form an orthonormal basis for the eigenspace Vλk .

Note that a proof of Lemma 2 can also be found in [31, Theorem 9]. Babai [7] studied
the spectra of Cayley color graphs, which generalizes the notion of Cayley graphs; however,
[7] does not consider how to find the corresponding eigenvectors of the eigenvalues. If S
is not conjugation-closed, to the best of our knowledge, no method in literature tells how
one can find the eigenvalues and the corresponding eigenvectors of the Cayley graphs. In
the next section, we will use (1) to find the eigenvalues and eigenvectors of fS.

3 Spectra and the corresponding eigenspaces of Cayley graphs
over dihedral groups

For the dihedral group Dn = ⟨a, b | an = b2 = 1, bab = a−1⟩, its representations and
characters are well known as given below.

Lemma 3. [33, pp. 36-37] (1) The irreducible representations of the dihedral group
Dn(n ⩾ 2) are listed in Table 1 for even n and in Table 2 for odd n.

Table 1. Representations of Dn (n even)
ak(0 ⩽ k ⩽ n− 1) bak(0 ⩽ k ⩽ n− 1)

ψ1 1 1
ψ2 1 −1
ψ3 (−1)k (−1)k

ψ4 (−1)k (−1)k+1

ρh
1⩽h⩽⌊n−1

2
⌋

(
ωhk 0
0 ω−hk

) (
0 ω−hk

ωhk 0

)
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Table 2. Representations of Dn (n odd)
ak(0 ⩽ k ⩽ n− 1) bak(0 ⩽ k ⩽ n− 1)

ψ1 1 1
ψ2 1 −1

ρh
1⩽h⩽⌊n−1

2
⌋

(
ωhk 0
0 ω−hk

) (
0 ω−hk

ωhk 0

)
(2) The character table of Dn is listed in Table 3 for even n and in Table 4 for odd n.

Table 3. Character table of Dn (n even)
ak(0 ⩽ k ⩽ n− 1) bak(0 ⩽ k ⩽ n− 1)

χ1 1 1
χ2 1 −1
χ3 (−1)k (−1)k

χ4 (−1)k (−1)k+1

χh
1⩽h⩽⌊n−1

2
⌋

2 cos(2hkπ
n

) 0

Table 4. Character table of Dn (n odd)
ak(0 ⩽ k ⩽ n− 1) bak(0 ⩽ k ⩽ n− 1)

χ1 1 1
χ2 1 −1
χh

1⩽h⩽⌊n−1
2

⌋
2 cos(2hkπ

n
) 0

where ω = exp(2πı
n
) is a primitive n-th root of unity.

Let Cay(Dn, S) be a Cayley graph with 1G /∈ S, S = S−1 and G = Dn = ⟨S⟩. Let
S1 = S∩⟨a⟩ and bS2 = S∩b⟨a⟩. We assume that s1 = |S1|, s2 = |S2| and d = s1+s2 = |S|.

3.1 n is odd

We first consider the one-dimensional representations, and we obtain the following simple
result.

Lemma 4. For the one-dimensional representations of Dn, one has
(1) The eigenvalue corresponding to the trivial representation is λ1 = d = |S|, and the

associated eigenvector is

p1 =
1√
2n
φψ1

11 =
1√
2n

(1, 1, · · · , 1)t.

(2) The eigenvalue corresponding to the one-dimensional representation ψ2 is λ2 =
s1 − s2, and the associated eigenvector is

p2 =
1√
2n
φψ2

11 =
1√
2n

(1, 1, · · · , 1︸ ︷︷ ︸
n times

,−1,−1, · · · ,−1︸ ︷︷ ︸
n times

)t.
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Proof. Now, suppose that ρ = ψ1 is the trivial representation. By (1), we have

f(Tψ1

i,j ) =

dψ1∑
k=1

⟨
∑
s∈S

ρ(s)vψ1

i , v
ψ1

k ⟩Tψ1

k,j = dTψ1

i,j , 1 ⩽ i, j ⩽ dψ1 = 1.

This implies that

fSF−1Tψ1

i,j =

dψ1∑
k=1

⟨
∑
s∈S

ρ(s)vψ1

i , v
ψ1

k ⟩F−1Tψ1

k,j = dF−1Tψ1

i,j , 1 ⩽ i, j ⩽ dψ1 = 1.

We have shown that d is the eigenvalue corresponding to the trivial representation and
the associated eigenvector is p1 =

1√
2n
φψ1

11 = 1√
2n
(1, 1, · · · , 1)t.

Next we assume that ρ = ψ2. Then

f(Tψ2

i,j ) =

dψ2∑
k=1

⟨
∑
s∈S

ρ(s)vψ2

i , v
ψ2

k ⟩Tψ2

k,j = (s1 − s2)T
ψ2

i,j , 1 ⩽ i, j ⩽ dψ2 = 1.

It follows that the eigenvalue corresponding to ψ2 is s1−s2 and the associated eigenvector
is

1√
2n

(1, 1, · · · , 1︸ ︷︷ ︸
n times

,−1,−1, · · · ,−1︸ ︷︷ ︸
n times

)t.

Suppose now that ρh is a two-dimensional representation for 1 ⩽ h ⩽
⌊
n−1
2

⌋
. We then

have 
ρh(a

k)vρh1 = ωhkvρh1 ,
ρh(a

k)vρh2 = ω−hkvρh2 ,
ρh(b)v

ρh
1 = vρh2 ,

ρh(b)v
ρh
2 = vρh1 .

(2)

Let
ηh(S1) =

∑
ak∈S1

ωhk, ηh(S2) =
∑
ak∈S2

ωhk.

Assume that, corresponding to the two-dimensional representation ρh, µh is an eigenvalue
of fS associated with an eigenvector vρh .

Lemma 5. Let the notation be defined as above. The eigenvalues corresponding to the
representation ρh are

µh = ηh(S1)±
√
ηh(S2)ηh(S

−1
2 ), (1 ⩽ h ⩽

⌊
n− 1

2

⌋
), (3)

each with multiplicity 2.
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Proof. By (1) and (2), we have
f(T ρh11 ) = ηh(S1)T

ρh
11 + ηh(S2)T

ρh
21 ,

f(T ρh12 ) = ηh(S1)T
ρh
12 + ηh(S2)T

ρh
22 ,

f(T ρh21 ) = ηh(S
−1
2 )T ρh11 + ηh(S1)T

ρh
21 ,

f(T ρh22 ) = ηh(S
−1
2 )T ρh12 + ηh(S1)T

ρh
22 .

(4)

In matrix form, we have

f(T ρh11 , T
ρh
21 , T

ρh
12 , T

ρh
22 ) = (T ρh11 , T

ρh
21 , T

ρh
12 , T

ρh
22 )


ηh(S1) ηh(S

−1
2 ) 0 0

ηh(S2) ηh(S1) 0 0
0 0 ηh(S1) ηh(S

−1
2 )

0 0 ηh(S2) ηh(S1)

 . (5)

Thus we get the desired result.

By (1), we can assume that vρh = a11T
ρh
11 + a12T

ρh
12 + a21T

ρh
21 + a22T

ρh
22 with aij ∈ C. It

follows that

f(a11T
ρh
11 + a12T

ρh
12 + a21T

ρh
21 + a22T

ρh
22 ) = µh(a11T

ρh
11 + a12T

ρh
12 + a21T

ρh
21 + a22T

ρh
22 ).

This leads to

fS(a11φ
ρh
11 + a12φ

ρh
12 + a21φ

ρh
21 + a22φ

ρh
22) = µh(a11φ

ρh
11 + a12φ

ρh
12 + a21φ

ρh
21 + a22φ

ρh
22). (6)

By solving this equation, we get the following result.

Lemma 6. (1) If ηh(S2) = 0, then the corresponding eigenvalue is µh = ηh(S1) with
multiplicity 4 and the associated eigenvectors are φρh11 , φ

ρh
21 , φ

ρh
12 , φ

ρh
22 .

(2) If ηh(S2) ̸= 0, let ℓh =
√

ηh(S
−1
2 )

ηh(S2)
and ιh = ℓhℓ̄hn + n. Then the eigenvectors

associated with µ
(1)
h = ηh(S1) +

√
ηh(S2)ηh(S

−1
2 ) are

p
(1)
h =

1
√
ιh
(ℓ̄hφ

ρh
11 + φρh21), p

(2)
h =

1
√
ιh
(ℓ̄hφ

ρh
12 + φρh22).

The eigenvectors associated with µ
(2)
h = ηh(S1)−

√
ηh(S2)ηh(S

−1
2 ) are

p
(3)
h =

1
√
ιh
(−φρh11 + ℓhφ

ρh
21), p

(4)
h =

1
√
ιh
(−φρh12 + ℓhφ

ρh
22).

Proof. These facts are deduced from (5) and (6).
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3.2 n = 2m is even

In this case, Lemmas 4-6 also can be applied in this case, but there are two additional one-
dimensional representations, namely ψ3, ψ4, see Lemma 3. For these two representations,
based on the above discussion, we have the following result.

Lemma 7. Let

S10 = {ak : 1 ⩽ k ⩽ n− 1, ak ∈ S1, k even}, S11 = {ak : 1 ⩽ k ⩽ n− 1, ak ∈ S1, k odd}

and

S20 = {ak : 1 ⩽ k ⩽ n− 1, ak ∈ S2, k even}, S21 = {ak : 1 ⩽ k ⩽ n− 1, ak ∈ S2, k odd}.

Then S1 = S10 ∪ S11, S2 = S20 ∪ S21. Let di0 = |Si0|, di1 = |Si1|, i = 1, 2. The eigenvalue
corresponding to the representation ψ3 is λ3 = d11 − d10 + d21 − d20, and the associated
eigenvector is

p3 =
1√
2n

((−1)i : 0 ⩽ i ⩽ 2m− 1, (−1)i : 0 ⩽ i ⩽ 2m− 1)t.

The eigenvalue corresponding to the representation ψ4 is λ4 = d11 − d10 + d20 − d21,
and the associated eigenvector is

p4 =
1√
2n

((−1)i : 0 ⩽ i ⩽ 2m− 1, (−1)i+1 : 0 ⩽ i ⩽ 2m− 1)t.

4 PST on Cay(Dn, S)

For a simple graph Γ, Spec(Γ) denotes the set of all eigenvalues of Γ. For any symmetric
matrix A, assume that its eigenvalues are λi (1 ⩽ i ⩽ n). There is a unitary matrix
P = (p1, · · · , pn), where each pi (1 ⩽ i ⩽ n) is an eigenvector of λi (1 ⩽ i ⩽ n), so that
we have the following spectral decomposition of A

A = λ1E1 + · · ·+ λnEn, (7)

where Ei = pip
∗
i (1 ⩽ i ⩽ n) satisfies

EiEj =

{
Ei if i = j,
0 otherwise.

(8)

Therefore, we have the decomposition of the transfer matrix

H(t) = exp(−ıλ1t)E1 + · · ·+ exp(−ıλnt)En. (9)

We also need notation of the 2-adic exponential valuation of rational numbers which is a
mapping defined by

v2 : Q → Z ∪ {∞}, v2(0) = ∞, v2(2
ℓa

b
) = ℓ, where a, b, ℓ ∈ Z and 2 ̸ |ab.
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We assume that ∞ + ∞ = ∞ + ℓ = ∞ and ∞ > ℓ for any ℓ ∈ Z. Then v2 has the
following properties. For β, β′ ∈ Q,

(P1) v2(ββ
′) = v2(β) + v2(β

′);
(P2) v2(β + β′) ⩾ min(v2(β), v2(β

′)) and the equality holds if v2(β) ̸= v2(β
′).

Finally, we label the elements of Dn = ⟨a, b | an = b2 = 1, bab = a−1⟩ as follows. For
a number u, if 0 ⩽ u ⩽ n− 1, then u corresponds to element au, and if n ⩽ u ⩽ 2n− 1,
then u corresponds to bau.

4.1 n is odd

In this subsection, we show that if n is odd and S is a subset of Dn, then Cay(Dn, S) has
no PST between any pair of distinct vertices.

Theorem 8. Let n = 2m+1 and let S be a non-empty subset of Dn. Let Γ = Cay(Dn, S)
be a connected Cayley graph with connection set S. Then Γ has no PST between two
distinct vertices, and Γ is periodic if and only if it is integral and S2 = ∅ or ⟨a⟩. The
minimum period of the vertices is 2π

M
, where M = gcd(λ− λ1 : λ ∈ Spec(Γ) \ {λ1}).

Proof. Let n = 2m+1. By the above computation results, we have the following unitary
matrix

P = (p1, p2, p
(1)
1 , p

(2)
1 , p

(3)
1 , p

(4)
1 , · · · , p(1)m , p(2)m , p(3)m , p(4)m ),

where

p1 =
1√
2n

(1, 1, · · · , 1)t, p2 =
1√
2n

(1, · · · , 1,−1, · · · ,−1)t. (10)

The projective matrices Ei (1 ⩽ i ⩽ 2) are

E1 =
1

2n
J2n, E2 =

1

2n

(
Jn −Jn
−Jn Jn

)
, (11)

where Jn is the all-one matrix of order n. For 1 ⩽ h ⩽ m, if ηh(S2) = 0, then the
associated eigenvectors are

p
(1)
h = 1√

n
φρh11 = 1√

n
({ωhk}n−1

k=0 , 0)
t, p

(2)
h = 1√

n
φρh21 = 1√

n
(0, {ω−hk}n−1

k=0)
t,

p
(3)
h = 1√

n
φρh12 = 1√

n
(0, {ωhk}n−1

k=0)
t, p

(4)
h = 1√

n
φρh22 = 1√

n
({ω−hk}n−1

k=0 , 0)
t.

(12)

The corresponding projective matrices are

E
(1)
h = 1

n

(
Ω 0
0 0

)
, E

(2)
h = 1

n

(
0 0
0 Ω̄

)
,

E
(3)
h = 1

n

(
0 0
0 Ω

)
, E

(4)
h = 1

n

(
Ω̄ 0
0 0

)
,

(13)

where Ω = C(1, ωh, · · · , ω(n−1)h) is the circulant matrix with first row (1, ωh, · · · , ω(n−1)h).
For 1 ⩽ h ⩽ m, if ηh(S2) ̸= 0, then by Lemma 6, the associated eigenvectors are

p
(1)
h =

1
√
ιh
(ℓ̄hφ

ρh
11 + φρh21)
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=
1

√
ιh
(ℓ̄h, ℓ̄hω

h, · · · , ℓ̄hω(n−1)h, 1, ω̄h, · · · , ω̄(n−1)h)t,

p
(2)
h =

1
√
ιh
(ℓ̄hφ

ρh
12 + φρh22)

=
1

√
ιh
(1, ω̄h, · · · , ω̄(n−1)h, ℓ̄h, ℓ̄hω

h, · · · , ℓ̄hω(n−1)h)t,

p
(3)
h =

1
√
ιh
(−φρh11 + ℓhφ

ρh
21)

=
1

√
ιh
(−1,−ωh, · · · ,−ω(n−1)h, ℓh, ℓhω̄

h, · · · , ℓhω̄(n−1)h)t,

p
(4)
h =

1
√
ιh
(−φρh12 + ℓhφ

ρh
22)

=
1

√
ιh
(ℓh, ℓhω̄

h, · · · , ℓhω̄(n−1)h,−1, ,−ωh, · · · ,−ω(n−1)h)t,

where ιh = ℓhℓ̄hn+ n with ℓh =
√

ηh(S
−1
2 )

ηh(S2)
. The corresponding projective matrices are

E
(1)
h =

1

ιh

(
ℓ̄hℓhΩ ℓ̄hQ
ℓhQ̄ Ω̄

)
, E

(2)
h =

1

ιh

(
Ω̄ ℓhQ̄
ℓ̄hQ ℓ̄hℓhΩ

)
,

E
(3)
h =

1

ιh

(
Ω −ℓ̄hQ

−ℓhQ̄ ℓ̄hℓhΩ̄

)
, E

(4)
h =

1

ιh

(
ℓ̄hℓhΩ̄ −ℓhQ̄
−ℓ̄hQ Ω

)
, (14)

where

Q =


1 ωh · · · ω(n−1)h

ωh ω2h · · · 1
· · · · · · · · · · · ·

ω(n−1)h 1 · · · ω(n−2)h

 .

Substituting (13)-(4.8) in (9), we see that the (u, v)-entry of the transfer matrix is divided
into two cases:
(1) 0 ⩽ u, v ⩽ n− 1 or n ⩽ u, v ⩽ 2n− 1. In this case,

(H(t))u,v =
1

2n
(exp(−ıλ1t) + exp(−ıλ2t))

+
1

n

m∑
h=1,ηh(S2)=0

(ω(v−u)h exp(−ıµht) + ω(u−v)h exp(−ıµht))

+
m∑

h=1,ηh(S2)̸=0

1

ιh
(ℓhℓ̄hω

(v−u)h + ω(u−v)h) exp(−ıµ(1)
h t)

+
m∑

h=1,ηh(S2)̸=0

1

ιh
(ℓhℓ̄hω

(v−u)h + ω(u−v)h) exp(−ıµ(2)
h t). (15)

(2) 0 ⩽ u ⩽ n− 1, n ⩽ v ⩽ 2n− 1 or n ⩽ u ⩽ 2n− 1, 0 ⩽ v ⩽ n− 1. In this case, one
can show that |H(t)|u,v < 1 and thus PST cannot occur in this case.
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We only consider the case of 0 ⩽ u, v ⩽ n − 1 as the remaining cases are analogous.
By (15), we have

|H(t)u,v| ⩽
1

2n
(| exp(−ıλ1t)|+ | exp(−ıλ2t))|

+
1

n

m∑
h=1

(|ω(v−u)h exp(−ıµ(1)
h t)|+ |ω(u−v)h exp(−ıµ(2)

h t)|)

=
2

2n
+

1

n

m∑
h=1

2

= 1.

Thus, |H(t)u,v| = 1 if and only if for 1 ⩽ h ⩽ m with ηh(S2) ̸= 0,

exp(−ıλ1t) =
1

ιh
ω(u−v)h exp(−ıµ(1)

h t) =
1

ιh
ω−(u−v)h exp(−ıµ(2)

h t) =
ℓ̄hℓh
ιh

exp(−ıµ(1)
h ). (16)

This implies that ιh = ℓ̄hℓh = 1, a contradiction. Thus, we know that if there is an h such
that ηh(S2) ̸= 0, then there is no PST in Γ. Therefore, we consider the case of ηh(S2) = 0
for all 1 ⩽ h ⩽

⌊
n−1
2

⌋
. In this case, we know that S2 = ∅ or ⟨a⟩ by the inverse Fourier

transform of the group ring C[Zn]. Putting t = 2πT , we get from (15) that

2(u− v) ≡ 0 (mod n), (17)

(λ2 − λ1)T ∈ Z, (18)

(µh − λ1)T ∈ Z, 1 ⩽ h ⩽ m. (19)

Since 0 = tr(A) = λ1 + λ2 + 4
∑m

h=1 µh, from (18) and (19), we have 2nT ∈ Z, and
thus T ∈ Q, the field of rational numbers. Now λ1 = |S| is a positive integer, we know
that all the eigenvalues are rational and thus integral (since they are algebraic numbers).
Moreover, (17) means that u = v, this is to say that Γ cannot have PST between distinct
vertices when n is odd.

When u = v, by (15), we know that Γ = Cay(Dn, S) is period at the vertex u if and
only if

exp(−ıλ1t) = exp(−ıλ2t) = exp(−ıµ(1)
h t) = exp(−ıµ(2)

h t)

for all 1 ⩽ h ⩽
⌊
n−1
2

⌋
and some t > 0. This is equivalent to saying that Γ is periodic at

the vertex u if and only if T (λ−λ1) ∈ Z for all λ ∈ Spec(Γ). Equivalently, T gcd(λ−λ1 :
λ ∈ Spec(Γ)) ∈ Z. Thus, the minimum T (> 0) is obviously 1/M , whereM = gcd(λ−λ1 :
λ ∈ Spec(Γ)).

5 Broglington Manifolds

This section describes background information about Broglington Manifolds.

Lemma 9. Broglington manifolds are abundant.
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Proof. A proof is given here.

Remark 10. We note that the conclusion of Theorem 8, which says that Γ cannot have
PST when n is odd, may be deduced from Godsil [24, Lemma 7.1] directly. Since every
Cayley graph is vertex-transitive, if Γ has PST, then H(t) should be of the form ζP ,
where ζ is a unit-norm complex number and P is a permutation matrix with P 2 = I.
Moreover, P corresponds to an element of order 2 which lies in the center of Dn. When n
is odd, the center of Dn is 1. This is a contradiction. Here we just give a direct proof of
the fact. Moreover using this proof, we show that if Γ has PST, then it should be normal,
namely g−1Sg = S holds for all g ∈ Dn.

5.1 n even

In this subsection, we assume that n = 2m is even. From the discussion in the previous
section, we know that in order to ensure that Γ = Cay(Dn, S) has PST, the set S2 should
be ∅ or ⟨a⟩. However, if S2 = ∅, then Γ is not connected. As a consequence, Γ has PST only
if S = ⟨a⟩ and thus is conjugation-closed. When Γ = Cay(Dn, S) is normal, a necessary
and sufficient condition on which Γ has PST was provided in [13]. For completeness, we
combine the results as follows.

Theorem 11. Let n = 2m and let S be a non-empty subset of Dn. Let Γ = Cay(Dn, S) be
a connected Cayley graph with the connection set S. Then Γ cannot have PST between two
distinct vertices if S is not conjugation-closed. Conversely, if S is conjugation-closed, then
Γ has four eigenvalues (not necessarily dinstict) which correspond to the one-dimensional
representations ψ1 to ψ4, respectively. One eigenvalue is λ1 = |S| and the other three
eigenvalues are denoted by λ2, λ3, λ4, and some multiple eigenvalues corresponding to the
two-dimensional representations ρh, which are denoted by µh(1 ⩽ h ⩽ m− 1). Moreover,
Γ is periodic if and only if it is integral. The minimum period of the vertices is 2π

M
, where

M = gcd(λ− λ1 : λ ∈ Spec(Γ) \ {λ1}). Meanwhile,
(i) when m is even, Γ has PST between two distinct vertices u and v if and only if

(i1) all eigenvalues of Γ are integers, namely, Γ is integral;
(i2) v = u+m;
(i3) there is a constant α such that v2(µ2h′−1 − λ1) = α for every 1 ⩽ h′ ⩽ m/2 and

for each eigenvalue λ ̸= µ2h′−1(1 ⩽ h′ ⩽ m/2), we have that v2(λ− λ1) > α.
(ii) when m is odd, Γ has PST between two distinct vertices u and v if and only if the
following conditions hold:

(ii1) all the eigenvalues of Γ are integers;
(ii2) v = u+m;
(ii3) v2(λ3 − λ1), v2(λ4 − λ1) and v2(µ2h′−1 − λ) are the same for all 1 ⩽ h′ ⩽ m−1

2
,

say, β, and v2(λ2 − λ1), v2(µ2h′ − λ1) are bigger than β for all 1 ⩽ h′ ⩽ m−1
2

.
Furthermore, when the conditions hold, the minimum time at which Γ has PST between

u and v is π
M
, where M = gcd(λ− λ1 : λ ∈ Spec(Γ) \ {λ1}).

Proof. In this situation, we have a unitary matrix

P = (p1, p2, p3, p4, p
(1)
1 , p

(2)
1 , p

(3)
1 , p

(4)
1 , · · · , p(1)m−1, p

(2)
m−1, p

(3)
m−1, p

(4)
m−1),
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where p1, p2, p
(1)
h , · · · , p(4)h and E1, E2, E

(1)
h , · · · , E(4)

h , 1 ⩽ h ⩽ m − 1 are the same as in
Subsection 4.1, and

p3 =
1√
2n

(1,−1, 1,−1, · · · , 1,−1)t, p4 =
1√
2n

(1,−1, · · · , 1,−1,−1, 1, · · · ,−1, 1)t,

E3 =
1

2n
((−1)u+v)2n×2n, E4 =

1

2n
(e4(u, v))2n×2n,

where

e4(u, v) =

{
(−1)u+v 0 ⩽ u, v ⩽ n− 1 or n ⩽ u, v ⩽ 2n− 1,
(−1)u+v+1 otherwise.

As in the above section, for 1 ⩽ h ⩽ m− 1, if ηh(S2) = 0, then the associated projective
matrices are the same as in (13); if there is an h with 1 ⩽ h ⩽ m−1 such that ηh(S2) ̸= 0,
then by Lemma 6, the corresponding projective matrices are the same as in (14).

We only consider the case 0 ⩽ u, v ⩽ n− 1. The (u, v)-entry of the transfer matrix is

(H(t))u,v =
1

2n
(exp(−ıλ1t) + exp(−ıλ2t) + (−1)u+v(exp(−ıλ3t) + exp(−ıλ4t)))

+
1

n

m−1∑
h=1,ηh(S2)=0

(ω(v−u)h exp(−ıµht) + ω(u−v)h exp(−ıµht))

+
m−1∑

h=1,ηh(S2)̸=0

1

ιh
(ℓhℓ̄hω

(v−u)h + ω(u−v)h) exp(−ıµ(1)
h t)

+
m−1∑

h=1,ηh(S2)̸=0

1

ιh
(ℓhℓ̄hω

(v−u)h + ω(u−v)h) exp(−ıµ(2)
h t). (20)

It is readily seen that if there is an h, 1 ⩽ h ⩽ m−1, such that ηh(S2) ̸= 0, then there is no
PST in Γ. Namely, Γ has PST only if S2 = ⟨a⟩, which means that S is conjugation-closed.
The rest of the theorem was proved in [13].

6 Concluding remarks

In this paper, we have shown that, if a Cayley graph Γ = Cay(Dn, S) over the dihedral
groupDn = ⟨a, b|an = b2 = 1, bab = a−1⟩ has PST, then S∩b⟨a⟩ = b⟨a⟩. As a consequence,
S is normal, namely, conjugation-closed. Since S ∩ b⟨a⟩ = b⟨a⟩, for 0 ⩽ i, j ⩽ n− 1, one
has that ai(baj)−1 = ai−jb = baj−i ∈ S. It follows that the adjacency matrix of Γ has the
form

A =

(
C J
J C

)
(21)

where J is the n × n all-one matrix and C is a circulant matrix. Note that some joined
graphs have the adjacency matrix as in (21), see for example, [6, Theorem 1]. However,
there are some Cayley graphs over dihedral groups having PST even when the conditions
of [6, Theorem 1] fail, see [13]. We leave the following questions for further research:
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Open Question 1: Determine whether there is a circulant graph Cay(Z2n, S) which
is isomorphic to a Cayley graph over the dihedral group Dn having PST.

Open Question 2: Determine whether circulant join graphs [6] and products or
covers of graphs [19] are isomorphic to some Cayley graphs.
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Corrigendum – submitted May 30, 2025

This article has been retracted with the agreement of the authors. This is due to errors
which result in the statements of its two main theorems being incorrect. They are briefly
summarized as follows:

• In Theorem 8, the statement about periodicity that “Γ is periodic if and only if
it is integral and S2 = ∅ or ⟨a⟩” is not true. It is known that any regular graph
is periodic if and only if its eigenvalues are integers and that there are families of
Cayley graphs of dihedral groups with n odd that have integer eigenvalues and where
S2 is not empty or ⟨a⟩.

• Theorem 11 states that a Cayley graph of Dn where n is even and where the con-
nection set is not normal does not have PST. This statement is not also true and
admits many counterexamples such as the complete graph on 4n vertices with a
perfect matching removed. The smallest counterexample is the cube graph on 8
vertices.
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