
Stieltjes moment sequences

for pattern-avoiding permutations

Alin Bostan
Inria, Université Paris-Saclay
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Abstract

A small set of combinatorial sequences have coefficients that can be represented
as moments of a nonnegative measure on [0,∞). Such sequences are known as
Stieltjes moment sequences. They have a number of nice properties, such as log-
convexity, which are useful to rigorously bound their growth constant from below.

This article focuses on some classical sequences in enumerative combinatorics,
denoted Av(P), and counting permutations of {1, 2, . . . , n} that avoid some given
pattern P. For increasing patterns P = (12 . . . k), we recall that the corresponding
sequences, Av(123 . . . k), are Stieltjes moment sequences, and we explicitly find the
underlying density function, either exactly or numerically, by using the Stieltjes
inversion formula as a fundamental tool.

We first illustrate our approach on two basic examples, Av(123) and Av(1342),
whose generating functions are algebraic. We next investigate the general (transcen-
dental) case of Av(123 . . . k), which counts permutations whose longest increasing
subsequences have length at most k − 1. We show that the generating functions
of the sequences Av(1234) and Av(12345) correspond, up to simple rational func-
tions, to an order-one linear differential operator acting on a classical modular form
given as a pullback of a Gaussian 2F1 hypergeometric function, respectively to an
order-two linear differential operator acting on the square of a classical modular
form given as a pullback of a 2F1 hypergeometric function.

We demonstrate that the density function for the Stieltjes moment sequence
Av(123 . . . k) is closely, but non-trivially, related to the density attached to the
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distance traveled by a walk in the plane with k− 1 unit steps in random directions.
Finally, we study the challenging case of the Av(1324) sequence and give com-

pelling numerical evidence that this too is a Stieltjes moment sequence. Accepting
this, we show how rigorous lower bounds on the growth constant of this sequence
can be constructed, which are stronger than existing bounds. A further unproven
assumption leads to even better bounds, which can be extrapolated to give an esti-
mate of the (unknown) growth constant.

Mathematics Subject Classifications: Primary 44A60, 68W30, 33F10, 15B52;
Secondary 05A15, 05A10, 11B65, 60B20, 11F03, 11F12, 33A30, 33C05, 34A05.

1 Introduction

1.1 Context and motivation

Many important distributions in probability theory have moments that happen to coincide
with some classical counting sequences in combinatorics. For instance, the moments of
the standard exponential distribution E(1) with rate parameter 1,

an :=

∫ ∞
0

xn µ(x) dx, with µ(x) := e−x, (1)

are equal to an = n!, and thus count the number of permutations of Sn = {1, . . . , n}.
Similarly, the moments of the standard Gaussian (normal) distribution N (0, 1),

an :=

∫ ∞
0

xn µ(x) dx, with µ(x) :=
1√
2π
e−x

2/2 (2)

satisfy, for all n > 0,

a2n = 1 · 3 · 5 · · · (2n− 1), a2n+1 = 0, (3)

so that a2n counts the number of pairings of 2n elements, or, equivalently, the number of
perfect matchings of the complete graph K2n.

Such connections between probability and combinatorics turn out to be useful in a
number of contexts. For instance, Billingsley’s proof of the Central Limit Theorem by
the “method of moments” [17, p. 408–410] arrives at a limiting Gaussian distribution (2),
for sums of independent random variables, precisely thanks to the property of the corre-
sponding moments to enumerate pairings (3).

In random graph theory, the Poisson distribution plays an important role. When the
mean is 1, its moments

an := E(Xn), where Pr(X = k) =
e−1

k!
, (4)

count the number of set partitions of a collection of n elements, giving rise to the sequence
of Bell numbers [50, p. 109–110]:

an = n!×
(
coefficient of xn in ee

x−1
)
. (5)
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It could be argued that the Poisson distribution arises, in many cases, from the emergence
of set partitions, in accordance with Equations (4) and (5).

Random matrix theory also abounds with examples, the most famous case being
Wigner’s semi–circle law. Here the Catalan numbers, (Cn)n>0 = (1, 1, 2, 5, 14, 42, . . .),
known to enumerate a variety of trees and lattice paths and given by the formula

Cn =
1

n+ 1

(
2n

n

)
(6)

appear, in the asymptotic limit, as (renormalized) expectations of powers of traces of
random matrices in various ensembles. Their moment representation

Cn+1 =
1

2π

∫ 4

0

xn
√
x(4− x) dx

then implies convergence of the spectrum of the random matrices under consideration to
the semicircle law with density 1

2π

√
x(4− x).

1.2 The main problem

There are thus good reasons to develop methods aimed at explicitly solving the so-called
moment problem [112, 3], which considers a sequence a = (an)n>0 of real nonnegative
numbers, and searches to express its general term an as the integral

an =

∫
Γ

xndρ(x) for all n > 0,

for some support Γ ⊆ R, and for some probability measure ρ. In most cases one can write
dρ(x) = µ(x) dx, where µ(x) is a nonnegative function known as the probability density
function of ρ (in short, density), in which case the above equation becomes

an =

∫
Γ

xn µ(x) dx. (7)

When in addition the support Γ is a subset of the half-line [0,∞), the problem (7)
is classically called the Stieltjes moment problem, and the sequence a ≡ (an)n a Stieltjes
moment sequence1. The same problem is called the Hausdorff moment problem when
Γ = [0, 1] and the Hamburger moment problem when Γ = R, see [68].

In this article, we will not consider the Hamburger moment problem, but only the
Stieltjes and the Hausdorff problems. Note that a probability measure is entirely deter-
mined by its moments (i) in the Stieltjes case if |an| 6 n! for all n [17, Thm. 30.1], (ii) in
the Hausdorff case, and more generally in the Stieltjes case with compact support [13], so
that the problem (7) has a unique solution in those cases.

1Equivalently: for all n, the term an is the expectation E[Xn] of a random variable X on Γ, taking
real nonnegative values.
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There are several necessary and sufficient conditions that the sequence a must satisfy
in order to be a Stieltjes moment sequence, or equivalently, for a density function µ(x)
to solve (7) for some support Γ ⊆ [0,∞]. To express these conditions, one classically
attaches to the sequence a the (infinite) Hankel matrices

H∞n (a) =


an an+1 an+2 . . .
an+1 an+2 an+3 . . .
an+2 an+3 an+4 . . .

...
...

...
. . .

 .
The following classical result (see also [51, Thm. 2.8] and [116, Thm 2.2]), characterizes
the property of being a Stieltjes moment sequence by using the Hankel matrices H∞n .
It was proved partly in 1894 by Stieltjes [120] and partly in 1937 by Gantmakher and
Krein [53]. In particular, properties (a) and (d) were shown to be equivalent in [120],
while these were later shown to be equivalent to (b) and (c) in [53, Th. 9], see also: (i)
for (a)⇐⇒(b), [112, Thm. 1.3], [111, Thm. 3.12, p. 65], [131, Thm. 87.1, p. 327], [111,
Thm. 3.12, p. 65], and [114, Thm. 1, p. 86]; (ii) for (b)⇐⇒(c), [53, Thm. 9], and [102,
Thm. 4.4]; (iii) for (a)⇐⇒(d), [3, Appendix, Theorem 0.4, p. 237], and [99, Satz 4.14,
p. 230; Satz 3.11, p. 120].

Theorem 1. For a sequence a ≡ (an)n>0, the following are equivalent:

(a) There exist Γ ⊆ [0,∞) and a nonnegative measure ρ on Γ such that

an =

∫
Γ

xn dρ(x).

(b) The matrices H∞0 (a) and H∞1 (a) are both positive semidefinite (i.e., all their leading
principal minors, called Hankel determinants, are nonnegative).

(c) The matrix H∞0 (a) is totally nonnegative (i.e., all of its minors are nonnegative).

(d) There exists a sequence of nonnegative real numbers (αn)n>0, such that the generat-
ing function A(x) =

∑∞
n=0 anx

n of the sequence a satisfies

A(x) =
α0

1 −
α1x

1−
α2x

1 − · · ·

.

Moreover, the leading principal n × n minors ∆n
0 (a) of H∞0 (a) and ∆n

1 (a) of H∞1 (a)
occurring in (b) are related to the coefficients αi in the continued fraction (d) by:

∆n
0 (a) = α0 · (α1α2)n−1 · (α3α4)n−2 · · · (α2n−3α2n−2),

∆n
1 (a) = α0 · αn1 · (α2α3)n−1 · (α4α5)n−2 · · · (α2n−2α2n−1).

One calls a a Stieltjes moment sequence if it satisfies the conditions of Theorem 1.
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1.3 Examples

Geometric sequences (τn)n>0 with growth rate τ > 0 are Stieltjes moment sequences,
as τn is equal to the n-th moment of the distribution with support Γ = {τ} which is τ
with probability 1; equivalently, one can take α0 = 1, α1 = τ and αk = 0 for k > 2
in (d). However, other very simple sequences with rational generating function are not
Stieltjes; for instance, the Fibonacci sequence a = (1, 1, 2, 3, 5, 8, . . .) with generating
function 1/(1− x− x2), is such that the second leading principal minor ∆2

1(a) of H∞1 (a)
equals 1 × 3 − 2 × 2 = −1 < 0, and thus by (b) it cannot be Stieltjes. It is trivially a
moment sequence for a linear combination of Dirac measures, hence it is a Hamburger
moment sequence (with support Γ included in R but not in [0,∞)). More generally,
Stieltjes moment sequences with rational generating functions are well-understood: for
instance, if (an)n>0 has a rational generating function with simple poles only, then an is
a finite sum of the form

∑
j cjp

n
j for some complex cj, pj, the corresponding measure ρ(x)

is a weighted sum of Dirac measures
∑

j cjδ(x− pj), and one has that (an)n>0 is Stieltjes
if and only if all cj and pj are nonnegative real numbers.

A useful refinement of Theorem 1 (see e.g., the references cited before its statement),
which essentially excludes Stieltjes moment sequences whose generating functions are
rational, is that: (a′) a ≡ (an)n>0 is a Stieltjes moment sequence with a representing
measure ρ having infinite support Γ (containing a dense subset of R)⇐⇒ (b′) H∞0 (a) and
H∞1 (a) are both positive definite (i.e., all their leading principal minors are positive) ⇐⇒
(c′) H∞0 (a) is totally positive (i.e., all of its minors are positive) ⇐⇒ (d′) all the αi’s are
positive.

Perhaps the simplest example of a Stieltjes moment sequence with irrational gen-
erating function is an = τn+1/(n + 1) with τ > 0, which corresponds to the uniform
distribution U(0, τ), with Γ = [0, τ ] and µ(x) ≡ 1. Observe that the generating function∑∞

n=0 anx
n = −ln (1− τ x)/x is not only irrational but already transcendental (i.e., non-

algebraic). However, it is D-finite, i.e., it satisfies a linear differential equation with poly-
nomial coefficients. Another basic example of Stieltjes sequence is n!, corresponding to the
standard exponential distribution E(1) for which, according to (1), one can take Γ = [0,∞)
and µ(x) = exp(−x). This can also be seen by using (d) and Euler’s 1746 continued frac-
tion expansion [47, §21], with α0 = 1 and α2k−1 = α2k = k for k > 1. Once again, the
generating function

∑
n>0 n!xn is D-finite, but not algebraic. More generally, Euler [47,

§26] showed that for the sequence with general term c (c+ 1) · · · (c+ n− 1) one can take
α2n−1 = c+n−1 and α2n = n, so that the sequence is again Stieltjes for any real c > 0, and
its generating function is transcendental D-finite and satisfies the linear differential equa-
tion L(y(x)) = 0, where L = x2D2

x + ((c+ 2)x− 1)Dx + c = (x2Dx + 2x)
(
Dx + c x−1

x2

)
.

Here, and in all that follows, Dx denotes the usual derivation operator ∂
∂x

.

A slightly more involved example is 4n (n+ 1)!n!/(2n+ 3)! which is Stieltjes using
the support Γ = [0, 1] and the algebraic density µ(x) =

√
1− x/4 and whose generating

function is D-finite transcendental, equal to

1

6
2F1

(
1, 1;

5

2
;x

)
.

the electronic journal of combinatorics 27(4) (2020), #P4.20 5



Here, and in all that follows 2F1 (a, b; c;x) denotes the classical Gauss hypergeometric

function
∑∞

n=0
(a)n(b)n

(c)n
xn

n!
defined for any a, b, c ∈ Q, −c /∈ N, where (x)n denotes the

Pochhammer symbol (x)n = x (x+ 1) · · · (x+ n− 1) for n ∈ N.

One of the simplest Stieltjes moment sequences with an algebraic but irrational gen-
erating function is the aforementioned Catalan sequence (6), which has a plethora of
combinatorial interpretations [119]. As we will see in Section 2.5, in order to show that
the Catalan sequence is Stieltjes, one can take in (a) the support Γ = [0, 4] and the

density µ(x) =
√

4−x
x

. Equivalently, one can show that in (b), all the leading principal

minors ∆n
0 (a) and ∆n

1 (a) of H∞0 (a) and H∞1 (a) are equal to 1, a property that uniquely
characterizes the Catalan sequence [119, Pb. A35(b)]. Equivalently, all the αi’s in the
continued fraction expansion (d) are equal to 1.

1.4 Main objectives

In this article we are mainly interested in identifying combinatorial sequences that are
Stieltjes moment sequences, and in finding an explicit description of the corresponding
densities : either a closed formula, or a defining algebraic or differential (potentially non-
linear) equation, or a numerical approximation if none of those are available. We will
mainly focus on sequences that occur in connection with pattern-avoiding permutations.
The corresponding sequences, denoted Av(P), count permutations of Sn = {1, 2, . . . , n}
that avoid some given pattern P . In that context, the Catalan sequence emerges as
the simplest case, corresponding to the enumeration of permutations avoiding any fixed
pattern of length 3, such as (213) or (312) [113, 73].

One reason for attempting to identify combinatorial sequences as Stieltjes (or Haus-
dorff) moment sequences is that such sequences are log-convex2. To see that a Stieltjes
moment sequence is log-convex, it suffices to observe that for each n > 1, the expression
an+1an−1 − a2

n > 0 is a minor of H∞0 (a), so it is nonnegative by condition (c). Alterna-
tively, one can deduce log-convexity directly from condition (a) as follows: observe that
for any real numbers β and γ the expression

β2 an−1 + 2βγ an + γ2 an+1 =

∫
xn−1 (β + γx)2 dρ(x)

is nonnegative. Then setting β = an and γ = −an−1 yields an+1an−1 − a2
n > 0. If the

sequence a is positive, then its log-convexity implies that the ratios an
an−1

are lower bounds

on the growth rate τ of the sequence3.

In this article, we will only deal with sequences having at most exponential growth. An
additional characterization of the Stieltjes property [80, 42] is available to study problems
on such sequences, and is given in Theorem 2 below (taken from [42, Theorem 6.6]; the

2This is not true for Hamburger moment sequences, as illustrated by the Fibonacci sequence a =
(1, 1, 2, 3, 5, 8, . . .), which satisfies Cassini’s identity an+1an−1 − a2n = (−1)n+1 for all n > 1.

3Actually, Stieltjes moment sequences are infinitely log-convex, [132].
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proof is based on [80, Corollary 1]). To state it, let us recall that a Nevanlinna function,
(sometimes called a Pick function, an R function or a Herglotz function) is a complex
analytic function on the open upper half-plane C+ and has nonnegative imaginary part.
A Nevanlinna function maps C+ into itself, but is not necessarily injective or surjective.

Theorem 2. For a sequence of real numbers a = (an)n>0, and a real number τ > 0, the
following assertions are equivalent:

(a) a is a Stieltjes moment sequence with exponential growth rate at most τ ,

(b) There exists a positive measure ρ on [0, τ ] such that, for each n > 0,

an =

∫ τ

0

xndρ(x),

(c) The analytic continuation of the generating function f(z) =
∑∞

n=0 anz
n of a is a

Nevanlinna function which is analytic and nonnegative on (−∞, 1/τ).

1.5 Contributions and structure of the article

The paper is organized as follows. In Section 2 we begin by recalling a basic but extremely
useful tool, the Stieltjes inversion formula. We review in §2.1 a first proof which is essen-
tially the one given by Stieltjes himself in [120], and then give in §2.2 a second instructive
proof based on a complex analytic approach, using the Hankel contour technique.

In §2.4 we discuss some structural consequences of the inversion formula, ensuring
that algebraic properties of the generating function of moments are nicely (and algorith-
mically!) preserved by the density function. We illustrate this in several ways in §2.5 on
the toy example of the Catalan sequence, and in §2.6 on a first example coming from the
world of pattern-avoiding permutations of length greater than 3.

In Section 3 we study our basic objects, permutations in Sn avoiding the pattern
(12 . . . k), and effectively compute the corresponding density functions. The case k = 3
corresponds to the Catalan sequence, already treated in §2.5. The cases k = 4, 5, 6, 7, 8
are respectively considered in §3.1–3.2; §3.3–3.4; §3.6; §3.8; §3.9.

In Sections §3.5 and §3.7 we show that the density function for the Stieltjes moment se-
quence counting permutations that avoid the pattern (12 . . . k) is closely, but non-trivially,
related to the density attached to the distance traveled by a walk in the plane with k− 1
unit steps in random directions.

In Section 4 we consider the much more challenging (and still unsolved!) case of
permutations avoiding the pattern (1324). We provide compelling numerical evidence
(but not a proof) that the corresponding counting sequence is a Stieltjes sequence. This is
based on extensive enumerations given in [38], in which the first 50 terms of the generating
function are found. Assuming that the sequence can indeed be expressed as a Stieltjes
moment sequence, we numerically construct the density function, and obtain lower bounds
to the growth constant that are better than existing rigorous bounds. By extrapolation,
we make a rather precise conjecture as to the actual growth rate.
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1.6 Related work

Stieltjes moment sequences. A basic tool is the so-called Stieltjes inversion formula,
invented by Stieltjes in his pioneering work [120], see also the references cited in §2. It
has been notably used to study the moment problem in many algebraic cases, that is
for sequences whose generating function is an algebraic function, such as the Catalan
sequence (6), and many variants, see the references cited at the end of §2.4. Various
generalizations of the Catalan numbers are proved to be Stieltjes sequences e.g., in [96,
79, 86, 85, 58, 76, 66, 77, 78] to name just a few, using the inverse Mellin transform (a
tool similar to the Stieltjes inversion) and Meijer G-functions.

At a higher level of complexity lie sequences whose generating function is D-finite but
transcendental (that is, not algebraic). For instance, the sequence n!3 is proved to be
Stieltjes in [69, Eq. (64)], with an explicit density function involving Bessel functions [69,
Eq. (65)]. Various interesting combinatorial sequences arise as binomial sums, and a
natural question is to study if they are Stieltjes or not. For instance, the sequence gn =∑n

k=0

(
2 k
k

)(
n
k

)2
is proved to be Stieltjes in [136, p. 7]. The same paper proves that the

Franel sequence fn =
∑n

k=0

(
n
k

)3
is Hamburger and the paper [77] conjectures that it is

Stieltjes. In the same vein, the famous Apéry sequence An =
∑n

k=0

(
n
k

)2 (n+k
k

)2
has been

conjectured by Sokal to be Stieltjes, and apparently proved to be so in an unpublished
work by Edgar [116]. The sequence gn counts the moments of the distance from the origin
of a 3-step random walk in the plane. More generally, Borwein et al. [20, 21, 22] studied
the densities of uniform n-step random walks with unit steps in the plane, corresponding
to the moment sequence Wn(k) in (21). Among the aforementioned references, these
papers by Borwein are the closest in spirit to the present article: they discover features
of the corresponding densities, like modularity and representations via hypergeometric
functions (for 3 and 4 steps), and perform a precise numerical study of their properties.
The tools used in [20, 21, 22] are again Meijer G-functions and inverse Mellin transforms.
Note that Bessel functions emerge again, see also [7], a fact that we will also pop up in
our article.

Not all combinatorial sequences have D-finite generating functions; at an even higher
level of complexity lie those whose generating function is D-algebraic (i.e., the solu-
tion of a nonlinear differential equation) or whose exponential generating function is
D-algebraic, but non-D-finite. For instance, the Bell sequence (Bn)n>0 defined as
in (5) by

∑
n>0Bnx

n/n! = exp(ex − 1) belongs to this latter class, as do the Euler and
the Springer sequences (En)n>0 and (Sn)n>0 defined by

∑
n>0Enx

n/n! = secx + tanx
and

∑
n>0 Snx

n/n! = 1/(cosx − sinx). The five integer sequences (Bn)n>0, (E2n)n>0,
(E2n+1)n>0, (S2n)n>0 and (S2n+1)n>0 have been proved to be Stieltjes moment sequences [98,
76, 116] and exponential versions of their generating functions are known to be D-
algebraic4. However, the full sequences (En)n>0 and (Sn)n>0 are not Stieltjes moment se-
quences [116]5. A complete picture, classifying combinatorial Stieltjes moment sequences

4To be more precise, the five power series
∑
Bnx

n/n!,
∑
E2nx

2n/(2n)!,
∑
E2n+1x

2n+1/(2n + 1)!,∑
S2nx

2n/(2n)!,
∑
S2n+1x

2n+1/(2n+ 1)! are D-algebraic.
5Interestingly, it is noted in [116] that (Sn)n>0 is a Hamburger moment sequence, but not (En)n>0.
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according to the (differential) transcendental nature of their generating functions is how-
ever still missing.

Longest increasing subsequences. The increasing subsequence problem covers a vast
area, difficult to summarize in just one paragraph. It goes back at least to the 1930s, see
for example [45], and was popularized in a wide-ranging article by Hammersley [60], in
response to a query of Ulam [128]. Such subsequences are studied in many disciplines,
including computer science [70, 124, 103], random matrix theory [39, 104, 6], representa-
tion theory of Sn [110], combinatorics of Young tableaux [70], and physics [64, 92, 127]
and [52, Chap. 10]. A recent book [107] is entirely devoted to the surprising and beautiful
mathematics of the longest increasing subsequences. See also Stanley’s comprehensive
survey [118] of the vast literature on increasing subsequences in permutations.

Counting permutations whose longest increasing subsequences have length less that k
is in close connection with counting permutations avoiding the pattern (12 . . . k). For a
summary of results on this topic, see Kitaev’s book [67, §6.1.3, §6.1.4]. More compre-
hensively, Romik’s book [107] mentioned above. In order to avoid possible confusions,
we stress that counting consecutive patterns in permutations is a related but different
area, in which an occurrence of a consecutive pattern in a permutation corresponds to
a contiguous factor of the permutation. The corresponding generating functions are dif-
ferent from the ones for permutations avoiding the pattern (12 . . . k), and are quite well
understood [67, §5] and [44].

General pattern avoidance. As mentioned before, avoiding the pattern (12 . . . k) cor-
responds to the longest increasing subsequences problem; avoiding more general patterns,
or sets of patterns, is an even vaster topic. Whole books are dedicated to it [67, 19]
and many problems remain widely open, including in cases when the pattern is simple
in appearance. This is already the case for the innocently looking pattern (1324), for
which even the nature of the corresponding generating function remains unknown, as
does the growth of the sequence [65, 37, 16, 38]. Until very recently, it was believed by
some experts that for any pattern, the corresponding generating function for avoiding
permutations would be D-finite. This is known under the name of the Noonan-Zeilberger
conjecture (1996). The conjecture was disproved by Garrabrant and Pak [54, 93] using
tools from complexity/computability theory; their striking result is that there exists a fam-
ily of patterns which each have length 80, such that the corresponding generating function
is not D-finite6. Note that this existential result is not yet complemented by any concrete
example, ideally of a single avoided permutation, such as (1324). We might say that
the current understanding is at a similar level as in (good old) times when the existence
of transcendental numbers was proved, without being able to exhibit a single concrete
transcendental number. Coming back to permutations avoiding the particular pattern
(1324), there are compelling (but still empirical) arguments that the generating function
is not D-finite and that its coefficients grow as (11.60±0.01)n [38], the smallest rigorously
proved interval containing the (exponential) growth constant being (10.27, 13.5) [16].

6See Igor Pak’s very refreshing post “The power of negative thinking, part I. Pattern avoidance”.
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Transformation on sequences Operation on densities

forward shift bn = an+1 ν(x) = xµ(x)

backward shift bn = an−1 ν(x) = (µ(x)− µ(0))/x (requires integrability)

differences bn =
∑(

r

k

)
(−1)kan+k ν(x) = (1− x)r µ(x) (r ∈ Z>0, Γ = [0, 1])

“derivative” bn = nan−1 ν(x) = −w′(x) (plus boundary terms)

“primitive” bn = 1
n+1an+1 ν(x) = −

∫
µ(x) (plus boundary terms)

sum bn = an + un ν(x) = µ(x) + λ(x)

product bn = anun ν(x) =
∫
µ(s)λ(x/s) dss (multiplicative convolution)

dilation bn = arn ν(x) = 1
r µ(x1/r)x−1+1/r (r ∈ Z>2, Γ ⊆ R>0)

Figure 1: The correspondence between basic transformations on sequences and operations on
densities: here an, un, bn are respectively associated with densities µ(x), λ(x), ν(x).

1.7 Closure properties

The class of Stieltjes moment sequences S(Γ) with support Γ is a ring and is closed
under forward and backward shift, under dilation and under division by the sequence
(n+ 1)n>0. There are a few basic transformations on sequences that correspond to simple
operations on densities. For instance, if bn = an+1 is a sequence obtained by forward shift,
then the density associated with bn is x · µ(x); similarly, the backward shift bn = an−1 is
associated with density function (µ(x)−µ(0))/x, but now suitable integrability conditions
of µ at x ∼ 0 are needed. We list a few such correspondences in Fig. 1. We only stress
the formal aspects, give the basic versions, and refrain from stating detailed validity
conditions, as these are obvious consequences of change-of-variables formulae, partial
integration, and similar elementary techniques. Many closure properties are proved by
Bennett in [12, §2].

2 The moment problem and the Stieltjes inversion formula

In what follows, we restrict our attention to combinatorial sequences, that is, we assume
that the coefficients an of the sequence a are nonnegative integers, counting objects of
size n in some fixed combinatorial family. We assume that the generating function f(z) =∑∞

n=0 anz
n has radius of convergence zc ∈ (0,∞), with zc = 1/τ , that f(z) is analytically

continuable to the complex plane slit along [zc,∞), and that f(z) = O(z−1) as z → ∞.
Much of this section applies more generally, but to simplify matters, it is more convenient
to consider this more restricted situation.

Assuming that an is equal to the n-th moment of a probability measure with density µ,
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that is, assuming equation (7) holds, our aim is to solve the Stieltjes moment problem,
that is, to obtain the density µ in terms of the generating function f of a. In other words,
we need to solve the equation that expresses f in terms of µ, namely

f(z) =

∫ τ

0

µ(x)

1− xz
dx. (8)

The basic tool used to solve the moment problem is the Stieltjes inversion formula, in-
vented by Stieltjes in his pioneering work [120, §39, p. 72–75], then popularized in the first
half of the 20th century in influential books by Perron [99, Chap. IV, §32], Stone [122,
Chap. 5], Titchmarsh [126, Chap. XI], Widder [133, Chap. III and VIII], Shohat and
Tamarkin [112] and Wall [131, Chap. XIII, §65]. Various generalizations have been studied
in the second half of the 20th century, see the books by Akhiezer [3, Chap. 3], Chihara [35,
Chap. III], Teschl [125, Chap. 2], and also Masson’s article [82] and Simon’s survey [114].

2.1 Via the Poisson kernel

We follow here the presentation in [90, Lecture 2]. If ρ is a probability measure with
density µ with support Γ ⊆ R, then its Stieltjes transform (or, Cauchy transform) is the
map Gµ : C+ −→ C− defined by

Gµ(z) :=

∫
Γ

µ(x)

z − x
dx,

where C+ and C− denote respectively the upper and the lower half-planes.
It is easy to show that Gµ is analytic on C+, and moreover if the measure ρ is compactly

supported (as assumed from the very beginning in our setting), with a support Γ (in our
case, Γ = [0, τ ]) contained in the interval [−R,R], then

Gµ(z) =
∑
n>0

an
zn+1

, for all |z| > R,

where an =
∫

Γ
xndρ(x) =

∫
Γ
xnµ(x) dx is the n-th moment of ρ. (This follows, after

multiplication by µ(x) followed by integration, from the uniformly convergent expansion
1/(z − x) =

∑
n>0 x

n/zn+1 which holds for all |z| > R > |x|.)
Therefore, Equation (8) simply states: Starting from f , find µ such that

Gµ(z) =
1

z
f

(
1

z

)
. (9)

The Stieltjes inversion formula is an effective way of solving (9), i.e. of recovering the
density µ of the probability measure ρ from its Stieltjes transform Gµ. Denoting

hε(t) := − 1

π
= (Gµ(t+ iε)) , (10)

this formula reads:
µ(t)dt = dρ(t) = lim

ε→0+
hε(t)dt. (11)
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(Here, and below, “=” stands for the operation of taking the imaginary part of a complex
number.) The original proof of Stieltjes is based on the so-called Poisson kernel on the
upper half plane defined by Pε(t) := 1

π
ε

t2+ε2
. First, by definition,

hε(t) = − 1

π
=
(∫

Γ

1

t+ iε− x
dρ(x)

)
= − 1

π
=
(∫

Γ

t− iε− x
(t− x)2 + ε2

dρ(x)

)
hence hε(t) can be expressed as the convolution integral

hε(t) =
1

π

(∫
Γ

ε

(t− x)2 + ε2
dρ(x)

)
=

∫
Γ

Pε(t− x) dρ(x)

and the properties of the Poisson kernel permit one to conclude the proof of (11).
In the important case when Gµ admits a continuous extension to C+ ∪ I, for some

interval I ⊆ R, the Stieltjes inversion formula simply reads:

µ(x) = − 1

π
=
(

lim
ε→0+

(Gµ(x+ iε))

)
, for all x ∈ I. (12)

Putting things together, we conclude that, given a sequence a = (an)n>0 and a prob-
ability density µ(x), the following assertions are equivalent:

• an is the n-th moment of µ, i.e., an =

∫
Γ

xnµ(x) dx, for all n > 0,

• the generating function f(z) =
∑

n>0 an z
n is equal to

∫
Γ

µ(x)

1− xz
dx,

• g(z) =
1

z
f

(
1

z

)
is equal to Gµ(z) =

∫
Γ

µ(x)

z − x
dx,

• µ(x) = − 1

π
lim
ε→0+

= (g(x+ iε)), where g(z) =
∑
n>0

an
zn+1

,

in which case, moreover, the following integral representation holds:

an = − 1

π

∫
Γ

xn lim
ε→0+

=
(

1

x+ iε
f

(
1

x+ iε

))
dx. (13)

2.2 Via the Hankel contour technique

The previous inversion process (13) can also be performed using Cauchy’s coefficient
formula in conjunction with special contours of integration known as Hankel contours.
These contours are classical in complex analysis (e.g., to express the inverse of the Gamma
function in the whole complex plane), in the inversion theory of integral transforms [40],
and more recently in singularity analysis, see [49] and [50, Chap. VI]. Hankel contours
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come very close to the singularities then steer away: by design, they capture essential
asymptotic information contained in the functions’ singularities.

The proof which follows is taken from [27], and does not appear to be published
elsewhere in the rich literature on the moment problem, which is why we reproduce it
here. To start with, Cauchy’s coefficient formula provides an integral representation

an =
1

2 π i

∫
C
f(z)

dz

zn+1
,

where the integration path C should encircle the origin and stay within the domain of
analyticity of f(z). (For instance, any circle of radius < zc is suitable.)

Due to the assumptions made on f(z), we can extend the contour C to be part of
a large circle centered at the origin and with radius R, complemented by a Hankel-like
contour that starts from R − i ε to zc − i ε, then winds around zc to the left, then
continues from zc + i ε to R + i ε. As R → ∞, only the contribution of the Hankel
part H of the contour survives, so that

an =
1

2π i

∫
H
f(z)

dz

zn+1
.

Since f(z) has real Taylor coefficients, it satisfies f(z̄) = f̄(z). This was originally
true for |z| < zc and it survives in the split plane, by analytic continuation. Thus, if we
let ε tend to 0, we obtain in the limit

an =
1

2π i

∫
H

(f−(z) − f+(z))
dz

zn+1
,

where f−(z), f+(z) are the lower and upper limits of f(z) as z → x ∈ R+ from below
and above, respectively. This is a typical process of contour integration, used here in a
semi-classical way. By conjugacy, we also have

f+(z) − f−(z) = 2 i = (f+(x)) ,

since the contributions to the integral from the real part of f cancel out. By denoting

f=(x) = lim
ε→ 0+

=(f(x + i ε)),

we obtain the real integral representation an = − 1

π

∫ ∞
zc

f=(x)
dx

xn+1
.

Then, under the change of variables t = 1/x, one again obtains the Stieltjes inversion
formula (12), under the equivalent form

an = − 1

π

∫ 1/zc

0

tn ·
(

1

t
f=

(1

t

))
dt.
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2.3 Stieltjes inversion formula for non-convergent series

In the case where the series f(z) =
∑∞

n=0 anz
n has radius of convergence 0, we cannot

apply the Stieltjes inversion formula as described, as f(z) only makes sense as a formal
power series, as the sum does not converge except at z = 0. Nonetheless, we mention a
generalization of this method due to Hardy [61], which applies as long as there exists a
constant C > 0 satisfying

an 6 Cn · (2n)! for all n > 0. (14)

The idea is to introduce a new function

F (s) =
∞∑
n=0

an · (−s)n

(2n)!
,

which does converge for small s, and which extends to an analytic function on C \ R+.

One can then prove that Gµ(z) :=
∫

Γ
µ(x)
z−xdx is given by

Gµ(z) =
1

z

∫ ∞
0

e−tF

(
t2

z

)
dt.

Finally the Stieltjes inversion formula can be applied to solve for µ.

2.4 Algebraic and algorithmic consequences of the Stieltjes inversion

An important consequence of the Stieltjes inversion formula is that the properties of (the
generating function of) a sequence of moments are perfectly mirrored by the properties
of the corresponding density function. More precisely, the following holds:

Theorem 3. Assume as before that a = (an)n>0 is the moment sequence of the density

function µ on a bounded domain Γ, i.e., an =

∫
Γ

xnµ(x) dx for all n > 0. If the generating

function f(z) =
∑

n>0 an z
n of a belongs (piecewise) to one of the following classes

(i) algebraic, i.e., root of a polynomial equation P (z, f(z)) = 0, with P ∈ C[x, y],

(ii) D-finite, i.e., solution of a linear ODE with polynomial coefficients,

(iii) D-algebraic, i.e., solution of a nonlinear ODE with polynomial coefficients,

then the same is true for the density function µ.

Moreover, one can effectively compute an (algebraic, resp. differential) equation sat-
isfied by the density function µ starting from an equation for f . Instead of proving the
general statement, we illustrate the proof on an example in the next subsection.
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We expect that this theorem generalizes to some cases where the support is not
bounded, perhaps to all sequences satisfying Hardy’s condition (14). Note that the con-
verse of (ii) holds true [10, 31]. However, this is not the case for (i) and we do not believe
it is the case for (iii).

For instance, concerning the converse of (i), if Γ = [0, 1] and µ(x) = C · 3
√
x (1− x),

where

C =
5
√

3
3
√

2

Γ
(

2
3

)
Γ
(

5
6

)
π

3
2

≈ 1.88682,

then the generating function F (z) of the sequence of moments an =
∫

Γ
xnµ(x)dx,

F (z) =
5

z

(
1− 3
√

1− z 2F1

(
1

3
,
2

3
;

5

3
; z

))
= 1 +

1

2
z +

7

22
z2 +

5

22
z3 +

65

374
z4 +

26

187
z5 + · · ·

is a transcendental function. See [94, 108] for a study of the algebraicity of integrals of
the form

g(z) =
1

2 π i

∫
C
µ(x)

dx

x− z
.

As for the converse of (iii), we do not have a counterexample for which the support Γ
is bounded, but for unbounded support, we have the following counterexample: take
the log-normal distribution µ(x) = exp(− ln(x)2/4)/x, which is clearly D-algebraic. Its
moments over Γ = [0,∞) are equal to an = exp(n2). The generating function f(z) of
(an)n is not D-algebraic, since by a result of Maillet and Mahler [109, Eq. (2)], if f(z) were
D-algebraic, then there would exist two positive constants K and C such that an < K n!C

for all n ∈ N, which is clearly not the case.

Another interesting example is the D-algebraic density µ(x) = 1/
(
2
√
x cosh

(
π
2

√
x
))

,
whose moment sequence en =

∫∞
0
xnµ(x)dx is the sequence (1, 1, 5, 61, 1385, 50521, . . .)

of Euler’s secant numbers (these are precisely the numbers E2n mentioned on page 8).
Although the exponential generating function

∑
n>0 en

z2n

(2n)!
is sec(z) = 1

cos(z)
, hence it is

D-algebraic, the ordinary generating function f(z) =
∑

n>0 enz
n is not D-algebraic [24].

Finally, we give a potential counterexample to (iii) which has bounded support. The
density µ(x) = ln(2 sin(x/2)) on the interval [0, 2π] is clearly D-algebraic. However, the

corresponding moments an =
∫ 2π

0
xn µ(x)dx are polynomials in π whose coefficients are

linear combinations of odd zeta values ζ(2k + 1):

an =
n

2
(2π)n

dn
2
e−1∑
j=0

(−1)j+1

4j
(2j)!

(
n− 1

2j

)
ζ(2j + 3)

π2j+1
.

If the generating series of (an)n were D-algebraic, this would contradict a commonly
accepted number theoretic conjecture saying that the numbers π and ζ(2k + 1) are alge-
braically independent.
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2.5 A basic, yet important example: The Catalan case

Here, we illustrate the above results and procedures on the case of Av(123), the per-
mutations avoiding the pattern (123), which are counted by Catalan numbers Cn =

1
n+1

(
2n
n

)
[113, 73]. Let f(z) be the generating function of the Catalan sequence,

f(z) = 1 + z + 2 z2 + 5 z3 + 14 z4 + 42 z5 + 132 z6 + · · ·

2.5.1 The first way: exploiting algebraicity

It is well-known that f(z) is algebraic, being the root of the polynomial P (x, y) = xy2 −
y + 1. It follows that g(z) = f(1/z)/z is also algebraic, to be precise, it is a root of
K(z, y) = 1− zy + zy2.

Assume that Cn is the n-th moment of a probability measure with density µ(x), so
that

Cn =

∫
Γ

xn µ(x) dx, for all n > 0.

As the exponential growth rate of Cn is τ = 4, one may further assume the support of µ
is Γ = [0, 4]. By the Stieltjes inversion formula, one has

µ(x) = −ψ(x)

π
, where ψ(x) = lim

y→0+
=
(
g(x+ iy)

)
.

In this particular case, one can solve P by radicals, and obtain directly that f(z) =
1−
√

1−4 z
2z

and that µ(x) = 1
2π

√
4−x
x
. We explain now a method that works more generally

in the case when P cannot be solved by radicals. It yields, by a resultant computation, a
polynomial equation satisfied by the density µ.

Writing g(x+iy) as A(x, y)+iB(x, y), where A and B are real functions, and denoting
by ϕ(x) and ψ(x) the limits in y = 0+ of A and of B, we deduce

0 = K(z, g(z)) = K(x+ iy, A(x, y) + iB(x, y))

and taking the limit y → 0+ yields K(x, ϕ(x) + iψ(x)) = 0. We thus have

1 − x · (ϕ(x) + i ψ(x)) + x · (ϕ(x) + i ψ(x))2 = 0

and by identification of real and imaginary parts, ϕ and φ satisfy

1 − xϕ(x) + x · (ϕ(x)2 − ψ(x)2) = 0, −xψ(x) + 2 xϕ(x)ψ(x) = 0. (15)

In particular, ϕ(x) and of ψ(x) are algebraic; moreover, ψ(x) is a root of the resultant

Resu(1− xu+ x · (u2 − v2), −xv + 2xuv) = x2v2 (4 (1− xv2) − x).

As µ(x) is nonnegative, the conclusion is that

µ(x) = − 1

π
ψ(x) =

1

2π

√
4− x
x

.
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In other words, the previous procedure finds that

Cn =
1

2π

∫ 4

0

xn
√

4− x
x

dx. (16)

Remark. Once deduced, this kind of equality can be proved algorithmically by the
method of creative telescoping, see e.g., [5, 71, 25]; in our case, this method finds and

proves that the integrand U(n, x) = xn
√

4−x
x

is a solution of the telescopic equation

(n+ 2)U(n+ 1, x) − (4n+ 2)U(n, x) = ∂x

(
x (x− 4)U(n, x)

)
.

Integrating the last equality w.r.t. x between 0 and 4 implies a linear recurrence satisfied
by fn =

∫ 4

0
U(n, x) dx:

(n+ 2) fn+1 − (4n+ 2) fn = 0.

Since f0 = 1
2π

∫ 4

0

√
4−x
x

= 1 = C0, the sequence fn/(2π) satisfies the same recurrence,

and the same initial conditions, as the sequence (Cn). Therefore, they coincide, and this
proves (16).

Remark. Note that the Stieltjes inversion formula has allowed us to recover and to prove
algorithmically the Marchenko-Pastur (or, free Poisson) density, arising in connection with
the famous Wigner semicircle law in free probability and in random matrix theory [129,
130]! The same approach allows one to prove that, for any s > 2, the Fuss-Catalan
numbers 1

(s−1)n+1

(
sn
n

)
admit a moment representation over the interval [0, ss/(s − 1)s−1],

where the density function is a positive algebraic function of degree at most s(s−1)/2 [27],
see also [97, 84, 9, 79, 86, 87, 88, 89] for related results and generalizations; these can
be obtained using the Stieltjes inversion formula. In all these references, the generating
functions and the corresponding densities are algebraic functions.

Remark. Catalan numbers count Dyck paths (among many other combinatorial ob-
jects). More generally, the previous method works mutatis mutandis for sequences that
count lattice paths in the quarter plane whose stepset is contained in a half-plane. The
generating function of such walks is known to be algebraic [8], hence the associated mea-
sure is algebraic as well. However, the support is generally not contained in [0,∞),
therefore the counting sequences are only Hamburger, and not Stieltjes, moment se-
quences. The simplest example is that of Motzkin paths, whose generating function
is 1−x−

√
1−2x−3x2

2x2
= 1 + x + 2x2 + 4x3 + 9x4 + 21x5 + 51x6 + · · · . The corresponding

measure is µ(x) = 1
2π

√
(3− x)(1 + x) for the support Γ = [−1, 3]. The principal minor

∆n
0 (a) is equal to 1 for all n but ∆n

0 (a) is 1, 0,−1,−1, 0, 1 for n = 1, . . . , 6, repeating
modulo 6 thereafter [2, Prop. 2], thus confirming that the Motzkin sequence is not Stielt-
jes, but only Hamburger. An alternative way of seeing this is via Flajolet’s combinatorial
continued fractions [48]. Indeed, the generating series for Motzkin paths has a Jacobi
continued fraction [48, Prop. 5] instead of a Stieltjes continued fraction as required for
a Stieltjes moment sequence by part (d) of Theorem 1. Some more examples are given
in Appendix E.
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2.5.2 The second way: exploiting D-finiteness

We can use the D-finiteness of the generating function f(z) =
∑

n>0Cnz
n rather than its

algebraicity. We give here the argument, since it will be used in the subsequent sections for
other D-finite (but transcendental) generating functions. Recall that from the recurrence
relation

(n+ 2)Cn+1 − (4n+ 2)Cn = 0, for all n > 0,

the generating function f(z) is D-finite and it satisfies the linear differential equation

z(4z − 1) f ′(z) + (2z − 1) f(z) + 1 = 0.

It follows that g(z) = f(1/z)/z is also D-finite, and satisfies the differential equation:

z (z − 4) g′(z)− 2 g (z) + 1 = 0.

Recall that by the Stieltjes inversion formula, one has

µ(x) = −ψ(x)

π
, where ψ(x) = lim

y→0+
=
(
g(x+ iy)

)
.

It follows, by taking the limit at y → 0+, by taking the imaginary part, and by linearity,
that ψ(x), and thus also the density µ(x), satisfy the homogeneous part of the previous
differential equation, that is:

x (x− 4) µ′ (x)− 2µ (x) = 0. (17)

Therefore, µ(x) is equal, up to a multiplicative constant λ, to
√

4−x
x

. The constant λ can

be determined using 1 = C0 =
∫ 4

0
µ(x)dx = λ

∫ 4

0

√
4−x
x
dx = 2π λ. In conclusion,

µ(x) =
1

2π

√
4− x
x

.

The third way. There is an alternative way to find µ(x), without using the Stieltjes
inversion formula. The method is also algorithmic, close to the one presented in [31].

The starting point is, once again, that the generating function f(t) =
∑

n>0Cnt
n of

the Catalan numbers satisfies a linear differential equation,

t (4t− 1) f ′(t) + (2t− 1) f(t) + 1 = 0.

Write Cn =
∫ 4

0
xn µ(x) dx. Then, summation and differentiation imply that

f(t) =

∫ 4

0

1

1− xt
µ(x) dx, f ′(t) =

∫ 4

0

x

(1− xt)2
µ(x) dx.
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Since 1 = C0 =
∫ 4

0
µ(x) dx, the differential equation for f becomes∫ 4

0

(
t (4t− 1)x

(1− xt)2
+

2t− 1

1− xt
+ 1

)
µ(x) dx = 0,

which is, after dividing through by t and reducing the pole order by Hermite reduction,∫ 4

0

(
2(1− x)

1− xt
+

(
1

1− xt

)′
x (4− x)

)
µ(x) dx = 0.

Next, we integrate by parts, to reduce the derivative (1/(1− xt))′ to 1/(1− xt):

0 =

[
1

1− xt
x (4− x)µ(x)

]4

0

+

∫ 4

0

2 (1− x)

1− xt
µ(x) − 1

1− xt

(
x (4− x)µ(x)

)′
= 0 +

∫ 4

0

−2µ(x) − (4x− x2)µ′(x)

1− xt
dx.

This provides an alternative proof for the differential equation (17), and the rest of the ar-
gument is similar. In the next subsection we give a more complex example, corresponding
to pattern-avoiding permutations, which form the main objects studied in this article.

2.6 Av(1342)

The generating function of the sequence counting permutations of length n that avoid the
pattern 1342 (https://oeis.org/A022558), starting

1 + x+ 2x2 + 6x3 + 23x4 + 103x5 + 512x6 + 2740x7 + 15485x8 + . . . ,

is algebraic and is equal [18] to:

f(x) =
(1− 8x)3/2

2 (1 + x)3
+

1 + 20x− 8x2

2 (1 + x)3
. (18)

Making the substitution x → 1
x

in f(x) and multiplying by − 1
πx

yields

− 1

πx
f

(
1

x

)
=

(x− 8)3/2
√
x

2π (1 + x)3
+
x2 + 20x− 8

2π (1 + x)3
.

Since the imaginary part of the rational function is zero, the imaginary part of the first
term is the density function. That is to say, the corresponding density is

µ(x) =
(8− x)

3
2
√
x

2π(1 + x)3
.

We plot µ(x) in Fig. 2, as well as the numerically constructed density function. To
construct the density function numerically, we make a polynomial approximation µ(x) ≈

the electronic journal of combinatorics 27(4) (2020), #P4.20 19

https://oeis.org/A022558


2 4 6 8

0.2

0.4

0.6

0.8

Figure 2: The density function for Av(1342) constructed numerically, and a plot of the
exact expression.

P (x) over the known range x ∈ [0, 8] with the property that the polynomial reproduces
the initial moments of the density function – that is, just the coefficients of the sequence
Av(1342), – constrained by P (8) = P ′(8) = 0, see §4.1 for details. Graphically the two
curves are indistinguishable. In Fig. 3, we display the ratio between these two curves,
which shows that the approximation is very good in the bulk of the distribution, but that
it becomes less accurate as a ratio as the density approaches 0.

3 Increasing Av(123 · · · (k + 1)) sequences

We apply the approach from the previous section, notably the Stieltjes inversion formula,
to the explicit study of densities emerging from the classical “increasing subsequence
problem”, or equivalently, from the study of permutations that avoid an increasing pattern
of the form (123 · · · (k + 1)).

Later, in Section 4, we address one of the most interesting unsolved problems in the
area of pattern-avoiding permutations, that of enumerating permutations avoiding the
pattern (1324), by using a purely numerical approach to the Stieltjes inversion.

Let π denote a permutation of {1, . . . , n}. An increasing subsequence is a sequence
i1 < i2 < · · · < ik such that π(i1) < π(i2) < . . . < π(ik). Let fnk denote the number of
permutations π with longest increasing subsequence7 of length at most k.

The number fnk is clearly identical to the number of permutations of {1, . . . , n}
7Note that fnk is denoted uk(n) by Gessel [55, p. 280] and Stanley [118, p. 11], and Tk(n) by Bergeron

and Gascon [15].
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Figure 3: The ratio of the density function for Av(1342) constructed numerically over the
exact expression.

that avoid the pattern (123 . . . (k + 1)); the set of these permutations is denoted by
Avn(123 . . . (k + 1)), or simply by Av(123 . . . (k + 1)), when the size n is implicit.

In random matrix theory, a classical result of Diaconis and Shashahani [39] states that,
if U(k) represents the group of complex unitary matrices of size k, then

EM∈U(k)

(
|Tr(M)|2n

)
= n! for n 6 k.

Note that, in this context, the expectations are taken with respect to the Haar measure
E(f) :=

∫
M∈U(k)

f(M)dM , where
∫

is the Haar integral.

This result was extended to the case n > k by Rains [104], who proved that

EM∈U(k)

(
|Tr(M)|2n

)
= fnk. (19)

From Rains’s result, we can deduce that for any k, the counting sequence (fnk)n∈N of
Av(123 . . . k+ 1) is a Stieltjes moment sequence. To see this, let X be a random variable
with the same distribution as |Tr(M)2|M∈U(k). Clearly X is supported on the subset
[0, k2] of R>0; indeed, for a k × k unitary matrix M , 0 6 |Tr(M)|2 6 k2, as each entry
of the matrix has modulus 1. Rains’s result implies that fnk is equal to the n-th moment
E(Xn) of the distribution of X. Hence (fnk)n∈N is a Stieltjes moment sequence for any k.
Moreover, the corresponding density function, that we will denote by µk(x), is precisely
the density function of |Tr(M)2|M∈U(k)

8.

8Regev proved in [105] that, for any fixed n, the cardinality fnk of Avn(123 . . . k+ 1) grows asymptot-

ically like cn,k k
2n n

1−k2

2 for some positive constant cn,k > 0, which in conjunction with Theorem 2 yields
another proof that the support of µk(x) is [0, k2].
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Equality (19) yields the following multiple integral representation for fnk:

fnk =
1

(2π)k k!

∫
[0,2π]k

|eiθ1 + · · ·+ eiθk |2n
∏

16p<q6k

|eiθp − eiθq |2 dθ1 . . . dθk. (20)

In particular, the generating function for Av(123 . . . (k+1)) is D-finite, a result proved
on the level of exponential generating functions and without using (20) by Gessel [55,
p. 280]9. Moreover, Bergeron and Gascon [15] explicitly computed the differential equa-
tions corresponding to the exponential generating functions for k 6 11 (solving earlier
conjectures made in [14]). Therefore, the results from the previous section imply that, for
any k, the corresponding density µk(x) is also a D-finite function.

In subsequent subsections we explicitly find this density. In the simple case k = 2,
this corresponds to the Catalan numbers, already treated in §2.5. For k = 3, 4 we
calculate the density function µk(x) in terms of (pullbacks of) a rather special subset of

2F1 hypergeometric functions corresponding to classical modular forms.
Note the formal resemblance of (20) with the multiple integral

Wk(n) =
1

(2π)k

∫
[0,2π]k

|eiθ1 + · · ·+ eiθk |2n dθ1 . . . dθk. (21)

which occurs in the theory of uniform random walk integrals in the plane, where at each
step a unit step is taken in a random direction [20, 21, 22]. The integral (21) expresses
the n-th moment of the distance to the origin after n steps. Of particular interest is
the evaluation Wn(1), which is equal to the expected distance after n steps. We will
actually see that there is a nontrivial link between the generating functions of fnk and of
Wk(n), mirrored by an equally nontrivial link between the corresponding densities µk(x)
and pk(x).

The relationship between classical modular forms and some particular 2F1 hypergeo-
metric functions is discussed in a number of places in the literature (see for example [121],
[81], [135]). One of the simplest illustrations of this intriguing relation can be seen in the
identity [135, Eq. (74)]

E4(q) = 2F1

(
1

12
,

5

12
; 1;

1728

j(q)

)4

, (22)

where E4(q) = 1 + 240 q+ 2160 q2 + · · · denotes the weight-four classical Eisenstein series,
and where j(q) = q−1 + 744 + 196884 q+ 21493760 q2 + · · · is the j-invariant (of an elliptic
curve). In our examples, the Hauptmodul 1728/j will be a rational function H(x) of a
variable x.

Modular forms (such as E4) satisfy infinite order symmetries corresponding to the
modular equations (see §3.2, or Appendix B and Appendix D). The pulled-back hyper-
geometric functions representing the classical modular forms10 (like 2F1

(
1
12
, 5

12
; 1;H(x)

)
)

9Note that an integral identity due to Heine allows to prove, via the exponential generating function∑
n

fnk

n! t
n that (20) is equivalent to Gessel’s result, see [64, p. 63–65] and [6, p. 1122–1123].

10Only a restricted finite set of 2F1 hypergeometric functions of the form 2F1(a, b; 1;H(x)) will yield
nomes corresponding to integer series.
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are annihilated by order-two linear differential operators. The corresponding nome q(x)
(explicitly, the exponential of the ratio of two solutions of the order-two operator) is a
globally bounded series, i.e., it can be recast into a series with integer coefficients after a
rescaling x→ N x.

The emergence of classical modular forms (closely associated with elliptic curves) in
the density functions of Av(1234) and Av(12345) discussed below (§3.1 and §3.3), is
a hint that the general Av(123 . . . (k + 1)) series could be related to integrable theory,
an observation which is in agreement with the relation with random matrix problems,
discussed above.

For k = 5, 6, 7, we construct explicitly a (k − 1)-th order linear ODE for the density
function µk(x) for Av(123 . . . (k+1)), and comment on its properties (§3.6, §3.8 and §3.9).
These examples clearly demonstrate the procedure for the cases k > 8.

3.1 Av(1234)

The sequence Av(1234) admits nice closed forms ([55, p. 281], [118, p. 12]),

fn3 =
n∑
k=0

(
2 k
k

)(
n+1
k+1

)(
n+2
k+1

)
(n+ 1)2 (n+ 2)

= 2
n∑
k=0

(
2 k
k

)(
n
k

)2
(3 k2 − 2 kn+ 2 k − n+ 1)

(k + 1)2 (k + 2) (n+ 1− k)
.

Its generating function F3(x) starts11

F3(x) = 1 + x + 2x2 + 6x3 + 23x4 + 103x5 + 513x6 + 2761x7 + · · · (23)

and is a solution of an order-three operator L3 = L1 ⊕ L2 which is the direct sum12 of
an order-one operator L1 with a simple rational solution R(x) and an order-two linear
differential operator L2 (recall that Dx denotes the derivation d/dx):

L2 = D2
x +

5 − 27x

(1 − 9x) x
Dx +

9x2 − 9x+ 4

x2 (1 − 9x) (1 − x)
, (24)

which can be shown to admit, as in [23], a pulled-back 2F1 hypergeometric function H(x)
as solution. Consequently, in a neighborhood of x = 0, the series (23) can be written as
the sum F3(x) = f1 := R(x) + H(x), where:

R(x) =
1 + 5x

6x2
, (25)

H(x) = − (1 − x)1/4 (1 − 9x)3/4

6x2 2F1

(
− 1

4
,

3

4
; 1;

− 64x

(1 − x) (1 − 9x)3

)
. (26)

Note that the pulled-back 2F1 hypergeometric H(x) is not a Taylor series but a Laurent
series. The Taylor series with positive integer coefficients (23) amounts to getting rid of

11See https://oeis.org/A005802 (On-line Encyclopedia of Integer Sequences).
12The least common left multiple, LCLM in Maple’s package DEtools.
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the poles of the Laurent series for H(x). Note that the pulled-back 2F1 hypergeometric
H(x) can also be rewritten using the identity

2F1

(
−1

4
,

3

4
; 1; x

)
(27)

= (1 − 3x) 2F1

(
3

4
,

3

4
; 1; x

)
+ 4x (1 − x)

d

dx

(
2F1

(
3

4
,

3

4
; 1; x

))
,

as an order-one linear differential operator acting on a classical modular form since the

2F1 pulled-back hypergeometric function 2F1

(
3
4
, 3

4
; 1; x

)
is actually a classical modular

form, see (B.1) in [1, Appendix B] and Theorem 3 in [106], see also §3.2. Equation (70)
in Appendix B also underlies a x ↔ 1

9x
involutive symmetry for the pulled-back hyper-

geometric function H(x) and thus also for the Av(1234) series (23).

3.2 Density of Av(1234): Piecewise analysis

We recall that, for the sequence fn3 for Av(1234), the growth rate is 9 [55, p. 280–281].
The general theory previously displayed tells us that the density can be obtained

from formula (10), no matter whether the series we consider is an algebraic series, a
D-finite series (as in this case Av(1234)), a differentially algebraic series, or a not-even-
differentially algebraic series. Let us rewrite the Stieltjes inversion formula (10) giving
the density as:

µ3(y) = − 1

π
=(θ(y)) where: θ(y) =

1

y
F3

(1

y

)
. (28)

3.2.1 Naive approach

In the case of the Av(1234) series (23), the function θ(y) is the sum of 1/y · R(1/y) and
1/y · H(1/y), which reads:

θ(y) =
y + 5

6
− (y − 1)

1
4 (y − 9)

3
4

6
2F1

(
−1

4
,

3

4
; 1; − 64 y3

(y − 1) (y − 9)3

)
. (29)

Since the imaginary part of a polynomial (such as y+5
6

) evaluated at real values is zero, it
is clear that finding the imaginary part of (29) gives just the imaginary part of the pulled-
back 2F1 hypergeometric function 1/y · H(1/y). However evaluating the imaginary part
of a pulled-back 2F1 hypergeometric is not straightforward. This compels us to examine
the function as a piecewise function.

The density µ3(y) is defined on the interval [0, 9]. We first note that the pullback in
the pulled-back 2F1 hypergeometric function in (29), is small when y is small. Since we
are dealing with 2F1 hypergeometric functions we need to know, for y ∈ [0, 9] when the

pullback H = − 64 y3

(y−1) (y−9)3
satisfies H ∈ (−∞, 0] or H ∈ [0, 1] or H ∈ [1, ∞). This

leads one to introduce the following intervals inside [0, 9]: [0, 1], [1, r], [r, 9], where r is
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the algebraic number r = 6
√

3− 9 = 1.39230485 . . . , and is a solution of the quadratic
equation y2 + 18 y − 27 = 0 corresponding to H = 1.

The detailed piecewise analysis of this function and its imaginary part is given in
Appendix A. The conclusion of this naive approach is that we find an expression which
is the correct density, but divided by a factor of 3.

3.2.2 The magic of modularity

Actually, the origin of the factor 3 comes from the modular equation (73). More precisely,
the following identity H(x) = H2(x) holds:

− (1 − x)1/4 (1 − 9x)3/4

6x2 2F1

(
− 1

4
,

3

4
; 1;

− 64x

(1 − x) (1 − 9x)3

)
= −(1− 9x)1/4 (1 + 3x)2

6 (1− x)5/4 x2 2F1

(
− 1

4
,

3

4
; 1;

− 64x3

(1 − x)3 (1 − 9x)

)
+

32x3 (1− 6x− 3x2)

27
2F1

(
− 3

4
,

7

4
; 1;

− 64x3

(1 − x)3 (1 − 9x)

)
, (30)

where H2 is the right-hand side of (30).
This expresses the fact that the principal part of the generating function of Av(1234)

corresponds to an order-one differential operator acting on a classical modular form.
Let us introduce G(y) := 1

y
H(1/y) and G2(y) := 1

y
H2(1/y). Naively, one could imagine

that G(y) and G2(y) are equal for small y and possibly in some interval like [0, 9]. In
fact, this is not true: their series expansions around y = 0 satisfy 3G(y) = G2(y). In the
Stieltjes inversion formula, the density candidate gets multiplied by a factor of 3. Thus,
the corresponding density becomes the correct one.

3.2.3 Less naive approach

Again, we need to perform a piecewise analysis of the slightly more complicated expression
H2(y), as we did withH(y) in Appendix A. Not surprisingly, after performing this analysis,
one gets the correct density. In Appendix C we sketch some arguments showing that this
alternative expression H2(y) behaves, as expected, better than the simpler one using
H(y). In Fig. 4 we plot this correct density function, as well as plotting the density
function, numerically constructed as described in Sec. 4.1. Again, they are graphically
indistinguishable.

3.3 Av(12345)

The positive integer coefficient series F4(x) for Av(12345) reads13:

1 + x + 2x2 + 6x3 + 24x4 + 119x5 + 694x6 + 4582x7 + 33324x8 + · · · (31)

13See https://oeis.org/A047889.
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Figure 4: The density function µ3(x) for Av(1234) constructed numerically by a histogram
(orange bars) and the plot created from the exact expression (blue curve). The plot also
contains a polynomial approximation (red curve), but this is perfectly covered by the
exact plot.

It is a solution of an order-four linear differential operator L4 = L1 ⊕ L3 which is the
direct sum of an order-one linear differential operator L1 with a simple rational solution
R(x) = 18x2+10x+1

12x3
and an order-three linear differential operator L3

L3 = D3
x +

(448x2 − 182x+ 13)

x (1 − 16x) (1 − 4x)
D2
x

+
4 (160x2 − 87x+ 11)

x2 (1 − 16x) (1 − 4x)
Dx +

4 (32x2 − 20x+ 9)

(1 − 16x) (1 − 4x) x3
, (32)

which can be seen, using van Hoeij’s algorithm in [62]14, to be homomorphic (with order-
two intertwiners) to the symmetric square of an order-two linear differential operator:

U2 = D2
x +

2 (32x − 5)

(1 − 16x) (1 − 4x)
Dx +

1 − 8x

4 (1 − 16x) (1 − 4x) x2
, (33)

which has a classical modular form solution that can be written as a pulled-back hyperge-
ometric function. In Appendix D we show that this pulled-back hypergeometric function
is a classical modular form. Appendix D also underlines another involutive symmetry
x ↔ 1

64x
on this new classical modular form and thus on the Av(12345) series (31).

14The implementation of this algorithm (ReduceOrder) is available at https://www.math.fsu.edu/

~hoeij/files/ReduceOrder/ReduceOrder
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Introducing F(x) = H(x)2, the square of this classical modular form

F(x) = x (1 − 16x)−1/3 (1 + 2x)−2/3

× 2F1

(
1

6
,

2

3
; 1; − 108x2

(1 − 16x) (1 + 2 x)2

)2

, (34)

one finds that the series F4(x) for Av(12345) can be written as the sum of the rational
function R(x) (the solution of L1) and an order-two linear differential operator acting
on F(x) given by (34). Thus, the Av(12345) series (31) is actually the expansion of

−(4x− 1) (16x− 1) (1376x2 + 590x− 1)

864x3

d2F(x)

dx2

−(63488x4 + 10304x3 + 396x2 − 344x+ 1)

864x4

dF(x)

dx
(35)

−(2176x3 − 3372x2 + 420x− 1)

864x5
F(x) +

18x2 + 10x+ 1

12 x3
.

Alternatively, L3 can also be seen as being homomorphic (with order-two intertwiners)
to the symmetric square of another order two linear differential operator, with a pulled-
back hypergeometric solution:

2F1

(
1

6
,

1

3
; 1;

108x2

(1 − 4x)3

)
,

which emerges in the study of Domb numbers (counting 2n-step polygons on the diamond
lattice, and also the moments of a 4-step random walk in two dimensions, cf. https:

//oeis.org/A002895). In other words, the following identity holds:

(1− 4x)
1
2

2F1

(
1

6
,

2

3
; 1;

−108x2

(1 − 16x) (1 + 2x)2

)
= (1− 16x)

1
6 (1 + 2 x)

1
3

2F1

(
1

6
,

1

3
; 1;

108x2

(1 − 4x)3

)
. (36)

As we will see in the next subsection, the relation between the generating func-
tion F4(x) of Av(12345) and the Domb generating function is not fortuitous: it mirrors
what happens on the level of the density functions, namely that the density function µ4(x)
corresponding to Av(12345) is intimately related to the density function p4(x) of the dis-
tance travelled in 4 steps by a uniform random walk in the plane [21].

3.4 Density of Av(12345)

The Av(12345) density function µ4(x) is also the probability density function of the
squared norm of the trace of a random 4 by 4 unitary matrix. We recall that the support
of the measure is [0, 16]. The sequence (31) is a Stieltjes sequence, the density being
given by the general formula (28). Again one has to change x → 1/x in (35) and take
the imaginary part of the slightly involved hypergeometric result.
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As far as finding the density µ4(x) is concerned (before undertaking the delicate piece-
wise analysis of taking the imaginary part) one finds, using (35) and Stieltjes inversion
formula, that

θ(x) =
1

x

(
F4

(
1

x

)
− 1

12

(
x2 + 10x+ 18

)
x

)
is equal to

θ(x) = x2 (4− x) (16− x) (x2 − 590x− 1376)
d2M(x)

dx2

+x (3x4 − 1564x3 + 21372x2 − 10176x− 112640)
dM(x)

dx
+x

(
x3 − 420x2 + 3372x− 2176

)
M(x), (37)

where:

M(x) = (16 − x)−1/3 (2 + x)−2/3
2F1

(
1

6
,

2

3
; 1;

108x

(16 − x) (2 + x)2

)2

.

In this case the support of the measure µ4(x) is [0, 16] and the piecewise analysis will
need to consider the intervals [0, 4] and [4, 16]. The value 4 corresponds to the pullback

108 y
(16− y) (2 + y)2

being equal to 1. We will not pursue these calculations in detail here, as

they are similar to those in the previous section for Av(1234). We simply show in Fig. 5 a
plot of the density function µ4(x) for Av(12345) obtained numerically, using the approach
described in §4.1.

The linear differential operator annihilating the density µ4(x) is easily obtained from
the pullback of the order-three operator L3 in (32). It reads15:

(x− 4) (x− 16) x2D3
x − 2x

(
2x2 − x− 64

)
D2
x + 10x (x+ 2)Dx − 12 (x− 2).

Similarly, µ4(x2) is a solution of the linear differential operator(
x2 − 4

) (
x2 − 16

)
x2D3

x −
(
11x4 − 64x2 − 64

)
xD2

x

+
(
51x4 + 16x2 − 64

)
Dx − 96x

(
x2 + 2

)
. (38)

3.5 Relation between densities of Av(12345) and of 4-steps uniform random
walks

An unexpectedly simple relation connects the density µ4(x) for Av(12345) and the density
p4(x) of short uniform random walks studied in [21].

Recall that p4(x) denotes the density function of the distance travelled in 4 steps by
a uniform random walk in Z2 that starts at (0, 0) and consists of unit steps, each step

15Note that, starting from this operator, and from the initial conditions that uniquely specify the
density in the space of its solutions, Mezzarobba’s algorithms [83] could in principle obtain (numerically)
this density, by effective (numerical) analytic continuation.
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Figure 5: The density function µ4(x) for Av(12345) constructed numerically by a his-
togram (orange bars) and the polynomial approximation (red line).

being taken into a uniformly random direction. In [21, Thm. 4.7] it was shown that for
x ∈ (2, 4),

p4(x) =
2

π2

√
4− x2

x
3F2

(
1

2
,

1

2
,

1

2
; ,

5

6
,

7

6
;

(16− x2)3

108x4

)
,

which satisfies the order-3 operator [21, Eq. (2.7)]

A4 =
(
x2 − 4

) (
x2 − 16

)
x3D3

x + 6x4
(
x2 − 10

)
D2
x + x

(
7x4 − 32x2 + 64

)
Dx +

(
x4 − 64

)
.

Interestingly, the operator (38) satisfied by µ(x2) is gauge equivalent (homomorphic)
with A4, with a nontrivial order-2 intertwiner

x (x+ 4) (x− 2) (x+ 2) (x− 4)
(
x4 − 590x2 − 1376

)
D2
x

+
(
3x8 − 1298x6 + 11280x4 + 10368x2 + 38912

)
Dx

+
x8 − 382x6 + 2208x4 − 19072x2 − 38912

x
. (39)

This shows that the density p4(x) and our density µ4(x2), both with support [0, 4], are
actually differentially related in a non-trivial way. More precisely, the operator (39)
sends p4(x) to a solution of the operator (38) satisfied by µ4(x2). Conversely, µ4(x2) is
mapped by a similar order-2 operator to a solution of the operator satisfied by p4(x).

We can push a bit further the analysis made in [21]. The operator A4 annihilating
p4(x) is the symmetric square of

4
(
x2 − 4

) (
x2 − 16

)
x2D2

x + 8x3
(
x2 − 10

)
Dx + (x4 − 12x2 + 64),
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which has a basis of solutions {y1(x) = A(x)H1(x), y2(x) = A(x)H2(x)} with

H1(x) = 2F1

(
1

6
,

2

3
; 1; φ(x)

)
, H2(x) = 2F1

(
1

6
,

2

3
;

5

6
; 1− φ(x)

)
,

where

A(x) =

(
x3

(x2 + 2)2 (16− x2)

) 1
6

and φ(x) =
108x2

(16− x2) (x2 + 2)2 .

Thus, p4(x) is equal to c1 y1(x)2 + c2 y2(x)2 + c3 y1(x) y2(x), where

c1 =

√
6

2π
, c2 =

2

3

6
√

2π
(
i−
√

3
)

Γ (2/3)6 , c3 = −2 i

3

25/6
√

3

Γ (2/3)3 .

Similarly, an explicit differential expression of order 2 in µ4(x2) could also be written as
a linear combination with constant coefficients of y2

1, y
2
2 and y1 y2.

3.6 Av(123456): order-four operator homomorphic to its adjoint

The positive integer coefficient series F5(x) for Av(123456) reads16:

1 + x + 2x2 + 6x3 + 24x4 + 120x5 + 719x6 + 5003x7 + 39429x8 + · · · . (40)

It is a solution of an order-five linear differential operator L5 = L1 ⊕ L4 which is the
direct sum of an order-one operator L1 with a simple rational solution R(x)

R(x) =
1 + 17x + 71x2 + 63x3

20 x4 , (41)

and an order-four linear differential operator L4. This is

L4 = (x− 1) (9x− 1) (25x− 1)x4D4
x + 2x3(1350x3 − 1865x2 + 336x− 13)D3

x

+x2(8550x3 − 14241x2 + 3650x− 215)D2
x + x(7200x3 − 14643x2 + 5708x− 649)Dx

+(900x3 − 2325x2 + 1225x− 576). (42)

The linear differential operator annihilating the corresponding density µ5(x) can easily
be obtained from the pullback of the order-four operator (42). Since we do not have
any closed exact formula for its solutions17 we cannot perform the kind of piecewise
analysis we performed previously. Mezzarobba’s algorithms [83] could in principle obtain
(numerically) this density, by effective (numerical) analytic continuation.

The order-four operator L4 is MUM (“maximal unipotent monodromy”) and is non-
trivially homomorphic to its adjoint with an order-two intertwiner. Its exterior square has
a rational solution of the form P (x)/(301x11), where P (x) is a polynomial with integer

16See https://oeis.org/A047890.
17No 4F3 expressions, no reduction to one variable of an Appel-Lauricella function.
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coefficients. The differential Galois group of the order-four operator L4 is thus Sp(4, C),
or a special subgroup of it [28]18.

Remark. A priori, we cannot exclude the fact that L4 could be homomorphic to the
symmetric cube of a second-order linear differential operator, or to a symmetric product
of two second-order operators. Furthermore, it could also be, in principle, that these
second-order operators admit classical modular forms as solutions (pullbacks of special

2F1 hypergeometric functions). However, these options can both be excluded by using
some results from differential Galois theory [115], specifically from [100, Prop. 7, p. 50] for
the symmetric cube case, and from [100, Prop. 10, p. 69] for the symmetric product case,
see also [62, §3]. Indeed, if L4 were either a symmetric cube or a symmetric product of
order-two operators, then its symmetric square would contain a (direct) factor of order 3
or 1. This is ruled out by a factorization procedure which shows that the symmetric
square of L4 is (LCLM-)irreducible.

Still, we cannot exclude the fact that the solutions of L4 (and in particular the gen-
erating function for Av(123456), minus the rational part (41)) could be written as an
algebraic pullback of a 4F3 hypergeometric function.

We show in Fig. 6 a plot of the density function µ5(x) for Av(123456) obtained numer-
ically, using the approaches described in §4.1. For k > 6 we find that our approximations
are visually indistinguishable from the graph of e−x, so we do not display these plots
separately.

0 2 4 6 8 10
0.0

0.2

0.4

0.6

0.8

1.0

Figure 6: The density function µ5(x) for Av(123456) constructed numerically by a his-
togram (orange bars) and the polynomial approximation (red line).

18Note that in contrast to the two previous cases, where intriguing involutions occur, we do not have
a homomorphism between the order-four linear differential operator L4 and its pulled-back operator by
an involution x ↔ A/x.
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3.7 Relation between densities of Av(123456) and of 5-steps uniform random
walks

An unexpectedly simple relation connects the density µ5(x) for Av(123456) and the den-
sity p5(x) of short uniform random walks studied in [21].

Recall that p5(x) denotes the density function of the distance travelled in 5 steps by
a uniform random walk in Z2 that starts at (0, 0) and consists of unit steps, each step
being taken into a uniformly random direction. In [21, Thm. 5.2] it was shown that for
x ∈ (0, 5) \ {1, 3}, the density p5(x) satisfies the order-4 operator [21, Eq. (5.4)]

A5 = (x− 1) (x− 3) (x− 5) (x+ 5) (x+ 3) (x+ 1)x4D4
x

+2
(
5x6 − 105x4 + 259x2 + 225

)
x3D3

x

+
(
25x6 − 287x4 + 363x2 − 1125

)
x2D2

x

+
(
15x6 − 77x4 − 363x2 + 2025

)
xDx

+
(
x6 − 3x4 + 363x2 − 2025

)
.

Interestingly, the operator satisfied by our density µ5(x2),

−x3 (x− 1) (x− 3) (x− 5) (x+ 5) (x+ 3) (x+ 1)D4
x

+2x2
(
13x6 − 217x4 + 363x2 + 225

)
D3
x

−x
(
287x6 − 1685x4 − 1323x2 + 225

)
D2
x

+
(
1575x6 − 437x4 − 1683x2 + 225

)
Dx

−1200x3
(
3x2 + 5

)
, (43)

is gauge equivalent (homomorphic) with A5, with a nontrivial order-3 intertwiner. This
shows that the density p5(x) and our density µ5(x2), both with support [0, 5], are actually
differentially related in a non-trivial way. More precisely, the intertwiner sends p5(x) to
a solution of the operator (43) satisfied by µ5(x2). Conversely, µ5(x2) is mapped by a
similar order-2 operator to a solution of the operator satisfied by p5(x).

3.8 Av(1234567): order-five operator homomorphic to its adjoint

The positive integer coefficient series F6(x) for Av(1234567) reads19:

1 + x + 2x2 + 6x3 + 24x4 + 120x5 + 720x6 + 5039x7 + 40270x8 + · · · (44)

It is a solution of an order-six linear differential operator L6 = L1 ⊕ L5 which is the
direct sum of an order-one operator L1 with a simple rational solution R(x)

R(x) =
1 + 26x + 198x2 + 476x3 + 247x4

30 x5 . (45)

The linear differential operator L5 is MUM and non-trivially homomorphic to its
adjoint. The intertwiners have order 4. The symmetric square of L5 has a rational

19See https://oeis.org/A052399.
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solution of the form P (x)/xN , where P (x) is a polynomial. Its differential Galois group
is thus a special subgroup of the orthogonal group SO(5, C):

L5 = (4 x− 1) (16x− 1) (36x− 1) x5D5
x (46)

+2
(
29376x3 − 12232x2 + 1106x− 25

)
x4D4

x

+2
(
241920x3 − 124430x2 + 14824x− 449

)
x3D3

x

+8
(
190944x3 − 122397x2 + 20161x− 893

)
x2D2

x

+4
(
425088x3 − 343620x2 + 82202x− 6185

)
xDx

+ 456192 x3 − 475344x2 + 166912x− 29160.

Once again, the operator satisfied by µ6(x2) is gauge equivalent (homomorphic) with the
operator A6 satisfied by the density p6(x) in [21]. Therefore, p6(x) and our density µ6(x2),
both with support [0, 6], are actually differentially related in a non-trivial way.

3.9 Av(12345678): order-six operator homomorphic to its adjoint

The positive integer coefficient series F7(x) for Av(12345678) reads20:

1 + x+ 2x2 + 6x3 + 24x4 + 120x5 + 720x6 + 5040x7 + 40319x8 + 362815x9 + · · ·

It is a solution of an order-seven linear differential operator L7 = L1 ⊕ L6 which is the
direct sum of an order-one operator L1 with a simple rational solution R(x)

R(x) =
1 + 37 x+ 447x2 + 2079x3 + 3348x4 + 1160x5

42 x6
, (47)

and an order-six operator L6,

L6 = (x− 1) (9x− 1) (25x− 1) (49x− 1)x6D6
x

+
(
297675x4 − 434024x3 + 85686x2 − 4704x+ 71

)
x5D5

x

+
(
2679075x4 − 4858886x3 + 1273932x2 − 94818x+ 1913

)
x4D4

x

+ 2
(
4862025x4 − 10985516x3 + 3929062x2 − 424260x+ 12385

)
x3D3

x

+
(
13693050x4 − 38766996x3 + 19376513x2 − 3329230x+ 160367

)
x2D2

x

+
(
5953500x4 − 21425184x3 + 15390947x2 − 4684008x+ 483601

)
xDx

+ 396900x4 − 1887480x3 + 2073337x2 − 1002001x+ 518400.

The linear differential operator L6 is non-trivially homomorphic to its adjoint. The in-
tertwiners have order 4. Its differential Galois group is thus a special subgroup of the
symplectic group Sp(6, C).

As before, the operator satisfied by µ7(x2) is gauge equivalent (homomorphic) with
the operator A7 satisfied by the density p7(x) in [21]. Therefore, p7(x) and our density
µ7(x2), both with support [0, 7], are actually differentially related in a non-trivial way.

20See https://oeis.org/A072131; note that the sequence https://oeis.org/A230051 shares the
same first 8 terms, but it counts permutations avoiding consecutively the pattern (12345678).
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3.10 Av(1234. . .(k + 1)): order-(k− 1) operator homomorphic to its adjoint

Recall that, by aforementioned results of Rains [104] and of Regev [105], the sequence
Av(1234. . .k + 1) is a Stieltjes moment sequence with support [0, k2]. Further, the gen-
erating function Fk(x) of Av(123 . . . (k + 1)) is D-finite, as proved by Gessel [55], see
also [56, 92, 134]. More particularly, it belongs to the interesting subset of D-finite func-
tions which can be written as diagonals of a rational function, as proved by Bousquet-
Mélou [29, Prop. 13, p. 597]. It seems likely that many of the various remarkable prop-
erties enjoyed by the sequence Av(1234. . .(k + 1)) and by its generating function are
consequences of these diagonal representations.

From all the examples of the previous subsections, it is legitimate to expect that for
any k, the generating function Fk(x) of Av(1234. . .(k + 1)) is a series solution of a linear
differential operator Lk(x,Dx) of order k. The upper bound k can be proven in the spirit

of [15, Prop. 1]. It also appears that Lk is moreover the direct sum Lk = L
(k)
1 ⊕ L

(k)
k−1

of an irreducible operator L
(k)
k−1(x,Dx) of order k − 1 and of an order-one operator L

(k)
1

with a rational solution Rk−2(x) with a unique pole at x = 0,

Rk−2(x) =
Pk−2(x)

k(k − 1) xk−1
, (48)

where the polynomial Pk−2(x) has degree k − 2 and is of the form

Pk−2(x) = 1 + · · · + ck−2 x
k−2.

Their coefficients are given in Table 1 for k 6 10. Note that they seem to have a very
nice combinatorial interpretation: for fixed r, the sequence of coefficients ([xr]P`(x))`>r+1

coincides with the sequence (Qr(`))`>r+1 for some polynomial Qr(x) of degree 2r in x. For
instance, when r = 1, this sequence is (`2 + 1)`>2 = (5, 10, 17, . . .), and when r = 2, this
is
(

1
2
`4 − `3 + 1

2
`2 − `+ 3

)
`>3

= (18, 71, 198, . . .). Even more remarkably, the evaluation

Qr(−d) of Qr(x) at negative integers x = −d appears to count permutations of length r+d
that do contain an increasing subsequence of length d. In other words, the polynomials
Qr(−d) are exactly the polynomials Bd(d+r) of [41]. This surprising coincidence deserves
a combinatorial explanation21.

The order-(k − 1) linear differential operator L
(k)
k−1 appears to be Fuchsian22, MUM

and homomorphic to its adjoint. As a consequence of this, it has a differential Galois
group which is a subgroup of the orthogonal group SO(k − 1, C) when k is even, and of
the symplectic group Sp(k − 1, C) when k is odd.

The linear differential operator L
(k)
k−1 has a Laurent series solution `k−1(x) whose

sum with the Laurent series expansion of the rational function Rk−2(x) is exactly the
generating function Fk(x) of Av(1234. . .(k + 1)):

`k−1(x) + Rk−2(x) = 1 + x + 2x2 + 6x3 + 24x4 + · · · . (49)

21Another intriguing property is that Qr(r) = r + 1 and Qr(r − 1) = r.
22Its finite singularities are at 0, and at 1, 19 , . . . ,

1
k2 if k is odd and at 1

4 , . . . ,
1
k2 if k is even.
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` \ r 0 1 2 3 4 5 6 7
2 1 5
3 1 10 18
4 1 17 71 63
5 1 26 198 476 247
6 1 37 447 2079 3348 1160
7 1 50 878 6668 21726 25740 6588
8 1 65 1563 17539 95339 235755 218844 44352

Table 1: Coefficients of xd in the numerators P`(x) of R`(x), for ` 6 8.

Therefore, the explicit calculation of the density function µk(x) for the Stieltjes sequence
Av(1234. . .(k + 1)) amounts to performing a piecewise analysis of the sum

− 1

πy
`k−1

(1

y

)
− 1

πy
Rk−2

(1

y

)
. (50)

Because of the special form of Rk−2(x), the function 1/y · Rk−2(1/y) is a polynomial.
The imaginary part of the evaluation of this polynomial for real values of y is zero. The
density function for the Stieltjes sequence Av(1234. . .(k + 1)) is thus a piecewise D-finite
function, and a solution of the order-(k − 1) linear differential operator

pullback
(
L

(k)
k−1,

1

y

)
y. (51)

Of course, this linear differential operator is again (non-trivially) homomorphic to its

adjoint, and it has the same differential Galois group as L
(k)
k−1.

Remark. For k > 5, we exclude the fact that L
(k)
k−1 could be homomorphic to the

(k−2)-th power of a second-order linear differential operator. However, we cannot exclude

the fact that the solutions of L
(k)
k−1, and in particular the generating function Fk(x) of

Av(12 . . . (k+1)), minus the rational part Rk−2(x) in (48), could be written as an algebraic
pullback of a k−1Fk−2 hypergeometric function. If we were forced to make a bet, our guess
would be that the solutions might belong to the world of (specializations of) multivariate
hypergeometric functions.

3.11 The double Borel transform of the Av(123 . . . (k + 1)) sequences

Another explicit study of the generating functions for the Av(123 . . . (k + 1)) sequences
was undertaken by Bergeron and Gascon [15]23.

In 1990 Gessel [55] had shown that the double Borel transform24 of the generating
function of Av(123 . . . (k + 1)) could be expressed as the determinant of a k × k matrix

23One hundred terms of the generating functions of Av(123 . . . (k + 1)) are given in [41] for k 6 60.
24Since the exponential generating function of a power series F (x) =

∑
anx

n is also known as the
Borel transform of F , we will similarly call

∑ an

n!2x
n the double Borel transform of F .
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whose coefficients are Bessel functions. More precisely, recalling that the generating func-
tion of Av(123 . . . (k + 1)) is

∑
n fnk x

n, with fnk as in (19) and (20), then the double
Borel transform

Yk(x) =
∑
n>0

fnk
n!2

xn

is equal to the determinant of the Toeplitz matrix [Ii−j(x)]16i,j6k, where

Ik(x) =
∞∑
n=0

xn+k/2

n!(n+ k)!
.

Clearly, for fixed k, the power series Ik(x) is D-finite, so an immediate consequence of
Gessel’s result is that Yk(x) is also D-finite. Bergeron and Gascon [15] showed that,
moreover, Yk(x) can be expressed as homogeneous polynomials in the D-finite functions
I0(x) and I1(x)25

I0(x) = 1+x+
1

4
x2 +

1

36
x3 +

1

576
x4 + · · · , I1(x) =

√
x

(
1 +

1

2
x+

1

12
x2 +

1

144
x3 + · · ·

)
satisfying the order-two linear differential equations

xI ′′0 (x) + I ′0(x)− I0(x) = 0 and 4x2I ′′1 (x) + 4 xI ′1(x)− (4x+ 1) I1(x) = 0. (52)

For instance,

Y2 = I0(x)2 − I1(x)2 and Y3 =
2
√
xI0(x)2I1(x)− I0(x) I1(x)2 − 2

√
xI1(x)3

x
.

The underlying differential operators L2(x), L3(x), . . . , L7(x) for Y2(x), Y3(x), . . . , Y7(x)
were derived Bergeron and Gascon in [15]. For instance,

L2 = x2D3
x + 4xD2

x − 2 (2 x− 1) Dx − 2

and
L3 = x3D4

x + 10x2D3
x − x (10x− 23)D2

x − (32x− 9)Dx + 9x− 9.

The solutions of the differential equations Lk(y(x)) = 0 are not given by regular hy-
pergeometric functions or solutions of Fuchsian linear differential operators, but rather by
solutions of linear differential operators with an irregular singularity at ∞. The differential
operators Lk are again homomorphic to their adjoint. Moreover, since the operators (52)
are homomorphic and the Yk are homogeneous polynomials in I0 and I1, one deduces
immediately that the Lk’s are homomorphic to the k-th symmetric power of the order
two operator L1 = xD2

x +Dx − 1.
It is known [32] that symmetric powers of a fixed second-order operator are related

by a recurrence of order two with simple order-1 operators as coefficients: if M = D2
x +

25In Maple jargon, these are I0 = BesselI(0, 2
√
x) and I1 = BesselI(1, 2

√
x).
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a(x)Dx+b(x), and then its n-th symmetric power is given by the n-th term of the sequence
of operators

M0 = 1, L1 = Dx, and for all k > 1,

Mk+1 = (Dx + k · a(x)) · Mk + k(n− k + 1) · b(x) · Mk−1. (53)

Our operators Lk are not symmetric powers, but are homomorphic to such symmetric
powers. Consequently, we do not expect a recurrence as simple as the one on the Mk’s.
However, we remark that the Lk’s still possess some remarkable features. For instance,

Lk+1 =

(
xDx +

(
k

2

)
+ 1

)
· Lk

+

((
k + 1

4

)
−
(
k + 1

2

)
x

)
· Lk−1 + (terms of ord 6 k − 2) . (54)

By analogy with the emergence of these symmetric powers for Lk, one could imagine that
the Lk’s associated with Av(12 . . . (k + 2)) might also be homomorphic to the symmetric
(k− 1)-th power of an order 2 differential operator, which would hopefully correspond to
a classical modular form.

4 A difficult case: Av(1324)

In this section, we investigate the density function for the most difficult Wilf class of
length-4 pattern-avoiding permutations, namely Av(1324), whose generating function is
unknown. The study of this (conjectured) density function is entirely numerical, based
on the extensive exact enumerations of Conway, Guttmann and Zinn-Justin [38].

The series with positive integer coefficients for Av(1324) is

1 + x+ 2x2 + 6x3 + 23x4 + 103x5 + 513x6 + 2762x7 + 15793x8 + . . . ,

and is known [38] up to order x50. The generating function is not known, and there are
compelling arguments [38] that it is not D-finite. While it is known that the coefficients
grow exponentially as λn, the value of λ is not known. The best estimate is in [38] and is
λ = 11.60±0.01. The best rigorous bounds [16] are 10.27 < λ < 13.5, while the paper [36]

gives the improved upper bound eπ
√

2/3 ≈ 13.001954, but only under a certain conjecture
about the number of inversions in a 1324-avoiding permutation.

The Hankel determinants are all positive and are monotonically increasing, which
provides strong evidence for the conjecture that the series is a Stieltjes moment sequence.

Recall that if the sequence a is positive, then its log-convexity implies that the coeffi-
cient ratios an

an−1
are lower bounds on the growth rate µ of the sequence. In this way we

obtain λ > 9.03.
In the case that a is a Stieltjes moment sequence, stronger lower bounds for µ can be

calculated using a method first given by Haagerup, Haagerup and Ramirez-Solano [59],
that we now summarize.
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Using the coefficients a0, a1, . . . an, one calculates the terms α0, α1, . . . αn in the con-
tinued fraction representation given in Theorem 1. It is easy to see that the coefficients
of A(x) are nondecreasing in each αj. Hence A(x) is (coefficient-wise) bounded below by
the generating function An(x), defined by setting αn, αn+1, αn+2 . . . , to 0. Therefore, the
growth rate µn of An(x) is not greater than the growth rate µ of A(x). The growth rates
µ1, µ2, . . . clearly form a non-decreasing sequence, and, since the coefficients of An(x)
are log-convex, µn > an/an−1. It follows that this sequence µ1, µ2, . . . of lower bounds
converges to the exponential growth rate µ of a.

If we assume further that the sequences α0, α2, α4 . . . and α1, α3, α5 . . . are non-
decreasing, as we find empirically in many of the cases we consider, we can get stronger
lower bounds for the growth rate by setting αn+1, αn+3 . . . to αn−1 and αn+2, αn+4 . . .
to αn. For this sequence the exponential growth rate of the corresponding sequence a is
(
√
αn +

√
αn−1)2. By the method with which we constructed this bound, it is clear that

(
√
αn +

√
αn−1)2 > µn. Hence, the lower bounds (

√
αn +

√
αn−1)2 converge to the growth

rate µ.
In particular, if αn 6 αn+2 for each n and the limit limn→∞ αn exists, then it is equal

to µ/4. Extensive use of this result in studying the cogrowth sequences of various groups
has been made in [59] and [43]. A plot of the known values of αn for Av(1324) is shown
in Fig. 7.
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Figure 7: Plot of αn (vertical axis) against n−2/3 (horizontal axis) for the sequence
Av(1324) using coefficients 10 . . . 50.

It appears that the coefficients α2k and the coefficients α2k+1 each form an increasing
sequence which is roughly linear when plotted against n−2/3. If this trend continues, the
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terms αn will certainly all be positive. If it could be proved that this is a Stieltjes
moment sequence, these α values would imply a lower bound of λ > 10.302, which is
an improvement on the best lower bound cited above. If we assume further that the
sequences (α2k)k>0 and (α2k+1)k>0 are both increasing, we get an improved lower bound
λ > 10.607.

Extrapolating the two subsequences (α2k)k>0 and (α2k+1)k>0, it seems plausible that
these both converge to the same constant c ≈ 2.9, which is consistent with the growth
rate λ ≈ 11.60 predicted by Conway, Guttmann and Zinn-Justin [38].

From the numerical data, a histogram of the density function can be constructed, and
this is shown in Fig. 8. We have no explanation for the little wiggle near the origin.

4.1 Numerics

We have used two different types of numerical construction of the density functions.

The histogram for Av(12 . . . k) (D-finite, discussed in §3.1) is constructed as follows:

• take a random (k − 1) × (k − 1) matrix with entries which independently have
standard complex normal distributions

• orthogonalize it to create a random unitary matrix

• compute the norm of the trace squared (by the Rains result [104] the n-th moment
of this distribution is exactly the number of 12 . . . k-avoiding permutations of size n)

• repeat the above steps 500 000 times and draw a histogram of the results, where
each bar has width 0.02

Note that this procedure does not use the exact coefficients.

The polynomial approximations for the densities are constructed by computing the
moments a0, a1, . . . , an (that is, just the initial terms of the sequence), then approximating
the density function by the unique polynomial P (t) of degree n+ 2 over the known range
[0, µ) with the following properties:

• the initial moments of the distribution with density P (t) are a0, a1, . . . , an

• P (µ) = P ′(µ) = 0

For Av(1342), we have µ = 8. For Av(1324) we chose µ = 12, though for any value of µ
between 11 and 13 the figure looks almost identical.
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Figure 8: The density function for Av(1324) constructed numerically.

4.2 Final remarks

Remark 1. For each permutation π of length at most 4, we have proved or given
strong evidence that the sequence

(
Avn(π)

)
n>0

, whose general term is the number of

permutations of {1, . . . , n} that avoid the pattern π, is a Stieltjes moment sequence.
Indeed, there is only one Wilf class of length 3, namely (123), considered in §2.5 and
there are 3 Wilf classes of length 4, namely (1342), (1234) and (1324). We proved that
the first three are Stieltjes moment sequences (in §2.5, §2.6 and §3.1) and presented
numerical evidence (in §4.1) for the last one. Moreover, the same equally holds for any π
of the form (12 . . . k), as showed in §3. This naturally suggests the further question:

Open question: Is it the case that, for every permutation π, the sequence(
Avn(π)

)
n>0

is a Stieltjes moment sequence?

We tested all known terms of these sequences and found they are consistent with being
Stieltjes moment sequences. However, to our knowledge, substantial computations of the
initial terms of these sequences have only been done in the cases discussed in our paper.

Remark 2. One of the referees suggested that the classes of triples and pairs of
length-4 pattern-avoiding permutations enumerated by Albert et al. [4], and conjectured
to be non-D-finite, should be similarly studied. These sequences are Av(4123, 4231, 4312),
Av(4123, 4231), Av(4123, 4312) and Av(4231, 4321), and their first terms are given in the
OEIS as A257562, A165542, A165545, A053617, respectively. Unfortunately, they all
have Hankel determinants that become negative after a certain order, and so cannot be
described as Stieltjes moment sequences.

the electronic journal of combinatorics 27(4) (2020), #P4.20 40

https://oeis.org/A257562
https://oeis.org/A165542
https://oeis.org/A165545
https://oeis.org/A053617


5 Conclusion

We have shown how considering coefficients of combinatorial sequences as moments of
a density function can be useful. Quite often in the literature the analysis of Stieltjes
moment sequences with explicit densities is performed only for algebraic series which are
slightly over-simplified degenerate cases.

We have studied here in some detail examples that are not algebraic series. For in-
stance we have shown that Av(1234) is a Stieltjes sequence whose generating function
corresponds, up to a simple rational function, to an order-one linear differential opera-
tor acting on a classical modular form represented as a pulled-back 2F1 hypergeometric
function, and Av(12345) is a Stieltjes sequence whose generating function, up to a sim-
ple rational function, corresponds to an order-two linear differential operator acting on
the square of a classical modular form represented as a pulled-back 2F1 hypergeometric
function. The corresponding densities are of the same type, and do not involve the ra-
tional function. This scheme generalizes to all the Av(12345 . . . k) which are all Stieltjes
moment sequences.

The linear differential operators annihilating such series are direct sums of an order-one
operator with a simple rational solution where the denominator is just a power of x, and
a linear differential operator homomorphic to its adjoint (thus corresponding to selected
differential Galois groups). This last operator has a Laurent series solution, the generating
function of the Stieltjes sequence corresponding to getting rid of the finite number of poles.
The density is the solution of the x → 1/x pullback of this last operator, but finding
the actual density requires delicate piecewise analysis which is difficult to perform when
one does not have exact expressions for the generating function of the Stieltjes moment
sequence.

We have shown that the density function for the Stieltjes moment sequence Av(12 . . . k)
is closely, but non-trivially, related to the density attached to the distance traveled by a
walk in the plane with k − 1 unit steps in random directions.

Finally, we have considered the challenging (and still unsolved!) case of Av(1324),
and provided compelling numerical evidence that the corresponding counting sequence is
a Stieltjes sequence. Assuming this, we obtained lower bounds to the growth constant
that are better than existing rigorous bounds.
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A Density of Av(1234): Piecewise analysis

Discussion of the evaluation of 2F1 in Maple

As far as the evaluation of a Gauss hypergeometric series like 2F1(−1/4, 3/4; 1; H) goes,
the hypergeometric series converges for |H| < 1, and 2F1(a, b; c, H) is then defined for
|H| > 1 by analytic continuation. The point z = 1 is a branch point, and the interval
[1, ∞] is the branch cut, with the evaluation on this cut taking the limit from below the
cut. We need to look at [63, 91, 11]. The hypergeometric function 2F1(a, b; c; H) can be
rewritten26 using the Pfaff connection formulas:

2F1(a, b; c; H) = (1 −H)−a 2F1

(
a, c − b; c; − H

1 −H

)
= (1 −H)−b 2F1

(
c − a, b; c; − H

1 −H

)
. (55)

These formulas enable one to evaluate 2F1(−1/4, 3/4; 1; H) for negative real values of
H, changing them to the evaluation of 2F1(3/4, 5/4; 1; H̃) or 2F1(−1/4, 1/4; 1; H̃) with
H̃ ∈ [0, 1]. In our case this gives for H < 0:

2F1

(
−1

4
,
3

4
; 1; H

)
= (1 −H)1/4

2F1

(
−1

4
,

1

4
; 1; − H

1 −H

)
, (56)

which corresponds to real positive values.
To evaluate 2F1(−1/4, 3/4; 1; H) for positive real values of H larger than 1 with

(H ∈ (1, ∞]), we must use the connection formula 15.10.21 in https://dlmf.nist.gov/

15.10#E21 (see [63, 91, 11]):

2F1

(
a, b; c; H

)
=

Γ(a) Γ(b)

Γ(c− a) Γ(c− b)
w3 +

Γ(c) Γ(a+ b− c)
Γ(a) Γ(b)

w4, (57)

where w3 is alternatively one of the two formulas:

w3 = 2F1

(
a, b; a + b − c+ 1; 1 − H

)
,

= H−a 2F1

(
a, a − c + 1; a + b − c+ 1; 1 − 1

H

)
, (58)

and w4 is alternatively one of the two formulas:

w4 = (1 −H)c−a−b 2F1

(
c − a, c − b; c − a − b+ 1; 1 − H

)
(59)

= Ha−c (1 −H)c−a−b 2F1

(
c − a, 1 − a; c − a − b + 1; 1 − 1

H

)
.

26See section 7.1 page 15 in [63].
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In our case this gives for H > 1:

2F1

(
−1

4
,
3

4
; 1; H

)
=

2 Γ(3/4)2

π3/2
H1/4

2F1

(
−1

4
, −1

4
;

1

2
; 1 − 1

H

)
+

π1/2

2 Γ(3/4)2
H−5/4 (1 −H)1/2

2F1

(5

4
,

5

4
;

3

2
; 1 − 1

H

)
. (60)

For H > 1, that the first term on the RHS of (60) corresponds to positive real values
while the second term on the RHS of (60) corresponds to purely imaginary27 values:

=
(

2F1

(
−1

4
,
3

4
; 1; H

))
=

π1/2

2 Γ(3/4)2
H−5/4 (H − 1)1/2

2F1

(5

4
,

5

4
;

3

2
; 1 − 1

H

)
. (61)

See equation 15.10.21 in https://dlmf.nist.gov/15.10#E21

Note that both Maple and Mathematica compute these by defining 2F1(a, b; c; z) to
be analytic in z except on the cut [1,∞], and, on this cut, they both take the limit from
below the cut.

The piecewise analysis

For y ∈ [0, 1] the pullback gives H ∈ (−∞, 0], so 2F1

(
−1

4
, 3

4
; 1; H

)
∈ [1, ∞].

For y ∈ [1, 6
√

3 − 9] the pullback gives H ∈ [1, ∞]. For y ∈ [6
√

3 − 9, 9] the
pullback also gives H ∈ [1, ∞]. Since the imaginary part of a polynomial (such as y+5

6
)

evaluated at real values is zero, the imaginary part of (29) is the imaginary part of the
pulled-back hypergeometric term in (29) which reads:

• For y ∈ [0, 1] (i.e. H ∈ [−∞, 0]), and 2F1(−1/4, 3/4; 1; H) is given by (56) and
is real and positive), the imaginary part of (29)

(y − 1)1/4 (y − 9)3/4

6
2F1

(
−1

4
,
1

4
; 1; H

)
. (62)

can be rewritten, using (56), as the imaginary part of(
y2 + 18 y − 27

)1/2

6
2F1

(
−1

4
,

1

4
; 1;

64 y3

(y2 + 18 y − 27)2

)
, (63)

which reads, since y2 + 18 y − 27 < 0:

=
(
θ(y)

)
=

(27 − 18 y − y2)1/2

6
2F1

(
−1

4
,

1

4
; 1;

64 y3

(y2 + 18 y − 27)2

)
. (64)

27Coming from the (1 −H)1/2 term when H > 1.
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• For y ∈ [1, 9] the imaginary part of (29) is thus the imaginary part of

(y − 1)1/4 (y − 9)3/4

6
2F1

(
−1

4
,
3

4
; 1; H

)
. (65)

This can be rewritten, using (60), as the imaginary part of

2 Γ(3/4)2

π3/2

(y − 1)1/4 (y − 9)3/4

6
H1/4

2F1

(
−1

4
, −1

4
;

1

2
; 1 − 1

H

)
(66)

+
π1/2

2 Γ(3/4)2

(y − 1)1/4 (y − 9)3/4

6
H−5/4 (1 −H)1/2

2F1

(5

4
,

5

4
;

3

2
; 1 − 1

H

)
.

Note that the first term in (66) is just a complex number because of the factor (y−9)3/4 (all
the other factors are real and positive), while the second term in (66) is a complex number
because of the factor (y− 9)3/4 combined with the pure imaginary factor (1 −H)1/2 (all
the other factors are real and positive).

After simplification, this can be written as

Γ(3/4)2

3 π3/2
(−64 y3)1/4

2F1

(
−1

4
, −1

4
;

1

2
;

(y2 + 18 y − 27)2

64 y3

)
+

π1/2 i

12 Γ(3/4)2
(y − 1) (y − 9)3 (−64 y3)−5/4 ((y2 + 18 y − 27)2)1/2

2F1

(5

4
,

5

4
;

3

2
;

(y2 + 18 y − 27)2

64 y3

)
. (67)

Since (−1)1/4 is (1 + i) 2−1/2, (−1)−5/4 is (i − 1) 2−1/2, 641/4 = 26/4 = 23/2, and
64−5/4 = 2−30/4 = 2−15/2, one can rewrite (67) as:

2

3

Γ(3/4)2

π3/2
(1 + i) y3/4

2F1

(
−1

4
, −1

4
;

1

2
;

(y2 + 18 y − 27)2

64 y3

)
+

π1/2

3072 Γ(3/4)2
(i− 1) i · (y − 1) (9 − y)3 y−15/4 |y2 + 18 y − 27|

2F1

(5

4
,

5

4
;

3

2
;

(y2 + 18 y − 27)2

64 y3

)
. (68)

This should give an imaginary part which reads, for y ∈ [1, 9],

=
(
θ(y)

)
=

2

3

Γ(3/4)2

π3/2
y3/4

2F1

(
−1

4
, −1

4
;

1

2
;

(y2 + 18 y − 27)2

64 y3

)
+

π1/2

3072 Γ(3/4)2
(y − 1) (9 − y)3 y−15/4 (27− 18 y − y2)

2F1

(5

4
,

5

4
;

3

2
;

(y2 + 18 y − 27)2

64 y3

)
. (69)
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B Av(1234) as a derivative of a classical modular form

First note that

(1− 6x− 3x2) (1− 9x)3/2
2F1

(
3

4
,
3

4
; 1;

−64x3

(1− x)3(1− 9x)

)
= (70)

(1− x)3/2 (1 + 18x− 27x2) 2F1

(
3

4
,
3

4
; 1;

−64x

(1− x)(1− 9x)3

)
.

The fact that 2F1

(
3
4
, 3

4
; 1; ?

)
is a classical modular form gives rise to this simple but

infinite-order transformation.
For the non-classical modular form emerging naturally for Av(1234) a more compli-

cated, but analogous, transformation exists. It is:

− 1

2
x (1 − x)3/4 (1 − 9x)1/4

2F1

(
− 1

4
,

3

4
; 1;

− 64x3

(1 − x)3 (1 − 9x)

)
=

x3

1 − 9x

(
8 (x− 1) x

dH(x)

dx
+ (5x − 13) H(x)

)
, (71)

where:

H(x) = − (1 − x)1/4 (1 − 9x)3/4

6x2 2F1

(
− 1

4
,

3

4
; 1;

− 64x

(1 − x) (1 − 9x)3

)
. (72)

The relation between these two Hauptmoduls

A =
− 64x

(1 − x) (1 − 9x)3
and B =

− 64x3

(1 − x)3 (1 − 9x)

is the modular equation:

4096A3B3 − 4608A2B2 (A+B) − A4 + 900A3B − 28422A2B2 + 900AB3 −B4

−4608AB (A+B) + 4096AB = 0, (73)

which is a representation of τ → 3 τ, where τ is the ratio of the two periods of the
underlying elliptic function.

C Cut analysis for H2(y)

We have the formula f(x) = f1(x) := R(x) +H(x) near x = 0. We cannot directly apply
the Stieltjes inversion formula to this, because

H(x) = − (1 − x)1/4 (1 − 9x)3/4

6x2 2F1

(
− 1

4
,

3

4
; 1;

− 64x

(1 − x) (1 − 9x)3

)
is not analytic on C \R>0. Indeed H(x) has a cut wherever − 64x

(1−x) (1−9x)3
∈ [1,∞). These

cuts are shown in Fig. 9. We can therefore only deduce that f1(x) coincides with the
desired analytic extension f(x) inside the ring in Fig. 9.
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Figure 9: The cuts of the functions f1(x) and H(x).
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Figure 10: The cuts of the functions f2(x) and H2(x).

Alternatively we can use the following formula which can be derived from (71): f(x) =
f2(x) := R(x) +H2(x) near x = 0, where

H2(x) = −(1− 9x)1/4(1 + 3x)2

6(1− x)5/4x2 2F1

(
− 1

4
,

3

4
; 1;

− 64x3

(1 − x)3 (1 − 9x)

)
+

16x(1− 6x− 3x2)

(1− 9x)3/4(1− x)17/4 2F1

(
− 3

4
,

7

4
; 1;

− 64x3

(1 − x)3 (1 − 9x)

)
.

This function is also not analytic on C\R>0, as it has a cut wherever − 64x3

(1−x)3 (1−9x)
∈ [1,∞).

These cuts are shown in Fig. 10. We can therefore only deduce that f2(x) coincides with
the desired analytic extension f(x) inside the ring in Fig. 10. Nonetheless, this is an
improvement on f1(x), as the ring in Fig. 10 contains the cut [1/9, 1]. As a consequence,
applying the Stieltjes inversion formula directly to f(x) = R(x)+H2(x) yields the correct
expression for the density on the interval [1, 9].

D The classical modular form emerging in Av(12345)

Introducing U
(p)
2 the linear operator U2 given by (33) pulled-back by 64/x:

U
(p)
2 = pullback

(
U2,

64

x

)
(74)

= D2
x +

(128x2 − 30x+ 1)

x (1 − 4x) (1 − 16x)
Dx +

2 (8 x− 1)

x (1 − 4x) (1 − 16x)
.
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One has the relations in (74) and in G(x) = F (x)√
x

given by (34):

U
(p)
2 = x−1/2 U2 x

1/2, G
( 1

64x

)
= 2(−1)1/3 G(x). (75)

Consequently the classical modular form (the square of which is F (x)) is

x1/2 (1 − 16x)−1/6 (1 + 2x)−1/3

2F1

(1

6
,

2

3
; 1; − 108 x2

(1 − 16x) (1 + 2 x)2

)
, (76)

which can also be written:

x1/2 (1 − 4x)−1/6 (1 + 32x)−1/3

2F1

(1

6
,

2

3
; 1;

108x

(1 − 4x) (1 + 32x)2

)
. (77)

The relation between the two (Hauptmodul) pullbacks

A = − 108x2

(1 − 16x) (1 + 2 x)2
and B =

108x

(1 − 4x) (1 + 32 x)2

is the (fundamental) modular equation

625 A3B3 − 525A2B2 (A+B) − 3AB
(
32A2 + AB + 32B2

)
−4 (A+B) (A2 − 133AB +B2) − 432AB = 0. (78)

which is a representation of τ → 2 τ . Note that one could have seen directly that L3, the
order-three linear differential operator (32), is non-trivially homomorphic to its pullback
by x → 1

64x
.

E Densities for (Hamburger) moment sequences of walks

Fig. 11 displays Hamburger moment sequences (not Stieltjes!), coming from the enumer-
ation of walks restricted to the quarter plane. The context is the following: given a
certain model (i.e., set of allowed steps), one forms the sequence (an)n>0 whose n-th term
counts the walks confined to the quarter plane N2, starting at the origin, and consisting
of exactly n steps. In general, the generating function F (z) =

∑
n anz

n is not algebraic,
and not even D-finite. However, in Fig. 11 we consider only models leading to algebraic
generating functions. These are basically of two types: either the support of the model is
contained in a half-plane, e.g. for the first model (A001405), in which case the generating
function is known to be algebraic [8]; or the support has a more general shape, and then
algebraicity is not obvious, such as for 11th model (A001006) [30, Prop. 9], or for the last
model (A151323) [30, Prop. 15], see also [26].
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In each case we have computed the density function using the Stieltjes inversion for-

mula. We describe below this process for the sixth model �
@I
@
-��

, as in this case the density
involves a Dirac delta function, which has not appeared in our previous examples. Starting
with the generating function

F (z) =
4z − 1 +

√
1− 8z2

4z(1− 3z)

for the model, we write Gµ(z) = 1
z
F (1

z
), as then the density µ(x) should be given by

µ(x) = lim
ε→0+

− 1

π
=(Gµ(x+ iε)).

For x 6= 3, this yields the correct formula, however, Gµ(x) has a pole at x = 3, as the limit
does not exist at this point. There are several ways to resolve this problem (all of which,
of course, yield the same density), the simplest being to remove the pole from F (z) before
applying the Stieltjes inversion formula. To do this we write

F (z) = F̃ (z) +
1

2(1− 3z)
,

as then F̃ (z) has no poles. Applying the Stieljes inversion yields

F̃ (z) =

∫ 2
√

2

−2
√

2

1

1− xz
µ̃(x)dx, where µ̃(x) =

1

4π

√
8− x2

3− x
.

We then simply observe that

1

2(1− 3z)
=

∫ ∞
0

1

1− xz
· 1

2
δ(x− 3)dx,

where δ is the Dirac delta function. It follows that the density function µ(x) is

µ(x) = µ̃(x) +
1

2
δ(x− 3).

Actually, much more can be said about the 13 sequences displayed in Fig. 11. For any
sequence a among them, the leading principal minors ∆n

0 (a) and ∆n
1 (a) have very nice

expressions:

• in all cases except the last one, ∆n
0 (a) is equal to q(

n
2), where q is 1, 2, 3, or 4;

• in all cases except the last one, the quotient sequence un := ∆n
1 (a)/∆n

0 (a) is a
linearly recurrent sequence with constant coefficients.

For instance, for the tenth model �	
�@I6
@
��

, with sequence A151292 = (1, 2, 7, 23, 85, 314, . . .):
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• the sequence ∆n
0 (a) is 3(n

2) = (1, 3, 27, 729, 59049, 14348907, . . .),

• the sequence ∆n
1 (a) is (2,−3,−189,−2916, 1003833, 416118303, . . .) with quotient

un := ∆n
1 (a)/∆n

0 (a) equal to (2,−1,−7,−4, 17, 29,−22,−109,−43, . . .) which satis-
fies the recurrence un+2 = un+1 − 3un with initial conditions u0 = 2, u1 = −1.

For the last model �	
�@
?
6
@
-��

, with sequence A151323 = (1, 3, 14, 67, 342, 1790, . . .), the situation
is even more interesting:

• the sequence ∆n
0 (a) is (1, 5, 105, 9009, 3128697, 4379132901, . . .) and it appears to

coincide with sequence A059490, which emerges in the context of alternating sym-
metric matrices (ASMs). Precisely, it is Kuperberg’s sequence AQT(1)(4n; 2) from
[75, Theorem 5] (counting quarter-turn symmetric ASMs), which equals

(−4)(
n
2)

n∏
i=1

n∏
j=1

4 (j − i) + 1

j − i+ n
. (79)

• the sequence ∆n
1 (a) is (3, 5,−1113,−227799,−23986677, 379126748429, . . .) and has

quotient un := ∆n
1 (a)/∆n

0 (a) equal to(
3, 1,−53

5
,−177

7
,−23

3
,
2857

33
,
29169

143
,
3921

65
, . . .

)
,

which no longer satisfies a recurrence with constant coefficients, but still (conjec-
turally) satisfies a linear recurrence with polynomial coefficients

un+2 = 2un+1 −
(4n+ 9)(4n+ 7)

(2n+ 5)(2n+ 3)
un. (80)

In cases 1–12, all these assertions can be proved using the explicit form of the correspond-
ing (Stieltjes, or Jacobi) continued fractions, which can be determined since the generating
function of a is an algebraic function of degree 2. This approach is very classical, and
is for instance explained by Krattenthaler in [72, §2.7] and [74, §5.4]. It was applied in
similar walk enumeration contexts by Tamm [123], by Brualdi and Kirkland [33], and by
Chang, Hu, Lei and Yeh [34], to name just a few.

Going beyond algebraicity degree 2 appears to be quite a challenging task. For degree
3, namely for some sequences in the orbit of the Catalan-Fuss sequence 1

3n+1

(
3n+1
n

)
, explicit

evaluations of Hankel determinants have been possible due to an approach introduced by
Tamm [123] and extended by Gessel and Xin [57], see also [46] and Theorem 31 in [74].
Some of these evaluations are already connected to the enumeration of alternating sign
matrices presenting (vertical) symmetries.
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For the evaluations (79) and (80) of the Hankel determinants occurring in case 13, we
can again use the J-fraction

A(x) =
β0

1 − γ0x −
β1x

2

1− γ1x−
β2x

2

1 − · · ·

, (81)

with γ0 = 3, γj = 2 for j > 0 and βj = (4j−1)(4j+1)
(2j−1)(2j+1)

. Similarly to cases 1–12, the Hankel
determinants can easily be determined from these continued fraction coefficients. To prove
that this is indeed the correct continued fraction, we adapt a method applied implicitly
by Euler [47, §21] to S-fractions, which is described in detail in [101, §2.1] and [117]. The
first step in our case is to set A1(x) := A(x)/β0, and define Aj+1(x) recursively by

Aj(x) =
1

1− γj−1x− βjx2Aj+1(x)
. (82)

Then it suffices to show that each Aj(x) ∈ R[x], as this immediately yields the continued
fraction form (81) for A(x) = β0A1(x). The next step is to define another sequence
{Bn(x)}n∈N by B0(x) = 1 and Bj(x) = Aj(x)Bj−1(x). Writing Aj(x) = Bj(x)/Bj−1(x),
the recursion (82) simplifies to

Bj+1(x) =
(2j − 1)(2j + 1)

(4j − 1)(4j + 1)x2

(
(1− 2x)Bj(x)−Bj−1(x)

)
. (83)

Finally, we guess and prove the exact form of each series Bj(x). First, the guess is that
Bj(x) is the unique series in R[x] with constant term 1 satisfying

−2j(2j + 1 + 6(j + 1)x)

x(1− 6x)(1 + 2x)
Bj(x) +

2j − (8j + 6)x− 24(j + 1)x2

x(1− 6x)(1 + 2x)
B′j(x) +B′′j (x) = 0. (84)

To see that this equation uniquely defines Bj(x), we observe that it is equivalent to the
coefficients bj,0, bj,1, . . . of Bj(x) being determined by the recurrence

bj,n+1 =
2(2n+ 2j + 1)(n+ j)bj,n + 12(n+ j)(n+ j − 1)bj,n−1

(2j + n)(n+ 1)
,

with the initial conditions bj,0 = 1 and bj,−1 = 0.
Finally, we prove by induction that (84) holds for all j. The base cases are trivial to

prove using the exact, algebraic forms of B0(x) and B1(x), so we proceed to the inductive
step. We assume that (84) holds for j and j − 1, and prove that it holds for j + 1. Using
(83), this reduces to proving

Bj−1(x) =
x(1 + 2x)(1− 6x)B′j(x)− (1− 2j − x+ 6jx+ 12jx2)Bj(x)

2j − 1
,

which is true as the right hand side satisfies the differential equation (84) for Bj−1(x) and
has constant term 1.
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Model, sequence and OEIS tag Generating function F (z) Density µ(x) Support Γ
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Figure 11: Some sequences of walks in N2, counted by length, and their (Hamburger) moment
representations: walk model, initial terms, tag in the On-Line Encyclopedia of Integer Sequences
(OEIS), (algebraic) generating function, associated (algebraic) density function, and its support.
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