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Abstract

For positive integers n and r, we let ()], denote the rth power of the n-dimensional
discrete hypercube graph, i.e., the graph with vertex-set {0, 1}", where two 0-1 vec-
tors are joined if they are Hamming distance at most r apart. We study edge isoperi-
metric inequalities for this graph. Harper, Bernstein, Lindsey and Hart proved a
best-possible edge isoperimetric inequality for this graph in the case r = 1. For
each » > 2, we obtain an edge isoperimetric inequality for )7; our inequality is
tight up to a constant factor depending only upon r. Our techniques also yield
an edge isoperimetric inequality for the ‘Kleitman-West graph’ (the graph whose
vertices are all the k-element subsets of {1,2,...,n}, where two k-element sets have
an edge between them if they have symmetric difference of size two); this inequality

n—s

is sharp up to a factor of 2 + o(1) for sets of size (}_¢), where k = o(n) and s € N.
Mathematics Subject Classifications: 05C70, 05D05

1 Introduction

Isoperimetric questions are classical objects of study in mathematics. In general, they ask
for the minimum possible ‘boundary-size’ of a set of a given ‘size’, where the exact meaning
of these words varies according to the problem. A classical example of an isoperimetric
problem is to minimise the perimeter among all shapes in the plane with unit area. The
solution to this problem was ‘known’ to the Ancient Greeks, but the first rigorous proof
was given by Weierstrass in a series of lectures in Berlin in the 1870s.

In the last fifty years, there has been a great deal of interest in discrete isoperimetric
inequalities. These deal with the boundaries of sets of vertices in graphs. If G = (V, E)
is a graph, and A C V(G) is a subset of vertices of G, the edge boundary of A consists of
the set of edges of G which join a vertex in A to a vertex in V(G) \ A; it is denoted by
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Jg(A), or by A when the graph G is understood. The edge isoperimetric problem for G
asks for a determination of min{|0A|: A C V(G), |A| = m}, for each integer m.

If G =(V,FE) is a graph and A C V(G), we write eg(A) for the number of edges of G
induced by A, i.e., the number of edges of GG that join two vertices in A. We remark that
if G is a regular graph, then the edge isoperimetric problem for G is equivalent to finding
the maximum possible number of edges induced by a set of given size. Indeed, if G is a
d-regular graph, then

2eq(A) + |0A| = d|A| (1)

for all A C V(G).

An important example of a discrete isoperimetric problem is the edge isoperimetric
problem for the Hamming graph @), of the n-dimensional hypercube. We define @,, to
be the graph with vertex-set {0,1}", where two 0-1 vectors are adjacent if they differ in
exactly one coordinate. This isoperimetric problem has numerous applications, both to
other problems in mathematics, and in other areas such as distributed algorithms [5, 29],
communication complexity [13], network science [7] and game theory [16].

The edge isoperimetric problem for @, has been solved by Harper [13], Lindsey [26],
Bernstein [6] and Hart [16]. Let us describe the solution. The binary ordering on {0,1}"
is defined by z < y if and only if Y1 | 27 e, < 307 2771y, If m < 27, the initial segment
of the binary ordering on {0,1}"™ of size m is simply the subset of {0, 1}" consisting of the
m smallest elements of {0,1}" with respect to the binary ordering. Note that if m = 2¢
for some d € N, then the initial segment of the binary ordering on {0, 1}" of size m is the
d-dimensional subcube {z € {0,1}": z; =0 Vi > d}.

Harper, Bernstein, Lindsey and Hart proved the following.

Theorem 1 (The edge isoperimetric inequality for Q). If A C {0,1}", then |0.A| > |08,
where B C {0, 1}" is the initial segment of the binary ordering of size |A|.

In particular, it follows from Theorem 1 that the minimum edge-boundary of a set of size
2¢ is attained by a d-dimensional subcube, for any d € N. As another consequence, the
above theorem implies that eq, (A) < 3|Allog, | Al for all A C {0,1}".

For background on other discrete isoperimetric inequalities, we refer the reader to the
surveys of Bezrukov [7] and of Leader [25].

In this paper, we consider the edge isoperimetric problem for powers of the hypercube.
If r,n € N, we let ()], denote the rth power of (),, that is, the graph with vertex-set
{0,1}", where two distinct 0-1 vectors are joined by an edge if they differ in at most
r coordinates. Writing [n] := {1,2,...,n}, we may identify {0,1}" with the power-set
P([n]) via the natural bijection x <+ {i € [n] : z; = 1}. By doing so, we may alternatively
view @ as the graph with vertex-set P([n]), where two distinct subsets of [n] are joined if
their symmetric difference has size at most r. As usual, the Hamming weight of a vector
x € {0,1}" is its number of 1’s; if z,y € {0,1}", the Hamming distance between x and y
is the number of coordinates on which they differ. Hence, two 0-1 vectors are adjacent in
Q7 if and only if they are Hamming distance at most r apart.

Note that Q7 is a regular graph, so by (1), the edge isoperimetric problem for Q7 is
equivalent to finding the maximum number of edges of ()7 induced by a set of given size.
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In other words, it is equivalent to determining
D(m,n,r) = max{eqgr (A) : AC{0,1}", |A| =m},

i.e. the maximum possible number of pairs of vectors at Hamming distance r or less,
among a set of m vectors in {0, 1}", for each (m,n,r) € N3. We remark that, since Q" is
regular of degree %, ("), one has the trivial upper bound

j
mi (n) Vm,n,r € N. (2)
=1

In the light of Theorem 1, which gives a complete answer to the isoperimetric problem
for @); in the case r = 1, it is natural to ask whether, for each n > r > 2, there exists
an ordering of the vertices of {0,1}" such that initial segments of this ordering minimize
the edge-boundary in @)}, over all sets of the same size. Unfortunately, this is false even
for r = 2. Indeed, this is easy to check when r = 2 and n = 4, in which case the optimal
isoperimetric sets of size 5 are precisely the Hamming balls of radius 1, whereas an optimal
set of size 7 must be a 3-dimensional subcube minus a point, which contains no Hamming
ball of radius 1. Hence, the problem for r > 2 is somewhat harder than in the case r = 1.
Still, as we shall see, reasonably good bounds can be obtained in many cases.

The problem of determining (or bounding) D(m,n,r) was considered by Kahn, Kalai
and Linial in [18]. For half-sized sets, they solve the problem completely, proving that

D(m,n,r) <

[

g —1
D" n,r) =2""2 (n , ) Vr,n € N. 3
( ) > j (3)

j=1

(For odd r, the extremal sets for (3) are precisely the (n — 1)-dimensional subcubes; for
even r, the set of all vectors of even Hamming weight is also extremal.) Kahn, Kalai and
Linial also observe that if (r/n)log(2"/m) = o(1), then the trivial upper bound (2) is
asymptotically sharp, i.e.

D(m,n,7) = (1 — o1))} - m: (j)

this can be seen by considering the initial segment of the binary ordering on {0,1}"
with size m — for example a subcube, if m is a power of 2. Finally, they observe that
Kleitman’s diametric theorem [24] implies that if m is ‘very’ small, then the ‘other’ trivial

upper bound D(m,n,r) < (’;) is sharp. In particular, for even values of r we know

that D(m,n,r) = (3) if and only if m < Z;/: 20 (?) In this case, one may consider an
m-element subset of a Hamming ball of radius r/2, which has diameter at most r. A
similar result for small sets and odd r holds as well.

It is also natural to consider the edge isoperimetric problem for the subgraph of Q]
induced by the binary vectors of Hamming weight £, or equivalently the graph with vertex-

set ([Z]) where two k-sets are joined if their symmetric difference has size at most r. In
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the case r = 2, this graph is called the ‘Kleitman-West graph’, and the edge isoperimetric
problem has been called the ‘Kleitman-West problem’ (see e.g. [14]). An elegant conjecture
of Kleitman (as to the complete solution of the latter edge isoperimetric problem for all
k and all vertex-set sizes) was disproved by Ahlswede and Cai [1]; only for £ < 2 is a
complete solution known [2, 3]. Related results have been obtained by Ahlswede and
Katona [3] and Das, Gan and Sudakov [10] (Theorem 1.8 in the latter paper implies a
solution to the Kleitman-West problem for certain large values of n, for each fixed k).
Harper attempted to resolve the edge isoperimetric problem in this case via a continuous
relaxation [14]. Unfortunately, Harper’s argument works only in certain special cases, and
he later demoted his claim to a conjecture [15].

1.1 Our results

We obtain the following bounds on D(m,n,r). For brevity, we state our theorems in

terms of the function ¢ = ¢(m) = min { Lognz_l‘f%w , [logm| } All logs are base two.

Our results are only novel when the minimum for ¢ is achieved by the first term. This is
case when m and n satisfy 12& < logm, or in other words, when m < /4 We
X ) og n—loglogm e i )

introduce the ¢ notation here since we use it in several places in our proofs.

Theorem 2. Let m,n,t € N with 28 <m < 2". Then

ge 2 t
D(m,n,2t) < e (n-0)"-m.
Theorem 3. Let m,n,t € N with 28 <m < 2". Then
16e \ 2+
D(m,n,2t+1) < <2t—|—61> “(n-0)"-m-logm.

The two theorems above are tight up to a constant factor depending on t, viz., a
factor of exp(©O(t)); see below for details. In the case r = 2, we prove a sharper bound
(Theorem 8), which implies a new bound for the Kleitman-West problem (Theorem 11).
Determining the optimal solution to the isoperimetric problem for all vertex-set-sizes
remains a challenging open problem, one which seems beyond the reach of our techniques.
As mentioned above, even the restriction to k-sets and r = 2 is open for k > 3, that is,
the Kleitman-West problem remains unsolved.

Tightness. For fixed t € N, Theorem 2 is sharp up to a factor of exp(©(t)), as can be
seen by taking A = [n](<¥) ie., a Hamming ball. In fact, this example motivates our
definition of ¢ above, capturing the way eg2 (A) scales as a function of |Al.

Theorem 3 is also sharp up to a factor of exp(O(t)), as can be seen by considering

Ae={xCn] : lzn{k—t+1,...,n} <t}
When n > k > t, we have

t
_ n—k-+t
A :2'”2( i )

=0
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Denoting A = Ay, we sketch the calculations for k = O(logn) and for fixed ¢t € N. Note
that for this parameter range, log|A| = ©,(logn) = O,(k), and hence, ¢ = ©,(1). We
claim that there are €;(1)n'|A|log |A| pairs with Hamming distance 2¢ + 1. Given our
assumptions on k, ¢, this implies that D(m,n,2t 4+ 1) > Q,(1)(nf)*mlogm for sets of size
m = 290en)  We count pairs x,y € A with [rAy| = 2t+1 and |(x\y)N{k—t+1,...,n}| =
(y\z)N{k—t+1,....,n} =t. There are (";*)("I*") ways to satisfy this equality,
and doing so incurs a Hamming distance of 2¢ restricted to {k — ¢+ 1,...,n}. Then,
if  has j ones in positions {1,...,k — t}, changing one of these ones to a zero, i.e.,

|(z\ y) N[k —t]| =1, leads to |[zAy| = 2t + 1. Hence, the number of such {x,y} pairs is

a0 G B 51 (o TR (ol [ G RS

= (1) (n = k)'|A|(k - 1)
= (1) - n'|Alk
= (1) - n'|Allog | Al.

N

<
Il
o

Independent Work. Kirshner and Samorodnitsky [23] independently obtained isoperi-
metric results similar to those proved in this paper. They use very different methods, and
we briefly sketch their results here. For any function f : {0,1}" — R and p > 1, as
usual we define the p-norm of f by ||f]|, = (E, [/ (2)|P])*?, where the expectation is
over a uniformly random = € {0,1}". Let H(-) be the binary entropy function (i.e., for
q € (0,1) we let H(q) := —qlogy(q) — (1 — q)logy(1 — q)), and let ¥ (p,t) be the function
on [2,00) x [0,1/2] defined by

U(p,t) = (p— 1) +logy (1= 8)" +87) = TH(t) — ptlogy(1 - 26),

where 4 is determined by ¢ = (% —9)- %

that for p > 2 and 0 < s < %, and for a homogeneous polynomial f of degree s on {0,1}"
we have

. Kirshner and Samorodnitsky show

i
1f1]2

Furthermore, they show that in a well-defined sense this inequality is ‘nearly tight’ if f

is the Krawchouk polynomial (the Fourier transform of the characteristic function of a

Hamming sphere). Kirshner and Samorodnitsky then show that these results imply for

each 0 < s <n/2and 1 <r <2s(1 — 2) that

B0 (5O e

For odd r this upper bound is tight up to a factor of O (1/% . r). We can compare

this to one of the main theorems of this paper, Theorem 3, which is tight up to a factor
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exp(O(r)). For fixed s, Theorem 3 is stronger for r < %logn and n sufficiently large.
However, the isoperimetric bounds achieved by Kirshner and Samorodnitsky for even r,
which are tight up to a factor of O(r), improve upon the second main theorem of the paper,
Theorem 2, which is only tight up to exp(©(r)). Applying the upper bound Eq. (4) to the
Kleitman-West graph (r = 2), we see that their result implies a bound that is tight up to
a factor of 2e? ~ 14.778. This is weaker than our upper bound for r = 2 in Theorem 11,
which is tight up to 2 + o(1); see Section 2, where Theorem 11 follows from Theorem 8.

Subsequent Work. In the time since the submission of this paper, Theorem 2 and 3
have been used to obtain new model counting results [27]. Improved bounds on D(m,n,r)
have also been proven for large set sizes, m = a2" with a € (0,1), using probabilistic
techniques [30]. In general, there has been much work on discrete isoperimetric inequalities
in the Hamming cube [17, 20, 21, 22, 28] and related studies [11, 19].

1.2 Notation and Preliminaries

For subsets A C {0,1}", we let E<,.(A) denote the set of edges in the subgraph of @7,
induced by vertices in A, and we write e, (A) := |E<.(A)|. In this notation, notice
that D(m,n,r) = max;4j=m €<-(A). Abusing notation slightly, we move freely between
{0,1}" and P([n]) via the bijection z <+ {i € [n] : ; = 1}. Wesay A C {0,1}" is a down-
setif (r e A,y Cx)=ye A Wesay A is left-compressed if whenever 1 <i < j < n
and z € A with z N {7, 5} = {j}, we have (x U {i})\ {j} € A.

Standard compression arguments (cf. [2, 4, 15]) imply the following.

Proposition 4. Let n, m be positive integers with m < 2"™. Among all subsets A of {0, 1}"
of size m, the mazimum of e<,.(A) is attained where A is a left-compressed down-set.

Proposition 5. Let A C {0,1}" be a down-set. For every x € A, we have |z| < |log|Al].
Proof. Asx € A, we also have y € A for all y C z. The number of such y is 21*l < |A]. O

Remark 6. Proposition 4 and Proposition 5 imply e<;(A) < [log|Al] - |A]. Indeed,
for a down-set A, we have ec;(A) = > .|| < |A| - [log|A|]. This approximates,
up to a factor of two, the optimal bound e<(A) < (1/2) - |A| - |log|A|] mentioned
above [6, 13, 16, 26].

We also make use of the following technical result to bound sums of binomial coeffi-
cients. The proof of this proposition can be found in the appendix.

Proposition 7. For allm € NU {0}, € [0,1), K € R we have for m # 0

K m K m+1 K m—+A
— _|_ - > ,
(m) (m—|—1) <m—i—/\)

and for m =0, we have 1 + K > (%))‘
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2 The distance two case

The special case of our theorem for r» = 2 has a fairly simple proof and a tighter bound.
Theorem 8. Let A C {0,1}" satisfy 1 <log|A| <n. Then
eca(A) <n- 0 -|A,

where ¢ := min { {log—lAl-‘ , [log|Al] }

log n—log log | A|

Using an observation of Ahlswede and Cai [2], we reduce the problem to bounding the
“sum of ranks” of elements in 4. We provide a proof for completeness. Define the rank

of x as
] =Y jay=>j

JEN] jex

Lemma 9. Let A be a left-compressed down-set. Then, e<s(A) = Z |||
z€A

Proof. Notice that {x,y} € E<o(A) implies that either ||y|| < ||z|| or vice versa. We fix

z € A and count y such that ||y|| < [|z||. Assume that = # (), {1}, or the bound is trivial.

We separate the cases |y| = |z| and |y| < |z|. In the first case, we count y of the form
=z U{i} \ {j}, where i < j, j € x and i ¢ z. The number of such y is exactly

: : o lz| +1
S (i-1-tice: <)) = hal - (7).
JET
For the second case, with |y| < |z|, there are ("”‘;1) choices for y of the form y = z\ {1, j}
ory = x \ {i}, where i,j € . As we have assumed that A is a left-compressed down-
set, the counted pairs in both cases are in E<5(A). Summing over x € A completes the
proof. O

To obtain Theorem 8 we use the left-compressedness and down-set conditions on A
to find an upper bound of ||z|| for each x € A which depends only on |A| and n. The
theorem then follows from summing these upper bounds over x € A.

Lemma 10. Let A C {0,1}" be a left-compressed down-set with |A| > 2. For any x € A,

||:L‘H <n- El?

where ¢ = min { [%-‘ , llog |«4H}

log n—log log | A|
Assuming this lemma, we now complete the proof of Theorem 8.

Proof of Theorem 8. Applying Proposition 4, we may assume that A is a left-compressed
down-set. Then, Lemma 9 and Lemma 10 together imply the desired bound:

eca(A) =D llzll <n-C-]A| O
zeA
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Approximately solving the Kleitman-West problem. Theorem 8 has the following
immediate corollary for the isoperimetric problem on the Kleitman-West graph, i.e., the
graph on ([Z]) where two k-element sets are joined if they have symmetric difference of

size two. For A C ([Z]), let e(.A) denote the number of edges of this graph induced by \A.
Theorem 11. Let A C ([Z]) be nonempty. Then

e(A) <n-l-|A]
where ¢ := min { {bg—w—‘ . [log |Al] }

log n—loglog | A|

We remark that Theorem 11 is sharp up to a factor of 2 + o(1). This is evidenced by
the families defined by {x € ([Z]) s8] C x} for k = o(n) and s € N.

2.1 Proof of Lemma 10

Proposition 5 implies that |z| < |log|A|], and thus, ||z|| < n|z| < n|log|A|]|. Therefore,

we may assume that we are in the case where ¢/ = fw?fo—ﬁl)gww < |log|A|]. We note

for later use that since ¢ = (#&%W} < |log |A|], we have

n
2< ——. )

log | A| ®)

We use the fact that A is a left-compressed down-set to lower bound the number

of y € A that are guaranteed in A by the existence of x € A. To this end, define

g o= {ﬁ} and let x = 2/ U a”, where 2/ C {1,...,5'} and 2" C {f'+1,...,n}

correspond to the integers in x with values at most 4’ and at least ' + 1, respectively (so
that |z| = |2/| + |2”]). We will show that

]| < 8'|2"] +n|2"| < nt'.

Notice that if |2"| = 0, then ||z| = f'|2| = f'|z| < B'log|A| < nl’, where the inequalities
use Proposition 5 and the definition of 5. Thus, we may assume that |2'| < |z| — 1 and
|z"| > 1.

Consider y € {0,1}" of the form y = ¢/ Uy”, where v/ C 2/, v/ C ([#'] \ ') Uz”, and
ly"| < |2”|. We claim every y of this form is in A. Indeed, this follows directly from the
left-compressed down-set assumption. To count such y € A, first define ¢, € [0,1) as the
real number satisfying 21*'l = | AJ*s. We will show |2”| < (1 — &,)¢'. Clearly, there are
21l = | AJ*= choices for ¢/ C 2/ and

|z”| / " /
# of choices for 3" = Z (ﬁ tle ’ ~le |),
j=0 J
where the j* term counts y” with |y”| = j. Since the choice of ¥/’ is independent of 3", we
know that the sum above must be at most |A|'~*=, otherwise we would have guaranteed
more than | A| distinct y in A.

THE ELECTRONIC JOURNAL OF COMBINATORICS 29(1) (2022), #P1.47 8



Aiming for a contradiction, we suppose that |z”| > [(1 —&,)¢'] and e, <1—-1/0. Tt
is a standard fact that for a,b € N where a > b > 1 we have (2) > (%)b This fact and
the assumption |z”| > [(1 — €,)¢'] imply the lower bound

"] / " / / " N\ [(1—ex)e'] / " / [(1—ez)t']-1
6+|€v|—!x|> (6+\x|—lfv|) (/3+|x|—|a:|) i
Z( j ST a1 ®)

j=0
> ﬁ/ + |5L'I/| — |$/| (et (7)
- (1 —e,) ’

where the final inequality follows by applying Proposition 7.
We note that if a > 2 then I(ELJ > 2. Using our observation in equation (5) we
ga og(3)
apply this fact to the definition of 3’ to see

/ nt’ n log | A 9
- = > log | Al
’ Log |A’J Log |A|J Logn — loglog |A’-‘ log(3) og | Al (8)

Observe that (8) and the fact |2/| = ¢, log |A| together imply 8 — |2'] > (1 — %3¢, 3.
We now split into the following cases:

(1) || = 4,
(2) 2 < |2’ <3,
(3) [+ < 1.
Case (1): |z’| > 4. We note that [2/| > 4 is equivalent to e, log|A| > 4 and this
implies ¢, > %, which after rearranging is equivalent to 27120g35$ > 21125&‘.
Using inequality (8), and that 1/(1 —e,) > 1, we see 22(_11_055593 > % Now, by the
definition of ', the right hand side of this inequality trivially satisfies
nt’ /
1 g — P
~, log|A| (9)

gz

so rearranging we see that

(1-— l°§3sx)ﬁ’ B 2 —log3 e n
( (1—e,)0 =\ 2(1 — 5x)5x 7 log | Al

Using our observation that 8/ — |2/| > (1 — %£3¢,)3' we arrive at

F ol ||
(1 —e,)0 log | Al

Substituting this into the lower bound (7) we see

|="|

’ T, (1—ea)t/
S (T () e
j log | A]

J=0

giving the required contradiction.
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Case (2): 2 < |2'| < 3. As |2/| <3 wehave [2”| > 1 > |2/|/3, and so
B+ 1" = [a'| = 5" = 2]2'|/3.
We combine this with fact (8) to get f' + |2”| — |2'| = (1 — loi?’ 2)3. Therefore

B+ |2 — || e 3—log3 1\ /g
> i (I S 10
(1—e,)0 1—e |70 T3 v (10)
Now, since |2/| > 2 is equivalent to e, log|A| = 2 we see g, > =83 which after

2(3—log 3) log | A|

rearranging is equivalent to 2= lgg?’ax > 211§gg|?:4|' Using inequality (8), and that 1/(1—¢,) >
3—log 3 1

1, we see 30—e)Cz ~ T Now, as in the previous case, we appeal to equation (9) and

rearrange to find
3—1log3 o4 n
oo )2 s 0
(1 30255) 7> i

Combining this with the inequality (10) we find again g ELW') lj,x

L > 1ogn\,4\' Substituting

this into the lower bound (7) gives the required contradiction.

Case (3): |z’| < 1. Suppose first that |2'| = 0, and so £, = 0. Then by assumption
|z”| > [¢']. Hence

|£L' ‘ /8/ _|_ ’x//‘ _ |x/‘ ﬁ/ _"_ ’x//’ ﬁ/ _"_ ’a,/.//’ B /8/ + |x//‘ _"_ 1
> : U v )T\ w1 )7 v
=0 J B

> (ﬁ’+|§,”!+1)€,,

and since f' + |2"| +1 = {log\A\J +z

"] o
/8/+‘x/l‘_’$l‘) ( n >

. > —— ) = A

Z( j log | Al A

Jj=0

| | We see that

providing the required contradiction.
Secondly, we suppose that |2'| =1 < |z

|z"| ’ T, / m o\ (1—e2)e ’ (1—e)t
L+ | (=) (s |
: J (1 —e,)t (1 —e,)t

=0

”]. In this case, we have

Now |2/| > 1 is equivalent to &, log|A| > 1 Which implies ¢, > 211(?;% Using inequality

(8) we see €, > 1/, which implies % > Thus, if |2/| = 1 < |2”| then

lo |.A|

|| 1—ez )V
Z B+ |x//‘ o |£E/‘ - n ( ) _ |A|(1—€x)
j log | A| ’

=0
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again giving a contradiction.
Since in every case we arrive at a contradiction, the assumption |z”| > [(1 —&,)¢'] is
false and so we must have |2”| < [(1 —&,)¢'] —1 < (1 —&,)¢, and thus we conclude that

|zl < B2'|+nlz"| = Bleslog|Al +nlz"| < enll + (1 —e)nl’ = nl'.

3 The general case for even distances

In this section, we prove Theorem 2, which, using the notation defined in Section 1.2, is
equivalent to the statement that if A C {0,1}" and ¢t € N with ¢ < log|A|, then

] 2t
A= ea) < (X) (o014l

_ o 2log | A|
(=1((A):= mm{ [logn “oglog \A]-‘ , [log \AH} :

where

We start with some more notation. For (b, a) € Z2, let

Ea)(A) == {{z,y} € E<cxe(A) : [z \y| =0, [y\z|=a}.
and define e q)(A) := |Ep,a)(A)]. Letting
U={(ba) €EZ%: b>aand b+a <2},

observe that we can decompose E<y(.A) as a disjoint union
E@t(-A) = U E(b,a) (.A),
(bya)eU
and in particular, this implies,
ecn(A) = Z €(b,a) (A)- (11)
(bya)eU

Our strategy will be to prove upper bounds on egq)(A), and then combine these
to obtain the theorem. We will need a variant of the bound on |z”| from the proof
of Lemma 10. In what follows, we express our results using integers ¢ := ¢(A) and
B := B(A), defined in the next proposition. We also define ¢, := [zt N{f+1,...,n}| for
x € A. Intuitively, 5 is the threshold for ‘big’ elements; ¢, is the number of these ‘big’
elements; and, we will show that ¢, < /.

Proposition 12. Let n > 2 and A C {0,1}" be a down-set with |A| > 2. Let

. 2log | A B n 1/2
é_mmHlogn—loglogMJ’UOgMH}’ ”B_KI%IAI) i
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For any x € A, we have the following:

(1) x| - B < nd,

(ii) 8% < nt,

(iii) log” | A| < “5nl,

(iv) x> < n,

(v) [log |A[] log |A] < nt
Proof. Parts (i) and (ii) follow immediately from Proposition 5, the fact that log|A| < n
and the definitions of 5 and /.

For part (iii), since log(n/log|A|) < n/log|A| we see that

nlog|A|
log(n/log |A[)’

. 21og |.A log | A
Hence, if ¢ = Logn+g‘lo‘gww then ¢ > m and we see the stronger statement

log” | A| < nf holds, and we note this for later. On the other hand, if £ = |log|A|| <

[%W, then nf > n(log|A| — 1), so it is sufficient to show —=n(log|A| —1) >

log” | A| <

log® | A|, which is true if and only if -2+ < log |A| < n
Therefore, the only remaining cases to check are when 1 < log |A| <

. Under this
) which in

:»—A

assumption, £ = 1 and log® | A| < (ﬁ)Q, so as n > 2 we see that 2 (n
turn shows -"-nl > log” | A| as required.
For part (1V) let x € A. We have already seen |z| < [log |A|] and |z| < n is trivial. If

(= {ﬁgégww we recall that log? | A| < nf, and so |z|?> < nf. On the other hand, if

¢ = |log |A]], then |z|?> < nf. This proves (iv).

Finally, for part (v), again recall that if ¢ = [%—‘ then |log|A|]log|A| <

log” | A| < nf and so |log|A|]log|A| < nf follows. On the other hand if £ = [log|A|],
then as log |A| < n we see |log | A||log|A| < nl, completing the proof of (v). O

Lemma 13. Let A C {0,1}", |A] > 2 be a left-compressed down-set. If x € A, then
0, <UL

Proof. Proposition 5 implies |z| < |log |A|[, and clearly ¢, < |z|, so we may assume that
we are in the case when ¢ = f%] Let z = 2’ Ua” where 2/ C {1,...,5} and
" C{B+1,...,n}. By definition, |z"| = ¢, and since A is a down-set, we know that

" e A. Suppose y C [f] U z"” with |y| < £,. As A is left-compressed and a down-set

y € A. Counting such y we have
~ (B+ 1L,
Al 2 ( ). (12)

P J

MN

VA

Suppose now, for a contradiction, that ¢, > ¢ 4+ 1. Then clearly

L
~ (f+ 1, B+l B+l
2 (7572 () (GEY)
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Applying Proposition 7 to this inequality and combining with the lower bound (12) we
find that

40, 2log|A|/ log(n/ log | Al)
A1 (g ) . (13
2log |A[/log(n/log | Al)
Now, since ¢, > ¢ + 1 it is clear that
B+, >ﬁ+1+€.lo n
2log|Al/log(n/log|A]) ~ 2log|A] log|A[ )
and so by substituting the definition of 8 into this inequality, we see that
Lo\ M2
B+, N (<log|A|> +1) A 1 n n 1/2
2log [ Al/og(n/ Tog [ A 2log | A e (log |A|> (bg |A|)
From this, and equation (13) we see that
n log |A|/ log(n/ log |.A[)
Al > | —— = | A,
4> (i) 4
which is a contradiction. We therefore deduce that ¢, < /. O]

In what follows, let A C {0,1}" be a left-compressed down-set with 1 < log|A| < n.
Let ¢, 3 be defined as in Proposition 12. Recall that ¢, = |z N {8+ 1,...,n}| equals the
number of large elements in x € A. In our proofs, it will be helpful to order {0, 1}" based
on £,. In particular, we upper bound e 4)(A) by partitioning the pairs {z,y} € Eqq)(A)
into two sets, based on the cases ¢, < {, and ¢, > {,. By the definition of E()(A), with
b > a, we always have || > |y|. Ordering based on ¢, and ¢, enables us to use different
arguments in the two cases: when ¢, < ¢,, we count pairs based on z, and when ¢, > {,,
we count pairs based on y.

3.1 The case £, < £,

Lemma 14. Let b,a be nonnegative integers with b > a and 1 < b+ a < 2log|A|.

o Ifb+ a is even, then

(b+a)
44/2
{{z,y} € Epa)(A): £, <L} < (b\—i/—_§> (n- g)(b+a)/2 AL

o Ifb+ a is odd, then

4+/2e
b+a

b+a
{{z, 4} € Epuy(A) 1 { <L} < ( > (- )TV og | A| - | Al
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Proof. Fix z € A. For each p € [a] U {0}, we will bound the number of y € {0, 1}" such
that {z,y} € Epq)(A) and £, <, and |(y \ ) N {8+ 1,...,n}| = p. We claim that the
number of such y is at most

(n—i—&j(%)cﬁyﬁ;&)g@b) (14)

Indeed, the first two factors count the ways to replace p elements in x with p new elements
that are larger than (3, and the final two factors count the ways to replace b — p elements
in x with @ — p new elements that are at most (.

Recall that Lemma 13 implies that ¢, < ¢. Therefore, the quantity in (14) is at most

(Z) (ﬁ) (a fP) (b li'p) S (p!)(;l-gzz ‘—6;;!1&'[:_1013)!' (15)

i+j

We note that for 4,j > 0 we have i'j7 > (“32)"”. Indeed, taking logs and dividing

by 2, this is equivalent to
3(ilogi+ jlogj) > 52 log (57)

which follows from the convexity of the function z — zlog z. Hence, we may bound from
below the denominator of the right-hand side of equation (15) as follows:

p¥ - (a—p)* P (b—p)"

(p')2 . ((I - p)' . (b - p)' 2 eb+a (by Stirling’s approximation)
(16)
b b+a B . e
= ( La) (by two applications of i'j7 > (Z ﬂ;J) )
(17)

We now break the bounding of (15) into two cases, based on the parity of b+ a. For
both cases, recall that Proposition 12 implies that S|z| < nf and 5% < nf and |z]* < nf.

The case where b + a is even. We bound the numerator of the RHS of (15) by
(nl)P - BoP|z|*7P < (nl)P - (n) @ P2 (ng)b=P)/2 = (pg)b+a)/2,

Summing the above bound on (15) over p € [a] U {0} and employing (17), we obtain

a (ng)(lﬂ*a)/Q
EA:«I, eEaA7£ <Em <
{y {z,y} (b.a)(A); £y H pz;(p!)z(b_p)[.(a_p)[
(ng)(b-ﬂ-a)/? (46)(b+a)
< .
< (a+1) (b+ a)bte
(ng)(lﬂra)/? (4\/56)(174—(1)
S b+apta

where the last inequality uses the fact that (a + 1) < (v/2)"*%, leading to the factor

(4\/56)(b+a)‘
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The case where b+ a is odd. In this case, we have b > a+1 > p+ 1. We recall that
|z| <log|.A|, and we upper bound the numerator of the RHS of (15) by

(nl)? - B27P|z|P7P < ()P - (nl) @ P2 (ng)O=P=1/2 Llog | Al = (nf)OHe1/2  log | Al
Summing the above bound on (15) over p € [a] U {0} and employing (17), we obtain

a (ng)(b—i-a—l)/Q . log |A|
eA:{r,y} €Epa(A), £, <l} <
H{y {z,y} (b.a)(A), £y H Z(p!)2o(b—p)!~(a—p)!

p=0
(n0) P2 (44/2¢)01) L Jog | A
= (b + a)b+e '

In both even and odd cases, summing over x € A completes the proof. O

3.2 The case £, > £,

Lemma 15. Let b,a be nonnegative integers with b > a and 1 < b+ a < 2log|A|.

o Ifb+ a is even, then

4\/§ (b+a)
[{{z,y} € Epa)(A) : £, > {,}] < (b+ 2) “(n- é)(b+a—2)/2 05| Al

e Ifb+a is odd, then

b+a
4+/2
{29} € Epay(A) s £, > )] < (bfj) (- A

Proof. Fix y € A. For each p € [a], we will bound the number of x € {0,1}" such that
{z,y} € Epa)(A) and £, > {, and |(z \ y) N {6+ 1,...,n}| = p — 1. We claim that the
number of such z is at most

AR e

Indeed, the first two factors count the ways to replace p elements in y with p — 1 new
elements that are larger than 3, and the final two factors count the ways to replace a — p
elements in y with b — p + 1 new elements that are at most .

Recall that Lemma 13 implies that ¢, < ¢. Thus, the quantity in (18) is at most

G266 )W) < = ima e
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Similarly to in the proof of Lemma 14 (i.e., by applying Stirling’s approximation and the
fact i'j9 > (2)"), we lower bound the denominator of the right hand side of (19) as
follows.

(p—Dpl-(b—p+1)-(a—p)= (p—1)P1-p?-(a _ei)raap (b—p+ 1)bfp+1 20)

b+a b+a
>( 0 ) . (21)

Recall that Proposition 12 implies that 32 < nf and |y|*> < nf. We now break into two
cases, based on the parity of b + a.

The case where b + a is even. Notice that ¢, > ¢, and |z| > |y| implies ¢ > 1 and
b+ a > 2. We upper bound the numerator of the RHS of (19) by

(nO)P=L 0. oL |y o ()P0 B - (nl) 0P (n0)@P)/2 = (ng)(bta=D/2 g,

Summing our bound on (19) over p € [a], employing (21), and using that a < (v/2)**,

a 7)bra=2)/2
|{ZE eA: {l’,y} € E(b@)(A), Ey > €$}| S Zpl . (p — i; -)(b—p+ 1)‘5 (a —p)!

p=1
(ng)(bJra*?)/? (4\/§6>(b+a) - Be
= (b + a)b-i—a ’

The case where b + a is odd. Notice that ¢, > ¢, and |z| > |y| implies a > 1, and
in this case, b > a+1 > p+ 1. We upper bound the RHS of (19) by

(nO)P~L. 0. O Py P < (nl)PL 0 (nd)bmPED2 L () (@emP)/2 = () (btam /2y,

Summing our bound on (19) over p € [a], employing (21), and using that a < (v/2)**,

a (nf)(b+a_1)/2 oy
€ A {my} € B ), 6> GI < 3 e

p=1
(ng)(bJra—l)/? (4/2¢)+a) . ¢
S (b+ a)r+e '

In both even and odd cases, summing over y € A completes the proof. O

3.3 Finishing the proof

Proof of Theorem 2. Recall that U = {(b,a) € Z2, : b > a and b+ a < 2t}. Invoking
(11) and using Lemma 14 and Lemma 15, we will upper bound each term in

ecn(A) = ) epa(A).

(b,a)eU
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For all (b,a) € U, we claim that

e.a)(A) de . no)t
< (F) o (22)

Assuming that (22) holds, and using that [U| < 2%, we have
2t 2t
€(ba)(A) de t 8e t
> e < (F) wor< () oo
(ba)eU

which implies the bound in the theorem statement. To prove (22), we will use Proposi-
tion 12 and the fact that ¢ < |log|A||]. When b+ a is even, then combining Lemma 14
and Lemma 15 (using 8¢ < nf), we have

(b+a) (b+a)
eray(A) < (4‘/_6> (n0)®+o2 | 4]+ (4\/_6) (n) D2 g A

b+a b+

_ <4x/§e

b+a)
" a) JA - (n€)CFremD2 L (ng 4 1)

4\/_ (b+a)
e
< 92. . . (b+a)/2 <
<2 (b a) |A| - (nf) (as £ < nl)

(b+a)

8 a

< ( € ) Al - (ng)(b+a)/2 (as 2 < \/5(17+ )).
b+a

To verify (22), it suffices to show that the RHS of the above inequality increases with
b+ a (ie. that it is maximized over U at b+ a = 2t). Indeed, let k = b+ a > 2. Then, it
suffices to show that

(%8_61)“ (n - M2 ¢ (%)k (n - 02 (23)

After rearranging, we have

E( k \"" &k
v < 2 < ()2
8¢ (k;—l) 5 < (07

where the first inequality uses that (%)k_l < e, and the second inequality uses that

(k/8)? < 12 < |log |A||* < nt, which holds by Proposition 12 (v).
Similarly, when b+ a is odd, Lemma 14 and Lemma 15 (using ¢ < log|.A|) imply that

(b+a) (b+a)
4 4
€(b,a)(A) < ( \/_€> (ng)(b+a71)/2 log | Al - | A| + ( \/_€> (ng)(b+a—1)/2€|A’

b+a b+a
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b+ a

(b+a)
i <4ﬁ> AL (0572 (log 4] + 0

4\/§ (b+a)
<2 <b+ae> JAL - (n) 2 Jog |A] - (as € < log]Al)

ge \ U+ bta 1)/ (b+a)
< (b—|— a) - Al - (nﬂ)( +a—1)/ log|Al (as2 < V2 ).

We claim that (55%) T4 Al (n€)#+e=1/2.10g | A| is maximised over ¢ when b+a = 2t —1.
Indeed, letting k = b+ a > 2, we have

k—1 k

E "'k
M Mo 1/2
= (k—l) 86\(716) ,

8e k-l 8e k
( ) -|A|-<n£><’f-2>/2-log|A|<(—) AL (n0)5D72 . log |A|

where the last inequality holds since (k/8)? < t? < |log|A||* < nf, by Proposition 12 (v)

and (%)k_l < e. It follows that

ge \ @D .
o< (Grog) ML 00 gl

4e\* , ot \@ Y ¢ 1
_(7> .,A|.(ng).1og|A|.(2t_1) =

4e\* ' t 1
<(F) ot g
de 2t
<(5) Mo,

where the last inequality follows from noting that “%M' < |log | A|] log | A| < nf (which
follows from Proposition 12 (v)). O

4 The general case for odd distances

Proof of Theorem 3. The following proof has very similar structure to the proof of The-
orem 2, so we omit detailed calculations.

Using the notation defined above, it is required to prove that if A C {0,1}" and ¢t € N
with t < log |.A|, then

16e

2%+1
¢
2t+1> (n-0)-|A|-log|Al.

Ecorns(A)] = ecarni (A) < (
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Letting U’ = {(b,a) € Z%;: b > a and b+ a < 2t + 1}, observe that

€<ot+1 (-A) = €(b,a) (-A)
(

b,a)eU’

We will upper bound each term in the above sum. For (b,a) € U’, we claim that

emMA)<2(%@e

A T T\ 2t+1

2t+1 86 241
) <nf>t-log|A|<(m) (0 log| Al (24)

Assuming that (24) holds, and using that [U’| < 22! we have

S () gy (S VI 160\

which establishes the bound in the theorem statement.
We now prove (24). When b+ a is even, then b+ a < 2t and (24) follows from (22).
When b + a is odd, then Lemma 14 and Lemma 15 (using ¢ < log |.4]) imply that

b+a 2t+1
e.a)(A) 8e (b+a—1)/2 8e t
< “(n-0 -1 < c(n-0) -1 ,
|A|“L e RCRE o5l < (57) (-0 loglA

where we use that the quantity (ﬁ—i)bﬂ - (n - £)®+e=D/2 increases with b + a (and is
maximized over U’ at b+ a = 2t 4 1), analogous to the proof of (23). O

5 Some open questions

An immediate open problem is to prove exact edge isoperimetric inequalities for the
graphs we consider, i.e., to precisely determine D(m,n,r) for all (m,n,r) € N3. Another
direction is to prove stability results for () with r > 2, generalizing prior results for sets
with small edge boundary in the hypercube [12, 21]. It would also be interesting to study
graphs on [k]™ with k& > 3 with edges induced by other metrics. For example, is it possible
to prove edge isoperimetric inequalities for the families of graphs connecting pairs in [k]"
with either ¢;-distance at most r or Hamming distance at most r? Bollobas and Leader [8]
and Clements and Lindstrom [9] have solved the respective distance one cases.
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Appendix

Here we provide proof of the technical proposition, Proposition 7. For this we need the
following tool.

Proposition 16. Let f : R.y — R be defined as follows

f(x) (%)m + (mil)mﬂ —e*/* ifx € [me,(m+1)e), for somem € Nym > 1
€T) =
1+ 1 —e®/® if x € [0,€)

Then the following hold.

(1) Forx € [0,¢), f(x) > z/e > 0.

2

(2) Forx €le,2e), f(x) 25 +(2—-5)(x—e)2>0.

(3) Form =2 and x € [me, (m + 1)e), we have

z/e . (a: )m z \"™M _ 1 . (x)m r \"M
e*’¢ —min< [ = - = - ,
m/) "\m+1 S m m/) T\m+1

from which it immediately follows that

e )" (75) |- G () f >

Proof. We split our proof into parts for each of the statements.

Part (1). Suppose first that « € [0,¢), so f(z) = 1 + 2 — e*/¢. Then ZQTJ; = —e?/72 <0
and so f is concave in this range. Hence, we have

fa)> 70 + OO, 2

Y

as required.

Part (2). Suppose next that = € [e, 2¢e), so that f(z) =z + % —e®/¢. We let

2 2 2

g@) = (&) = (7 + @2 = Dla—e)) = (2= )+ (~1+ Da+ 7 — ",
and note the following:
J(0)= (~1+ )+ 5 — e/
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1
g”(l‘) _ - _ 6x/e—2

g(e) = g(2e) = 0.

Clearly, ¢”(x) is decreasing in x and has a unique root at = e(2 — In(2)). Therefore
g"(x) > 0 for x € [e,e(2 — In(2))) and ¢"(x) < 0 for z € (e(2 — In(2)),2e). We also note
that g'(e) =2 —2>0, ¢'(e(2—In(2))) = -1+ 3= 21n(2)e >0 and ¢'(2e) = =1+ § < 0.
As ¢"(xz) < 0forz € (e(2—1In(2)), 2¢) and ¢'(e(2—1n(2)))g’(2¢) < 0 we see that ¢'(z) =
0 has a unique root in (e(2 — In(2)), 2¢). In addition, ¢”(z) > 0 for z € [e,e(2 — In(2)))
and ¢'(e)g’(e(2 —In(2))) > 0 so we see that ¢'(z) = 0 has no solutions in [e, (2 — In(2))].
Hence g(x) has a unique maximum in [e, 2¢), and no other stationary points. From this,
and the fact that g(e) = g(2e) = 0 we deduce that g(x) > 0 for all z € [e, 2e). This shows

that )
@)z S+ 2= -0

for x € [e, 2e), as claimed.

Part (3). Suppose finally that = € [me, (m + 1)e) for some 2 < m € N. We now split

into two cases: the case (%)m > (mLH)mH, and the case (%)m < (nf_;l)mJrl

Case 1: Suppose first that the former case holds. Then

el () () e ()
[ ) v
- /m/ (7)m (/) “
<(m+1-wfe) max {(%)tm (gji/e) } .

To bound maxye( /e m-+1] {( ) In (r/e>} we show the maximum is attained at t = m + 1.

Indeed, differentiating with respect to t we get:

OG-0 ()
@ (s (e (),

_|_
It is a standard fact that for y > 0 we have nyl < In(y) < y — 1. Noting that ’ZTJ;I > 0,
we apply this fact to see:

(2t) ety o

<e/x.
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Hence, we have
) (g o)

) ()
) (Geriitrar) >0

ln %) is increasing on the

I
/N

R 8 |8

WV
—

where the final inequality holds since m > 2. Thus

?
interval ¢t € [x/e,m + 1], and attains its maximum at ¢t = m + 1. Therefore, we may
bound the integral as follows:
x m+1 1
m+1 m’

m+1 t m—+1 1
/ <£> 1n( ! )dt (m+1—x/e) (L) In (m )
tezje Nt x/e m+1 x/e
The first of these is

The final inequality holds as (m 4+ 1 —x/e) < 1 and In ( > <

1
trivial, and the second can be seen as follows. We define € € [0, 1) by = = (m + ¢)e, then
1n<m—|—1) :ln(m—f—l) < l—¢ < i
x/e m+e m+e -~ m
Hence, we have shown that
z/e . T\m T m—+1 T m—+1 1
e’’® — min (—) , < —,
m m+1 m+1 m

i.e. that the claim holds in the former case.
Case 2: Suppose secondly that the latter case holds. Then we have

e () () e G
_ /; (5w (%) a
<t g G (4}

To bound max;efm /e {( ) In ( /e>} we show that the maximum is attained at ¢t = m
Differentiating with respect to t we get:

(G () - ) (m () 1)
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<) () o5)

ln(x_/e’)<x_/e_1zw< 1

Observe that

X X
m m m m

Substituting this bound into the previous equation gives

w((70(59) <@ () -57)
() (i)
<) () <

(Note that the final inequality holds as m > 2.) Hence, (%)tln (%) is non-increasing

on the interval ¢ € [m,x/e], and so attains its maximum at ¢ = m. We may bound the
integral as follows:

[y () () < ()"

m

m

(Note that the final inequality holds as ((z/e) —m) < 1 and In (L/e) < =. The first of

these is trivial, and the second can be seen as follows. We define € € [0, 1) by z = (m+¢)e.

Then .
In (x_/e) =In (m+€) < £ < —))
m m m o m

Hence, we have shown that

w/e : { T \™ ( T )m+1} z\™ 1
"¢ — min (—) , < <—> —,
m m+1 m m

i.e. that the claim holds in the latter case. This completes the proof of the claim. O

We now prove Proposition 7.

Proof of Proposition 7. Fix m € N, K € R" and consider (miﬂ)m“. Differentiating this
with respect to A we find:

(G5 7) - G ()

The only solution to -4 ((miﬂ)erA) =0isA=X —m,
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If % —m < 0, then for all A € [0,1) we have Ti/:\ < 525 < 1, so the derivative is

negative, and the maximum is attained by (%)m, so the claim holds in this case.

If % —m > 1, then for all A € [0,1) we have ?IL{J/& > Z—i}\ > 1, so the derivative is
positive, and the maximum is attained by (mLH)er , so the claim holds in this case also.

Finally, suppose that % —m € [0,1). Then the maximum is at A = % — m, but we
appeal to Proposition 16 to get

K m K m+1 K m4A K m K m+1 o
) Goe) G =) ) ez

This leaves the case m = 0, which we resolve similarly. First, we differentiate (K /\)*
with respect to A to get

()= (G) (%)),

(1) the derivative has a unique root at A = K/e,

and note that

(2) the derivative is strictly positive if A < K/e,

(3) the derivative is strictly negative if A > K/e.
Consequently, if K/e > 1, then (%)/\ < K for all A € [0,1), so the claim holds. If
0 < K/e <1 then (%)/\ < ef/¢. so by Proposition 16

K A
1+K—<X) >1+ K- =f(K)>0.

This completes the proof. O]

THE ELECTRONIC JOURNAL OF COMBINATORICS 29(1) (2022), #P1.47 26



	Introduction
	Our results
	Notation and Preliminaries

	The distance two case
	Proof of [lemma:norm-bound]Lemma 10

	The general case for even distances
	The case y x
	The case y > x
	Finishing the proof

	The general case for odd distances
	Some open questions

