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Abstract

For an r-uniform hypergraphH, let ν(m)(H) denote the maximum size of a setM
of edges in H such that every two edges in M intersect in less than m vertices, and
let τ (m)(H) denote the minimum size of a collection C of m-sets of vertices such that
every edge in H contains an element of C. The fractional analogues of these param-
eters are denoted by ν∗(m)(H) and τ∗(m)(H), respectively. Generalizing a famous
conjecture of Tuza on covering triangles in a graph, Aharoni and Zerbib conjectured
that for every r-uniform hypergraph H, τ (r−1)(H)/ν(r−1)(H) !

!
r+1
2

"
. In this pa-

per we prove bounds on the ratio between the parameters τ (m) and ν(m), and their
fractional analogues. Our main result is that, for every r-uniform hypergraph H,

τ∗(r−1)(H)/ν(r−1)(H) !
#

3
4r −

r
4(r+1) for r even,

3
4r −

r
4(r+2) for r odd.

This improves the known bound of r−1. We also prove that, for every r-uniform hy-
pergraph H, τ (m)(H)/ν∗(m)(H) ! exm(r,m+1), where the Turán number exr(n, k)
is the maximum number of edges in an r-uniform hypergraph on n vertices that does
not contain a copy of the complete r-uniform hypergraph on k vertices. Finally, we
prove further bounds in the special cases (r,m) = (4, 2) and (r,m) = (4, 3).
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1 Introduction

1.1 Definitions

We restrict our attention to r-uniform hypergraphs (or r-graphs), i.e., hypergraphs where
all edges are of size r. Denote by H[X] the sub-hypergraph of H induced by X ⊂ V (H),
that is, containing all edges that are contained in X. Throughout the paper, we set
V (H) = [n], and use the abbreviation a1a2 . . . ak to denote the set {a1, a2, . . . , ak} ⊆
V (H). We shall also identify H with its edge set E(H).

A matching in a hypergraph H is a set of disjoint edges. The matching number ν(H)
is the maximum size of a matching in H. A cover is a set of vertices intersecting all edges
of H. The covering number τ(H) is the minimum size of a cover. Clearly, in an r-graph H
we have ν(H) ! τ(H) ! rν(H).

More generally, an m-matching M in a hypergraph H is a set of edges such that any
two edges in M intersect in less than m vertices. An m-cover C of H is a collection of
m-sets of vertices such that every edge in H contains at least one member of C. So a
1-matching is a matching and a 1-cover is a cover. Denote by ν(m)(H) the m-matching
number, that is, the maximum size of an m-matching in H and by τ (m)(H) the m-covering
number, namely the minimum size of an m-cover of H.

For a hypergraph H, let H(m) be the hypergraph whose vertex set is
!
V (H)
m

"
and

whose edge set is
#!

e
m

"
: e ∈ H

$
. Note that M ⊂ H is an m-matching in H if and only if#!

e
m

"
: e ∈ M

$
is a matching in H(m). Additionally, a collection C of m-sets is an m-cover

of H if and only if C is a cover of H(m). Thus, ν(m)(H) = ν(H(m)) and τ (m)(H) = τ(H(m)).
We will also consider fractional variants of these parameters. A fractional matching

in H is a function s : H → R!0 satisfying
%

e∋v s(e) ! 1 for every v ∈ V (H). The size of a
fractional matching is |s| =

%
e∈H s(e), and the fractional matching number of H, denoted

by ν∗(H), is the maximum size of a fractional matching of H. Similarly, a fractional cover
of H is a function t : V (H) → R!0 satisfying

%
v∈e t(v) " 1 for every e ∈ H. The size of

a fractional cover is |t| =
%

v∈V (H) t(v), and the fractional covering number of H, denoted

by τ ∗(H), is the minimum size of a fractional cover of H.
Determining the fractional matching and covering numbers is a linear programming

problem. The two problems form a dual pair so by the LP duality principle, τ ∗(H) =
ν∗(H) for every hypergraph H. Thus for an r-graph H we have

ν(H) ! ν∗(H) = τ ∗(H) ! τ(H) ! rν(H). (1)

Define a fractionalm-matching and fractionalm-cover inH to be a fractional matching
and fractional cover in H(m), respectively, and let ν∗(m)(H) = ν∗(H(m)) and τ ∗(m)(H) =
τ ∗(H(m)). Then (1) implies

ν(m)(H) ! ν∗(m)(H) = τ ∗(m)(H) ! τ (m)(H) !
&
r

m

'
ν(m)(H).
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1.2 Tuza’s conjecture and its generalizations

For a finite graph G, let νt(G) be the maximum size of a set of edge-disjoint triangles
in G, and let τt(G) is the minimum size of a set C of edges with the property that each
triangle contains a member of C. Clearly, νt(G) ! τt(G) ! 3νt(G). A famous conjecture
of Tuza states:

Conjecture 1 (Tuza [21]). For any graph G, τt(G) ! 2νt(G).

The inequality is seen to be sharp by taking G to be K4 or K5 (or a disjoint union of
these), and is close to sharp in other cases (see e.g. [2, 8]). The best known general bound
is τt(G) ! 66

23
νt(G), due to Haxell [7].

Note that if T (G) is the hypergraph whose edges are triples of vertices forming a
triangle inG, then τt(G) = τ (2)(T (G)) and νt(G) = ν(2)(T (G)), and thus Tuza’s conjecture
states that ν(2)(T (G)) ! 2τ (2)(T (G)) for every graph G. In this paper we are interested
in a generalization of Conjecture 1 proposed by Aharoni and Zerbib [1]. They conjectured
the same inequality holds for any 3-graph.

Conjecture 2 (Aharoni-Zerbib [1, Conjecture 1.2]). For any 3-graph H,

τ (2)(H) ! 2ν(2)(H).

They also conjectured that a similar phenomenon should hold much more generally.

Conjecture 3 (Aharoni-Zerbib [1, Conjecture 1.10]). Fix r " 3. For any r-graph H,

τ (r−1)(H) !
(
r + 1

2

)
ν(r−1)(H).

Conjecture 3 is based on a more general conjecture involving functions h and g, defined
ahead, which states that h(r,m) = g(r,m) for all r,m along with the observation that,
for an r-graph H, if ν(r−1)(H) = 1 then τ (r−1) !

*
r+1
2

+
.

Let Hr be the family of all r-graphs, for some r " 3. For an integer 2 ! m ! r, we
will be interested in the following functions (first defined in [1]):

• h(r,m) = sup

,
τ (m)(H)

ν(m)(H)
: H ∈ Hr

-
,

• g(r,m) = sup
#
τ (m)(H) : H ∈ Hr and ν(m)(H) = 1

$
,

• h∗(r,m) = sup

,
τ ∗(m)(H)

ν(m)(H)
: H ∈ Hr

-
,

• g∗(r,m) = sup
#
τ ∗(m)(H) : H ∈ Hr and ν(m)(H) = 1

$
,

• j∗(r,m) = sup

,
τ (m)(H)

ν∗(m)(H)
: H ∈ Hr

-
.
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The following proposition is easily proved from the definitions:

Proposition 4. For any integers 2 ! m ! r, the following holds.

(a) g∗(r,m) ! g(r,m) ! h(r,m),

(b) h∗(r,m) ! h(r,m),

(c) j∗(r,m) ! h(r,m).

Given a graph G, let H(G, r) be the r-graph whose vertex set is V (G) and whose
edges are cliques of size r in G. Let Gr ⊆ Hr be the family of all r-graphs obtained in this
manner. For each of the functions defined above, we add ◦ in the subscript to denote the
function where Hr is replaced by Gr. For example

g◦(r,m) = sup
#
τ (m)(H) : H ∈ Gr and ν(m)(H) = 1

$
.

Observe that f◦(r,m) ! f(r,m), where f is any of the functions h, g, h∗, g∗, j∗.
Using the notation above, Conjectures 1, 2 and 3 can be stated as:

Conjecture 5.

(a) h◦(3, 2) ! 2 (Tuza),

(b) h(3, 2) ! 2 (Aharoni-Zerbib),

(c) h(r, r − 1) !
*
r+1
2

+
for r " 3 (Aharoni-Zerbib).

In this paper we determine, or give bounds, on the values of the functions h, g, h∗, g∗,
j∗, h◦, g◦, h

∗
◦, g

∗
◦, j

∗
◦ , for certain sets of parameters r,m.

1.3 Our results and organization of the paper.

In Section 2 we focus on the case m = r−1. That is, we consider the functions g(r, r−1),
h(r, r− 1), and their variants defined above. In [10] Krivelevich proved that h∗

◦(3, 2) ! 2.
Aharoni and Zerbib [1] generalized this to r-graphs, and proved for any r " 3,

h∗(r, r − 1) ! r − 1. (2)

This follows from the observation that if H is an r-graph then H(r−1) cannot contain the
r-uniform projective plane Pr, and a theorem of Füredi [5] stating that if an r-graph H
does not contain Pr, then τ ∗(H) ! (r− 1)ν(H). For an introduction to projective planes,
see e.g. [17].

Here we improve the bound (2) for all r " 4. Moreover, in the case r = 3 we give a
new (and shorter) constructive proof of (2), which does not use Füredi’s theorem.

Theorem 6. h∗(3, 2) = 2, and h∗(4, 3) ! 8
3
.
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Theorem 7. For every r " 5,

h∗(r, r − 1) !
.

3
4
r − r

4(r+1)
for r even,

3
4
r − r

4(r+2)
for r odd.

For r " 6, it is also possible to further improve Theorem 7, but the optimization is
much more involved, and leads to a negligible gain for large r. For example, when r = 6,
it is possible to obtain an upper bound of 17/4 (vs. 30/7 implied by Theorem 7).

In Section 3, we study the case (r,m) = (4, 2). Some bounds for these parameters
and certain families of 4-graphs H ∈ G4 are given in Szestopalow [18, Chapter 5], e.g.,
when the corresponding graph G is the complete graph, for 4-partite graphs, and planar
graphs. In [1] it was shown that g(4, 2) = 4. Completing the picture, we prove

Theorem 8.

(a) g∗◦(4, 2) = 2.5,

(b) g◦(4, 2) = 3,

(c) g∗(4, 2) = 3.5.

Observe, in particular, that g(4, 2) ∕= g◦(4, 2), unlike the case r = 3 where it is known
that g(3, 2) = g◦(3, 2) (see [1]) and conjectured that h(3, 2) = h◦(3, 2).

In [19] it was proved that h∗
◦(4, 2) ! 4.5 (the more general bound h∗(4, 2) ! 4.5 was

obtained in [1]). We improve this bound:

Theorem 9. h∗
◦(4, 2) ! 4

Finally, in Section 4, we turn our attention to the function j∗. In [1], it was shown
that j∗(3, 2) = 2 and j∗(4, 2) ! 4. Guruswami and Sandeep [6] made significant progress,
proving that j∗(r, 2) ! r2/4 and j∗(r, r − 1) ! r/2 +

√
2r ln r. For the more general case,

they give the bound j∗(r,m) = c(m)
!
r
m

"
where c(m) → 1/2 + o(1) as m → r − 1. In

their paper, they also observed a connection to the hypergraph Turán problem. Here we
exploit this connection more explicitly and bound j∗(r,m) in terms of hypergraph Turán
numbers.

Let exr(n, k) be the maximum number of edges in an r-graph on n vertices that does
not contain a copy of Kr

k , the complete r-graph on k vertices. Turán [20] determined the
value of ex2(n, k) and posed the problem of determining the limit

π(k, r) = lim
n→∞

exr(n, k)!
n
r

" ,

for 2 < r < k. This has proven to be a notoriously hard problem and even the first
non-trivial case r = 3 and k = 4 remains open. For a survey of the problem and related
results see [9, 14].

Theorem 10. j∗(r,m) ! exm(r,m+ 1).
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When m = r− 1, we obtain the bound of j∗(r, r− 1) ! r− 1 (this bound also appears
in [6]). For m = 2, Theorem 10, together with Mantel’s Theorem [12], recovers the bounds
j∗(3, 2) ! 2, j∗(4, 2) ! 4 and j∗(r, 2) ! r2

4
. More generally, Theorem 10 together with

known results about hypergraph Turán numbers can be used to obtain explicit values.
For example, paired with results of Chung and Lu [3], Markström [13] and Sidorenko [15],
respectively, we obtain

• lim
r→∞

j∗(r, 3)!
r
3

" ! 3 +
√
17

12
≈ 0.5936.

• lim
r→∞

j∗(r, 4)!
r
4

" ! 1753

2380
≈ 0.73655.

• lim
r→∞

j∗(r,m)!
r
m

" ! 1− 1

m
.

2 The case m = r − 1

2.1 Preliminaries

Let H ∈ Hr be an r-graph, and M be a maximum (r−1)-matching in H. We say an edge
e in H is of type-i (with respect to M), for 1 ! i ! r, if e intersects exactly i edges of M
in r−1 vertices each, and e intersects every other edge of M in at most r−2 vertices. Let
Ti ⊆ H denote the set of edges of type i. For e ∈ M , let H(e) = {f ∈ H : |f ∩e| " r−1},
Ti(e) = Ti∩H(e) and Hi(e) = Ti(e)∪{e}. For x ∈

!
e

r−1

"
, if there exists an edge f ∈ T1(e)

such that f ∩ e = x, then we say that x is an indispensable (r− 1)-set. When r = 4, then
we refer to an indispensable 3-set as an indispensable triple.

Observation 11. Let H ∈ Hr, and let M be a maximum (r − 1)-matching in H with
e ∈ M , and let f, g ∈ T1(e). Then |f ∩ g| " r − 1. In other words, ν(r−1)(H1(e)) = 1.

Proof. Assume to the contrary that |f ∩ g| < r − 1. Then (M \ {e}) ∪ {f, g} is an
(r − 1)-matching of size greater than |M |, a contradiction.

The following lemma gives a structural characterization of H1(e).

Lemma 12. For H ∈ Hr, let M be a maximum (r− 1)-matching in H. Let e ∈ M be an
edge such that T1(e) ∕= ∅. Then one of the following holds:

(a)
/

H1(e) = r − 1. If this is true, we set p(e) =
/

H1(e).

(b) There exists a vertex v ∈ V (H) \ e such that v ∈ f for each f ∈ T1(e). If such a
vertex exists, we denote it by v(e).

Proof. We may assume |T1(e)| > 1, otherwise the claim is trivial. For an edge f ∈ T1(e)
let f = x ∪ {vf}, where vf /∈ e. Let f, g be distinct edges in T1(e). By Observation 11, if
Y = f ∩ g then |Y | = r − 1.
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Assume first |Y ∩ e| = r − 1. Let h ∈ T1(e), and assume h does not contain Y . Then
|h ∩ f | = r − 1 and |h ∩ g| = r − 1 implies {vf , vg} ⊂ h, implying |h ∩ e| ! r − 2, a
contradiction.

Otherwise we have |Y ∩ e| < r − 1. Then |f ∩ g| = r − 1 implies vf = vg. Similarly,
every edge h ∈ T1(e) has both |f ∩ h ∩ e| < r − 1 and |g ∩ h ∩ e| < r − 1, and thus
vh = vf .

Remark 13. If |T1(e)| > 1, then exactly one of (a) or (b) holds. If (b) holds then |T1(e)|
equals the number of indispensable (r − 1)-sets (namely, every indispensable (r − 1)-set
belongs to exactly one edge in T1(e)), and moreover |e ∩ f ∩ g| = r − 2 for distinct edges
f, g ∈ T1(e).

Before proving Theorem 7, we first give the following weaker bound as a warm-up.
When r = 2, the following proposition recovers the optimal bound h∗(2, 1) = 1.5 (see
e.g. [11]).

Proposition 14. For any r " 2,

r + 1

2
! h∗(r, r − 1) ! 3

4
r.

Proof. To see the lower bound, consider the hypergraph H =
!
[r+1]
r

"
. Clearly ν(r−1)(H) =

1. The function t :
!
V (H)
r−1

"
→ R with t(x) = 1/r is a fractional (r − 1)-cover of size

(r+ 1)/2, and the function s : H → R with s(e) = 1/2 is a fractional (r− 1)-matching of
size (r + 1)/2. This implies τ ∗(H) = ν∗(H) = (r + 1)/2.

For the upper bound, let H ∈ Hr be an r-graph with ν(r−1)(H) = k, and let M be a
maximum (r − 1)-matching in H. Define the function t :

!
V (H)
r−1

"
→ R by t(x) = 1/2 if

x ∈ {
!

e
r−1

"
: e ∈ M}, and t(x) = 0 otherwise. Note that t is a fractional (r − 1)-cover of

the type-i edges for i > 1 and the edges in M . It remains to cover type-1 edges, each of
which already has weight 1/2 by t.

Let e ∈ M . We define a function te :
!
V (H)
r−1

"
→ R as follows. If e satisfies Lemma 12(a),

we set te(p(e)) = 1/2. If e satisfies Lemma 12(b), then we set t(x) = 1
2(r−1)

for (r−1)-sets

x satisfying |x ∩ e| = r − 2 and v(e) ∈ x. For any other (r − 1)-set we set te(x) = 0.
It is now easy to check that the function t +

%
e∈M te is a fractional (r − 1)-cover of

size at most 3
4
r|M |.

2.2 Proofs of Theorems 6 and 7

Let H ∈ Hr be an r-graph, and let M be a maximum (r− 1)-matching in H. For e ∈ M ,
recall that an indispensable (r − 1)-set x ∈

!
e

r−1

"
is an (r − 1)-set such that there exists

a type-1 edge f ∈ H with f ∩ e = x. We refer to f as a witness of indispensability of x
in e. For 0 ! i ! r, let Mi be the set of all edges in M containing exactly i indispensable
(r − 1)-sets. For e, f ∈ M and a type-2 edge h, we say that h connects e and f if
|e∩h| = |f ∩h| = r− 1 (namely, e, f are the two edges in M witnessing the fact that h is
type-2). We define M+ = M3 if r = 3, and M+ = Mr−1∪Mr if r " 4. Let M− = M \M+.
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Lemma 15. Let e ∈ M+. Let f ∈ M and suppose there exists an edge connecting e
and f . Then there exists g ∈ T1(e) such that:

(a) |g ∩ h| < r − 1 for any h connecting e and f ,

(b) |g ∩ a| < r − 1 for each a ∈ T1(f).

Proof. Let h be an edge connecting e and f . Note first that |e∩f | = r−2 and e∩f ⊂ h ⊂
e∪ f . Since e has at least 3 indispensable (r− 1)-sets at most two of which contain e∩ f ,
there exists an indispensable (r − 1)-set x in e such that e ∩ f ⊈ x. Let g ∈ T1(e) be a
witness for x. Then g satisfies the required properties. Properties (a) and (b) follow from
the fact, proved ahead, that the vertex v := g \ e is not contained in f (here we slightly
abuse notation and identify the singleton set with the vertex). Indeed v /∈ f together
with e∩ f ⊈ g and, for any h′ connecting e and f , h′ ⊆ e∪ f implies that |g ∩h′| ! r− 2,
so (a) is satisfied. We also have |g∩f | = r−3 implying |g∩a| ! r−2 for every a ∈ T1(f),
so (b) is satisfied.

To see that v /∈ f , let y be an indispensable (r − 1)-set in e such that e ∩ f ⊂ y
and let a ∈ T1(e) be a witness for y. Such an (r − 1)-set must exist since e has at least
r − 1 indispensable (r − 1)-sets at most r − 2 of which do not contain e ∩ f . Lemma 12
applies and by Remark 13, a contains the vertex v. Now, if v ∈ f then |a ∩ f | " r − 1, a
contradiction.

Almost immediately, we obtain the following.

Corollary 16. Let e, f ∈ M+. Then there is no type-2 edge connecting e and f .

Proof. Suppose that g connects e and f . By Lemma 15, there exist edges a ∈ T1(e) and
b ∈ T1(f) such that |a ∩ g| < r − 1, |b ∩ g| < r − 1, and |a ∩ b| < r − 1. It follows that
(M \ {e, f})∪{a, b, g} is an (r−1)-matching of size greater than |M |, a contradiction.

We call a type-2 edge bad if it connects an edge e ∈ M+ and an edge f ∈ M−. If a
type-2 edge is not bad, then it is good. For an edge e ∈ Mi, let B(e) be the set of all bad
type-2 edges connecting e to other edges in M .

Corollary 17. Let e ∈ M− \M0, and suppose g ∈ B(e) connects e and f ∈ M+. Then
|g ∩ h| " r − 1 for every h ∈ T1(e).

Proof. By Lemma 15, there exists an edge a ∈ T1(f) such that |a ∩ g| < r − 1 and
|a∩h| < r− 1 for every h ∈ T1(e). If there exists h ∈ T1(e) such that |h∩ g| < r− 1, then
(M \ {e, f})∪{a, g, h} is an (r−1)-matching of size greater than |M |, a contradiction.

Lemma 18. Let e ∈ M− \ (M0 ∪ M1), and suppose g ∈ B(e) connects e and f ∈ M+.
Then the following hold:

(a) v(e) = g \ e

(b) If x in an indispensable (r − 1)-set in e, then e ∩ f ⊈ x.
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Proof. Let x be an indispensable (r − 1)-set in e such that |x ∩ g| = r − 2, which exists
because e ∈ Mi with i " 2, and let a ∈ T1(e) be an edge witnessing x. By Corollary 17,
|a ∩ g| " r − 1 implying that a contains the vertex (g \ e) ∈ f . By Lemma 12, there
exists a vertex v(e) /∈ e such that v is contained in every edge of T1(e). It follows that
v := v(e) = (g \ e) ∈ f (as before, we do not distinguish between the singleton set and
the vertex).

Now suppose that an edge b ∈ T1(e) contains e∩f . Since v ∈ b, we have |b∩f | " r−1,
a contradiction. It follows that no indispensable (r − 1)-set in e contains e ∩ f .

Corollary 19. If r = 3, then there are no bad edges connecting e ∈ M2 and f ∈ M3.

Proof. Suppose g connects e ∈ M2 and f ∈ M3. This implies |e∩ f | = 1. Since e has two
indispensable triples, at least one of them contains e ∩ f , contradicting Lemma 18.

Corollary 20. Suppose r " 4, and let e ∈ M− \ (M0 ∪ M1) such that B(e) ∕= ∅. Let i
be such that e ∈ Mi. Then there exist at most

!
r
2

"
− i(r − 1) +

!
i
2

"
(r − 1)-sets such that

every edge in B(e) contains at least one of them.

Proof. By Lemma 18(a), any edge g that connects e and f ∈ M+ must contain e∩ f and
v(e). Since e ∩ f is not contained in any indispensable (r − 1)-sets (by Lemma 18(b)), it
suffices to bound the number of (r−2)-sets of e that are not contained in any indispensable
(r − 1)-sets of e. By inclusion-exclusion, this number is at most

!
r
2

"
− i(r − 1) +

!
i
2

"
.

Remark 21. If r " 4, then, for any e ∈ Mr−2, there exists an (r − 1)-set contained in all
edges of B(e).

Lemma 22. If e ∈ M1, then one of the following holds:

(a) all edges in T1(e) and B(e) share one (r − 1)-set w(e), or

(b) |T1(e)| = 1.

Proof. Let x be the indispensable (r−1)-set in e, and suppose there exists an edge g ∈ B(e)
that connects e and f ∈ M+ such that x ⊈ g. Let h ∈ T1(e) be a witness for x. By
Corollary 17, we have |h ∩ g| " r − 1 implying that h contains the vertex g \ e, i.e., h is
determined uniquely. It follows that |T (e)| = 1.

We are now ready to prove Theorems 6 and 7. Since the proofs are similar, we only
give details for the more involved proof of Theorem 7. For Theorem 6, we simply describe
the fractional cover and leave the verification as an exercise.

Proof of Theorem 7. Let α := α(r) = r+2
2(r+1)

for r even, and α := α(r) = r+3
2(r+2)

for r

odd. For r " 5, let H ∈ Hr and let M be a maximum (r − 1)-matching in H. For
every e ∈ M , we define te :

!
V (H)
r−1

"
→ R as follows (if we do not explicitly specify te(x) for

some x ∈
!
V (H)
r−1

"
, then te(x) = 0):

1. If e ∈ M0: Set te(x) = α for every x ∈
!

e
r−1

"
.
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2. If e ∈ M1: We define functions t0e, t
1
e :

!
V (H)
r−1

"
→ R and set te(x) = t0e(x) + t1e(x).

Set t0e(x) = 1/2 for every x ∈
!

e
r−1

"
.

If e satisfies Lemma 22(a), then set t1e(w(e)) = 1/2; otherwise set t1e(x) = 1
2r

for

each x ∈
!

f
r−1

"
where f is the unique element of T1(e).

3. If e ∈ Mi for 2 ! i ! r−3: Set te(x) = α for every x ∈
!

e
r−1

"
. Lemma 12 (b) applies

and by Remark 13 there are exactly i edges in T1(e). Observation 11 implies that
there exist at most ⌈i/2⌉ (r − 1)-sets such that every edge in T1(e) contains one of
these (r − 1)-sets. For each such (r − 1)-set y, set te(y) = 1− α.

4. If e ∈ Mr−2: We define functions t0e, t
1
e, t

2
e :

!
V (H)
r−1

"
→ R and set te(x) = t0e(x) +

t1e(x) + t2e(x).

Set t0e(x) = 1/2 for every x ∈
!

e
r−1

"
. Lemma 12 (b) applies and by Remark 13 there

are exactly r − 2 edges in T1(e). By Observation 11 there exist
*
r−2
2

+
(r − 1)-sets

such that every edge in T1(e) contains one of them. For each such (r − 1)-set y,
set t1e(y) = 1/2.

By Lemma 18, if B(e) ∕= ∅ then all edges in B(e) contain an (r−1)-set z. Set t2e(z) =
α− 1/2.

5. If e ∈ M+: Set te(x) = 1 − α for every x ∈
!

e
r−1

"
. For each (r − 1)-set y that

contains v(e) and r − 2 vertices from e, set te(y) =
α

r−1
.

Let t =
%

e∈M te. It is easy to check that t covers all edges in M , type-1 edges, and type-i
edges for 3 ! i ! r. Note that α " 1/2 for all r, implying that good type-2 edges are
covered. If a type-2 edge is in B(e) for e ∈ M0, then it is also easily seen to be covered.
A type-2 edge in B(e) for e ∈ M1 gets weight at least

1
2
+(1−α) = 2r+1

2r+2
from (r− 1)-sets

contained in edges of M , and an additional weight 1
2r

from t1e(e) (which is sufficient by
Lemma 22). If a type-2 edge is in B(e) for e ∈ ∪r−3

i=2Mi, then it receives weight at least 1
from (r − 1)-sets contained in edges of M . If a type-2 edge is in B(e) for e ∈ Mr−2, then
it receives weight at least 1/2 + 1 − α from (r − 1)-sets contained in edges of M , and
α− 1/2 from t2e.

Finally, we have

|te| !

0
1111112

1111113

rα if e ∈ M0

r+1
2

if e ∈ M1

rα + (1− α)
*
r−3
2

+
if e ∈

4r−3
i=2 Mi

r
2
+ 1

2

*
r−2
2

+
+ α− 1

2
if e ∈ Mr−2

r(1− α) +
!
r
2

"
α

r−1
if e ∈ M+

In each case, it is easy to check that the asserted bound holds.

Proof of Theorem 6. Let H ∈ H3, and let M a maximum 2-matching in H. For ev-
ery e ∈ M , we define te :

!
V (H)

2

"
→ R as follows (if we do not explicitly specify te(x) for

some x ∈
!
V (H)

2

"
, then te(x) = 0):
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1. If e ∈ M0: Set te(x) = 2/3 for every x ∈
!
e
2

"
.

2. If e ∈ M1: We define functions t0e, t
1
e :

!
V (H)

2

"
→ R and set te(x) = t0e(x) + t1e(x).

Set t0e(x) = 1/2 for every x ∈
!
e
2

"
.

If e satisfies Lemma 22(a), then set t1e(w(e)) = 1/2; otherwise set t1e(x) = 1/6 for
each x ∈

!
f
2

"
where f is the unique element of T1(e).

3. If e ∈ M2: Set te(x) = 1/2 for every x ∈
!
e
2

"
. By Observation 11, the two edges in

T1(e) must intersect in a pair y. Set te(y) = 1/2.

4. If e ∈ M3: Set te(x) = 1/3 for every x ∈
!
e∪{v(e)}

2

"
.

Then t =
%

e∈M te is a cover of size at most 2|M |.
Now let H ∈ H4, and let M be a maximum 3-matching in H. For every e ∈ M , we

define te :
!
V (H)

3

"
→ R as follows (if we do not explicitly specify te(x) for some x ∈

!
V (H)

3

"
,

then te(x) = 0):

1. If e ∈ M0: Set te(x) = 2/3 for every x ∈
!
e
3

"
.

2. If e ∈ M1: We define functions t0e, t
1
e :

!
V (H)

3

"
→ R and set te(x) = t0e(x) + t1e(x).

Set t0e(x) = 1/2 for every x ∈
!
e
3

"
.

If e satisfies Lemma 22(a), then set t1e(w(e)) = 1/2; otherwise set t1e(x) = 1/6 for
each x ∈

!
f
3

"
where f is the unique element of T1(e).

3. If e ∈ M2: We define functions t0e, t
1
e :

!
V (H)

3

"
→ R and set te(x) = t0e(x) + t1e(x).

Set t0e(x) = 1/2 for every x ∈
!
e
3

"
. Lemma 12 applies and by Remark 13 there are

exactly two edges in T1(e) which, by Observation 11, must intersect in a triple y.
Set t0e(y) = 1/2.

By Corollary 20, ifB(e) ∕= ∅ then all edges inB(e) contain a triple z. Set t1e(z) = 1/6.

4. If e ∈ M+: Set te(x) = 1/3 for every x ∈
!
e
3

"
. Since there are at most four edges

in T1(e) any two of which intersect in a triple, there are two triples x and y such
that any element of T1(e) contains either x or y. Set te(x) = te(y) = 2/3.

Then t =
%

e∈M te is a cover of size at most 8
3
|M |.

3 Fractional 2-covers in 4-graphs

3.1 Preliminaries

Let H ∈ H4, and let M be a maximum 2-matching in H. If we also have H ∈ G4 then
edges of H correspond to K4’s in the graph G with V (G) = V (H). To avoid confusion,
throughout this section by edges we will always mean edges of H and will refer only to
subgraphs of G.
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We say an edge in H is of type-1 (with respect to M) if it intersects one edge of M in at
least two vertices and shares at most one vertex with every other edge of M . Let T1 ⊆ H
denote the set of type-1 edges. For e ∈ M , let H(e) = {f ∈ H : |f ∩ e| " 2} and
T1(e) = T1 ∩H(e). Note that type-1 edges behave similarly to type-1 edges in Section 2
giving the following analogue of Observation 11.

Observation 23. Let H ∈ H4, let M be a maximum 2-matching in H with e ∈ M , and
let f, g ∈ T1(e). Then |f ∩ g| " 2.

For e ∈ M , a pair p ∈
!
e
2

"
is indispensable in e if there exists a type-1 edge f with

e ∩ f = p and we refer to f as a witness of indispensability of p. The following is an
immediate consequence of Observation 23.

Corollary 24. Let e ∈ M . If there exist two disjoint indispensable pairs p1, p2 in e with
witnesses f1, f2 respectively, then f1 ∩ f2 is a pair q = q(p1, p2) disjoint from e.

If we also have H ∈ G4, then G[e ∪ q] is the graph K6 implying that H[e ∪ q] =
!
e∪q
4

"
.

Example 25. Let H ∈ G4 be the complete 4-graph on six vertices, i.e., H is the set of
all K4’s contained in K6. Then ν(2)(H) = 1, and τ ∗(2)(H) = ν∗(2)(H) = 2.5.

Note that Example 25 is maximal in the sense that, for a 4-graph H ′ with at least
seven edges containing a copy of H, we have ν(2)(H ′) > 1. Hence, Corollary 24 plays a
key role in understanding the structure of H ∈ G4.

3.2 Proof of Theorem 8 (a) and (b)

The lower bound follows from Example 25.
For the upper bound, let H ∈ G4 with ν(2)(H) = 1 and let e ∈ H. Since ν(2)(H) = 1,

every edge of H must share at least two vertices with e. Note that if p1, p2 ∈
!
e
2

"
are such

that p1 ∩ p2 = ∅, then {p1, p2} covers all edges that share at least three vertices with e. It
follows that if there is at most one indispensable pair, then τ (2)(H) ! 2. Indeed, we may
take an indispensable pair along with the (unique) pair disjoint from it to be the cover.

By Corollary 24, if p1, p2 are disjoint indispensable pairs in e then H[e ∪ q(p1, p2)] =!
e∪q
4

"
, implying that H =

!
e∪q
4

"
, since otherwise ν(2)(H) > 1. It follows that τ (2)(H) ! 3

and τ ∗(2)(H) ! 2.5.
From here on we assume that there are at least two indispensable pairs, no two of

which are disjoint. In particular, there are at most three indispensable pairs. Without
loss of generality, let e = 1234, and p1 = 12, p2 = 13 be indispensable pairs with witnesses
f1 = 1256 and f2 respectively. Since f2 must intersect f1 in at least two vertices, it contains
at least one of the vertices 5 or 6. Without loss of generality, assume that f2 = 135u where
u ∈ V (H) \ 24. It suffices to consider the following cases.

Case 1: p1 and p2 are the only indispensable pairs. Notice that any edge that
intersects e in exactly two vertices is covered by the set C = {p1, p2}. Additionally,
any edge that intersects e in three vertices and contains the vertex p1 ∩ p2 = 1 is covered
by C. This implies τ ∗(2)(H) ! τ (2)(H) ! 2 unless there exists an edge containing the
vertices e \ (p1 ∩ p2) = 234.
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Suppose g = 234v, v ∈ V (H)\{1}, is an edge in H. It is easy to see that {p1, p2, 23} is
a cover, implying τ (2)(H) ! 3. Notice that g must intersect both f1 and f2 in two vertices,
implying that v ∈ f1 ∩ f2. If u ∕= 6 then f1 ∩ f2 = 15 and, hence, g = 2345. Observe
that the pairs 46 and 4u are not contained in any edge. Indeed, if 46 is in an edge, then
G[1246] and G[135u] are two disjoint K4’s in G. If 4u is in an edge, then G[134u] and
G[1256] are two disjoint K4’s in G.

Let t :
!
V (H)

2

"
→ R be defined as follows:

t(x) =

.
1
3

if x ∈ {12, 13, 15, 23, 25, 35}
0 otherwise

.

Then t is a fractional cover implying τ ∗(2)(H) ! |t| = 2. To see that t is a fractional
cover, note that any edge that is a witness for p1 = 12 or p2 = 13 must intersect g in
at least two vertices and, hence, contains the vertex 5. Otherwise, if an edge intersects
e in three vertices, it must contain 123 or the vertex 5. Indeed, if an edge intersects e
in 124, then in order to intersect f2 in at least two vertices, the edge must contain 5 (by
the discussion above, it cannot contain the pair 4u). A similar argument shows that an
edge that intersects e in 134 contains the vertex 5.

Now suppose u = 6, then v ∈ f1 ∩ f2 = 156. If H contains both 2345 and 2346 as
edges, then G[123456] = K6. As before, it follows that H =

!
[6]
4

"
implying τ ∗(2)(H) ! 2.5,

and τ (2)(H) ! 3. We have already dealt with the case where 2345 is an edge. If 2346 is
an edge, then we may obtain a fractional cover by replacing the vertex 5 with the vertex 6
in the fractional cover t defined above. The proof follows similarly.

Case 2: There exists an indispensable pair p3 such that p1, p2, p3 form a triangle in
G, i.e., p3 = 23. Then C = {p1, p2, p3} = {12, 13, 23} is a cover. Clearly edges that
intersect e in exactly two vertices are covered. If an edge intersects e in at least three
vertices, then it must contain at least two elements of the set p1 ∪ p2 ∪ p3 = 123 and must
be covered by C. It follows that τ (2)(H) ! 3.

We now prove that τ ∗(2)(H) ! 2.5. Recall that e = 1234, p1 = 12 and p2 = 13 have
witnesses f1 = 1256 and f2 = 135u (with u ∈ V (H) \ 24). Let F1, F2 and F3 be the set
of witnesses of p1, p2 and p3 respectively. Note that, for any i ∕= j, exactly one of the
following holds:

(a) There exist witnesses fi ∈ Fi and fj ∈ Fj with |fi ∩ fj| = 2;

(b) Fi = {fi}, Fj = {fj} and |fi ∩ fj| = 3.

It suffices to consider the following cases:
Case 2.1: All pairs i ∕= j satisfy (b). Without loss of generality, let F1 = {f1} =

{1256}, F2 = {f2} = {1356} and F3 = {f3} = {2356}. Let t :
!
V (H)

2

"
→ R be given by

t(x) =

0
12

13

1
3

if x ∈ {12, 23, 13}
1
6

if x ∈ {14, 15, 16, 24, 25, 26, 34, 35, 36}
0 otherwise

.
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Then t is a fractional cover with |t| = 2.5. Clearly every edge in F1∪F2∪F3 is covered. If
f ∩ e = 123, then it is covered. Otherwise if f ∩ e ∈ {124, 134, 234}, then f must contain
either the vertex 5 or the vertex 6 and so must be covered.

Case 2.2: There exists a pair i ∕= j satisfying (a). Without loss of generality, suppose
f1 = 1256 ∈ F1 and f2 = 1357 ∈ F2. Now any f3 ∈ F3 must satisfy |f3 ∩ f1|, |f3 ∩ f2| " 2
and so either contains the vertex 5 or the pair 67. But if 67 were in some edge of H, then
G[1567] is a K4 implying ν(2)(H) > 1, a contradiction. It follows that every edge in F3

contains the vertex 5.
Suppose every edge in F1 ∪ F2 also contains the vertex 5. Then we define a fractional

cover t :
!
V (H)

2

"
→ R as follows:

t(x) =

.
1
3

if x ∈ {12, 13, 15, 23, 25, 35}
0 otherwise

.

To see that t is a cover, note that edges in F1, F2, and F3 are covered by pairs in
{12, 15, 25}, {13, 15, 35}, and {23, 25, 35}, respectively. If f ∩ e = 123, then clearly it
is covered. Otherwise, if f ∩ e ∈ {234, 134, 124} then |f ∩ 1256|, |f ∩ 1357| " 2 implies
that f contains the vertex 5 and, hence, is covered. Since |t| = 2, this implies the assertion.

Assume now that there is an edge in F1 ∪ F2 that does not contain the vertex 5.
Without loss of generality, suppose f ′

1 ∈ F1 is such an edge. Since f ′
1 ∩ (f2 = 1357) " 2,

f ′
1 contains the vertex 7. But then f ′

1 cannot contain the vertex 6 (since 67 cannot be in
an edge of H). By definition f ′

1 cannot contain the vertices 3 or 4. Therefore, we may
assume f ′

1 = 1278.
For convenience, we recap our assumptions: e = 1234, {f1 = 1256, f ′

1 = 1278} ⊆ F1,
f2 = 1357 ∈ F2 and that every edge in F3 contains the triple 235. We can also assume
that the pair 67 is not contained in any edge of H. For the same reason, the pair 58
cannot be contained in an edge (otherwise 1578 ∈ H implying ν(2)(H) > 1).

Any f3 ∈ F3 must be of the form 235u. Since |f3 ∩ f ′
1| " 2, f3 must contain one of the

vertices 7 or 8. But by the discussion in the preceding paragraph f3 cannot contain 8,
implying that F3 = {f3} = {2357}. This in turn implies that f2 = 1357 is the unique
witness of p2, since |f2 ∩ f | " 2 for each f ∈ {f1, f ′

1, f3}. Let t :
!
V (H)

2

"
→ R be given by:

t(x) =

0
1112

1113

1
3

if x ∈ {13, 23}
2
3

if x ∈ {35}
1 if x ∈ {12}
0 otherwise

.

Clearly F1, F2 and F3 are covered. If f ∩ e ∈ {123, 124} then it is covered. If f ∩ e ∈
{134, 234} then f cannot satisfy |f ∩ f1| " 2 and |f ∩ f ′

1| " 2, hence such an edge cannot
exist. It follows that t is a cover, implying τ ∗(2)(H) ! 7

3
.

Case 3: There exists an indispensable pair p3 such that p1, p2, p3 form a K1,3 in G, i.e.,
p3 = 14. Any edge that intersects e in exactly two vertices must contain one of the pairs
{p1, p2, p3}. If an edge intersects e in three vertices and contains the vertex p1∩p2∩p3 = 1,
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then it is covered by some pi. It follows that τ (2)(H) ! 3, unless there exists an edge
intersecting e in exactly the vertices 234. Suppose there exists g with g ∩ e = 234. Since
|g∩f1| " 2, g must contain either the vertex 5 or the vertex 6. Without loss of generality,
let g = 2345. But now any edge that witnesses p1, p2, or p3 must also contain the vertex
5 (since it must intersect g in at least two vertices). It follows that the set {15, 12, 34} is
a cover implying τ (2)(H) ! 3.

To bound the size of the optimal fractional cover, as in Case 2, it suffices to consider
the following cases.

Case 3.1: Let F1 = {f1} = {1256}, F2 = {f2} = {1356} and F3 = {f3} = {1456}.
But then G[3456] is a K4, implying that H =

!
[6]
4

"
.

Case 3.2: Suppose f1 = 1256 ∈ F1 and f2 = 1357 ∈ F2. As in Case 2, this implies
that every edge in F3 contains the vertex 5. Observe that the pair 46 is not contained
in an edge otherwise {1357, 1246} is a 2-matching in H, a contradiction. Similarly the
pair 47 is not contained in an edge, otherwise {1256, 1347} is a 2-matching in H. That
is, we may assume f3 = 1458 ∈ F3.

Now any edge f ′
1 ∈ F1 must satisfy |f ′

1 ∩ f3| " 2 implying that it must contain the
vertex 5 or the vertex 8. But if 28 ⊂ f ′

1, then {1357, 2458} is a 2-matching in H. It
follows that every edge in F1 must contain the vertex 5. Similarly every edge in F2 must
contain the vertex 5, since if 38 is contained in an edge then {1256, 1378} is a 2-matching
in H. Now we define a cover t :

!
V (H)

2

"
→ R as follows:

t(x) =

.
1 if x ∈ {15, 23}
0 otherwise

.

To see that t is a cover, we note that all type-1 edges contain the pair 15. If f ∩ e ∈
{123, 124, 134}, then it contains the vertex 5, and, hence, the pair 15. Otherwise if
f ∩ e = 234, then it is covered by 23. Since |t| = 2, this implies the assertion.

3.3 Proof of Theorem 8 (c)

To see the lower bound, let H ∈ H4 be the hypergraph with edge set

{1234, 1256, 3456, 1367, 2467, 1457, 2357}.

It is easy to check that ν(2)(H) = 1 and τ ∗(2)(H) = ν∗(2)(H) = 3.5. The hypergraph H
appeared in [1, Proposition 3.8], however, the fractional 2-cover and 2-matching numbers
of this hypergraph were not noted. To get some intuition about H, let e = 1234 and
observe that

!
e
2

"
can be decomposed into three pairs of disjoint elements, specifically

{{12, 34}, {13, 24}, {23, 14}}. For each such pair, e.g., {12, 34} we add edges f1 and f2
such that f1 ∩ e = 12 and f2 ∩ e = 34, respectively, and f1, f2 contain the pair 56 (which
is needed to ensure that ν(2)(H) = 1). Similarly, we add two edges for {13, 24}, and two
edges with for {12, 34} while ensuring that ν(2)(H) = 1.

For the upper bound, let H ∈ H4 be a 4-graph with ν2(H) = 1, and e = 1234 be an
edge of H. Suppose all edges intersect e in exactly two vertices. We may decompose

!
e
2

"

the electronic journal of combinatorics 29(4) (2022), #P4.14 15



into three pairs of disjoint elements M1 = {12, 34}, M2 = {13, 24}, and M3 = {23, 14}.
By Corollary 24, for each i ∈ [3], if there are witnesses for both pairs in Mi, there is a
pair qi not in e contained in these witnesses. If there is a witness for only one pair in Mi,
let qi be this pair. Let t :

!
V (H)

2

"
→ R be defined as follows:

t(x) =

0
12

13

1
6

if x ∈
!
e
2

"

5
6

if x ∈ {q1, q2, q3}
0 otherwise

It is easy to see that t is a fractional cover, implying that τ ∗(2)(H) ! |t| = 3.5.
From here on, let f be an edge intersecting e in exactly three vertices. Assume without

loss of generality that f = 1235. Let p1 = 12, p2 = 23, p3 = 13 and p4 = 45, and note that
C = {p1, p2, p3, p4} is a cover of H of size 4. Indeed, for any edge g, |g ∩ e|, |g ∩ f | " 2
imply the following:

Either g contains one of the pairs p1, p2, p3, or g contains p4. (3)

We may assume that for each i ∈ [4] there is a nonempty set Ei of edges in H containing pi
and no other element of C, otherwise τ(H) ! 3.

For 1 ! i ! 4, let fi ∈ Ei. Note that |f4 ∩ e| " 2 implies f4 contains exactly
one of vertices 1, 2, or 3. Without loss of generality, let f4 = 3456. This implies that
E1 ⊆ {1246, 1256}, since 45 ⊈ f1 and |f1 ∩ 3456| " 2. Now if every edge in E2 ∪ E3

contains the vertex 6, then we obtain a fractional cover t :
!
V (H)

2

"
→ R given by:

t(x) =

0
12

13

1 if x ∈ {45}
1
2

if x ∈ {12, 13, 23, 26, 36}
0 otherwise

is a cover of size |t| = 3.5.
Therefore, we may assume that there exists an edge in E2 ∪E3 that does not contain

the vertex 6. Without loss of generality, let f2 ∈ E2 be such an edge. Since 45 ⊈ f2
and |f2 ∩ f4| " 2, f2 must contain exactly one of the vertices 4 or 5. We assume that
f2 = 2347; the case when f2 = 2357 can be dealt with by interchanging the roles e and f
and relabelling the vertices appropriately. Since any edge f1 ∈ E1 satisfies |f1 ∩ f2| " 2,
this implies that E1 = {1246}.

For convenience, we reiterate that we may assume that H contains the edges e =
1234, f = 1235, f2 = 2347 and f4 = 3456, and that E1 = {f1} = {1246}. As a conse-
quence, we obtain that every edge f ′

2 ∈ E2 must contain the vertex 4 or the vertex 6 (since
|f ′

2 ∩ f1|, |f ′
2 ∩ f4| " 2), and every edge f3 ∈ E3 must contain the vertex 4 or the pair 67

(since |f3 ∩ f1|, |f3 ∩ f2| " 2).
If every edge in E2 contains the vertex 4, a fractional cover t :

!
V (H)

2

"
→ R is given by:

t(x) =

0
12

13

1 if x ∈ {45}
1
2

if x ∈ {12, 13, 16, 23, 34}
0 otherwise
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implying τ ∗(2)(H) ! |t| = 3.5.
We may now assume that there is f ′

2 ∈ E2 such that f ′
2 = 236w with w ∈ V (H) \ 14.

Case 1: Suppose 1245 is not an edge in H. Then t :
!
V (H)

2

"
→ R given by:

t(x) =

.
1
2

if x ∈ {13, 23, 24, 26, 34, 36, 45}
0 otherwise

is a cover of size |t| = 3.5. Indeed any edge that contains two or more pairs in C is covered
(since 1245 /∈ H). Also, edges in E1 are covered by {24, 26}, edges in E2 are covered by
{23, 34, 36}, and edges in E3 are covered by {13, 34, 36}. Every edge in E4 must contain
one of the vertices 1, 2 or 3, since it must intersect 1234 in a pair. But it cannot contain 1,
since otherwise it does not intersect f ′

2 in a pair, a contradiction. If it contains 2 or 3 then
it is covered by {45, 24, 34}.

Case 2: Suppose g = 1245 is an edge in H. Since |f ′
2 ∩ g| " 2, f ′

2 = 2356. Then
t :

!
V (H)

2

"
→ R given by:

t(x) =

0
12

13

1 if x ∈ {23, 45}
1
2

if x ∈ {12, 13, 16}
0 otherwise

is a fractional cover of size |t| = 3.5. Indeed any edge that contains at least two elements
of C is covered. Any edge that contains p2 or p4 is also covered. Edges in E1 are covered
by {12, 16}. Recall that edges in E3 must contain the vertex 4 or the pair 67. But
any f3 ∈ E3 must also satisfy |f3 ∩ 1245| " 2 implying that f3 must contain the vertex 4.
Finally, |f3 ∩ 2356| " 2 implies that E3 = {1346} and so is covered by {13, 16}.

This concludes the proof of the theorem.

3.4 Proof of Theorem 9

Let H ∈ G4 be a 4-graph, and let M be a maximum 2-matching in H. Define the function
t :

!
V (H)

2

"
→ R by t(x) = 1/2 if x ∈ {

!
e
2

"
: e ∈ M}, and t(x) = 0 otherwise. Note that

|t| = 3|M | and that t is a fractional 2-cover of all edges in H \ T1. It remains to cover
type-1 edges, each of which already has weight 1/2 by t. To finish the proof, it suffices
to show that, for any e ∈ M , edges in T1(e) can be covered using additional weight at
most 1. This follows from the fact, proved ahead, that there exist two pairs such that
every edge in T1(e) contains at least one of them. Indeed, assigning weight 1/2 to both
these pairs suffices to cover all edges in T1(e).

Suppose that there are two disjoint indispensable pairs p1, p2 with witnesses f1, f2. By
Corollary 24, f1∩f2 = q is a pair disjoint from e and H[e∪q] =

!
e∪q
4

"
. In particular, every

pair contained in e in indispensable and is witnessed by an edge that contains q. Suppose
f ∈ T1(e) does not contain q and set p = f ∩ e. Then the edge f ′ ∈ F (e) which witnesses
e \ p and contains q shares at most one vertex with f , contradicting Observation 23. It
follows that every edge in T1(e) contains q.

Since out of any four indispensable pairs two must be disjoint, from here on, we may
assume that there are exactly three indispensable pairs. Without loss of generality, let

the electronic journal of combinatorics 29(4) (2022), #P4.14 17



e = 1234, p1 = 12, p2 = 13 and p3 be indispensable pairs. For i ∈ [3], denote by Fi the
set of edges witnessing pi. We may also assume that, for i ∕= j, edges in Fi ∪ Fj do not
contain a common pair p, otherwise p ⊆

/
f∈Fi∪Fj

f and all edges in T1(e) contain either

p or pk, where k /∈ {i, j}. In particular, for i ∕= j, we have |
/

f∈Fi∪Fj
f | = 1 implying that

there are at least three edges in Fi ∪ Fj (any two edges in T1(e) intersect in at least two
vertices). Also since, by assumption, both Fi and Fj are non-empty, we have that there
exist edges fi ∈ Fi and fj ∈ Fj such that |fi ∩ fj| = 2.

The above discussion lets us assume, without loss of generality, that f 1
1 , f

2
1 ∈ F1 and

f2 ∈ F2 with f 1
1 = 1256, f2 = 1367 and |f 1

1 ∩ f 2
1 ∩ f2| = 1. Since |f 2

1 ∩ f2| " 2, f 2
1 must

contain the vertex 7, i.e., f 2
1 = 127u, u ∈ V (H) \ 346. We may also assume that u ∕= 5,

since otherwise G[2567] is a K4 implying 2657 ∈ H. But 2657 intersects every edge of M
in at most one vertex (a pair contained in an edge of T1(e) cannot be contained in any
other edge in M) implying that M ∪ {2567} is a matching of size greater than |M |, a
contradiction to the maximality of M . From here on, we may assume that f 2

1 = 1278.
In the preceding paragraph, we use the following observation about H and the corre-

sponding graph G. Since it is used again throughout the proof, we make it explicit. Let
p ⊆ f be a pair where f ∈ T1(e). Any edge in M \ e (a K4 in G) can share at most
one vertex with p (which corresponds to an edge of G). Hence, if there exists an edge e′

containing at most one vertex in e such that all pairs in e′ are contained in an edge of
T1(e) then M ∪ e′ is a matching of size greater than |M |, a contradiction.

For each u ∈ 5678, the pair 1u is contained in f 1
1 or f 2

1 . The pairs 56, 67 and 78
are contained in f 1

1 , f2 and f 2
1 respectively. By the preceding paragraph, it follows that

neither of the pairs 57 or 68 can be contained in an edge of H (otherwise 1567 or 1268
is an edge of H). Let f3 be a witness for p3, and note that |f3 ∩ f | " 2 for each
f ∈ {f 1

1 , f
2
1 , f2} = {1256, 1278, 1367} implies that f3 must contain one of the pairs in

{57, 67, 68}. We have already argued that 57 and 68 cannot be contained in edges of H,
so f3 is determined uniquely. It suffices to consider the following cases:

Case 1: p3 = 23 implying that f3 = 2367. This implies that every edge in F2

contains the pair 36. Indeed, let f ∈ F2 be an edge that does not contain 36, i.e., f does
not contain 6. Since |f ∩ 1256| " 2 and |f ∩ 1278| " 2, f must contain the vertices 5
and 8 (57 cannot be contained in an edge). That is, f = 1358. But then f and f3 = 2367
are edges in T1(e) that share less than two vertices, contradicting Observation 23.

We have shown that every edge in F2 ∪ F3 contains the pair 36, and so every edge in
T1(e) contains at least one of the pairs 12 or 36.

Case 2: p3 = 14 implying that f3 = 1467. But then 3467 ∈ H (since 367 ∈ f2 and
34 ∈ e) and 1278 are edges in T1(e) that share less than two vertices, a contradiction.

4 The function j∗

4.1 The hypergraph Turán Problem

Recall that exr(n, k) is the maximum number of edges in an r-graph on n vertices that
does not contain a copy of Kr

k , the complete r-graph on k vertices. Let T (n, k, r) be
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the minimum number of edges in an r-graph H on n vertices such that any subset of k
vertices contains at least one edge of H. Note that if H is an r-graph on [n] such that
any subset of k vertices contains at least one edge of H, and G is the complement of H,
i.e., G = {e ∈

!
[n]
r

"
: e ∕∈ H}, then G is an r-graph on [n] that does not contain a copy

of Kr
k ; and vice-versa. It follows that T (n, k, r) + exr(n, k) =

!
n
r

"
. Let

t(k, r) = lim
n→∞

T (n, k, r)!
n
r

" , and π(k, r) = lim
n→∞

exr(n, k)!
n
r

" .

Then we have t(k, r)+π(k, r) = 1. The ratio T (n, k, r)/
!
n
r

"
is non-decreasing (see e.g. [16]),

hence the limits above exist and, for any n,

T (n, k, r) ! t(k, r)

&
n

r

'
, and exr(n, k) " π(k, r)

&
n

r

'
. (4)

Given an r-graph H, a Kr
k-cover of H is a set C of edges such that every Kr

k in H
contains at least one edge of C. The number T (n, k, r) is precisely the size of the smallest
Kr

k-cover of H = Kr
n. Let t̃(r) = inf{t ∈ R : ∀ r-graphsH ∃ a Kr

r+1-cover of size ! t|H|}.
Clearly

t(r + 1, r) ! t̃(r), and π(r + 1, r) " 1− t̃(r). (5)

We show that some constructions that give bounds on t(r+1, r) also give bounds for t̃(r).
It is well known that t̃(2) ! 1/2. Turán [20] showed that t(4, 3) ! 4/9, and conjectured
that this was optimal. Based on Turán’s construction, we have the following.

Lemma 26. For any 3-graph H, there exists a K3
4 -cover of size at most 4

9
|H|. That

is t̃(3) ! 4/9.

Proof. Let V0∪V1∪V2 = V (H) be a uniform random partition of V (H), and set V3 = V0.
Specifically, each u ∈ V (H) is in Vi, i ∈ [3], with probability 1/3 independent of other
vertices. Let C be the collection of edges that have all three vertices in one part, or, for
some 0 ! i ! 2, have two vertices in Vi and one vertex in Vi+1. It is easy to check that
H \ C is K3

4 -free. For an edge e ∈ H, the probability that e ∈ C is 4/9. It follows that
E|C| = 4

9
|H|, which implies the claim.

Extending the same idea to 4-graphs gives:

Lemma 27. For any 4-graph H, there exists a K4
5 -cover of size at most 3

8
|H|. That

is t̃(4) ! 3/8.

Proof. Since the proof is very similar to that of Lemma 26, we only give a sketch. Let
V0 ∪ V1 ∪ V2 ∪ V3 = V (H) be a uniform random partition of V (H), and set V4 = V0 and
V5 = V1. Let C be the collection of edges that satisfy one of the following:

• all four vertices are in one part,

• there is one vertex in each part,
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• For i ∕= j, |e ∩ Vi| = 2 and |e ∩ Vj| = 2,

• For some 0 ! i ! 3, |e ∩ Vi| = 3 and |e ∩ Vi+1| = 1,

• For some 0 ! i ! 3, |e ∩ Vi| = 3 and |e ∩ Vi+2| = 1.

It is easy to check that C is a cover and that E|C| = 3
8
|H| implying the assertion.

For larger r, we use the following construction of Frankl and Rödl [4]. There are
constructions that give better bounds, but this suffices for our purposes.

Lemma 28. For any l ∈ N and any r-graph H, there exists a Kr
r+1-cover of size at most

5
1

l
+

&
1− 1

l

'r6
|H| .

Proof. Let A0, . . . , Al−1 be a random partition of V (H), where each vertex is placed into
one of A0, . . . , Al−1 with probability 1/l independently of other vertices. For B ⊂ V (H),
we define

d(B) = |{i ∈ {0, . . . , l − 1} : B ∩ Ai = ∅}| ,

and

w(B) =
l−17

i=0

i|B ∩ Ai|.

For 0 ! j ! l − 1, let Cj be the family

Cj = {e ∈ H : (w(e) + j) mod l ∈ {0, . . . , d(e)}} .

Then for every 0 ! j ! l − 1, the set Cj covers all copies of Kr
r+1 in H. To see this,

let U ∈
!
V (H)
r+1

"
be such that H[U ] is Kr

r+1. Since there are l − d(U) indices such that
U ∩ Ai ∕= ∅, at least one such index i must be in

(w(U) + j) mod l, (w(U) + j − 1) mod l, . . . , (w(U) + j − d(U)) mod l.

Let x ∈ U ∩Ai and e = U \ x. Now, since w(e) ≡ w(U)− i (mod l) and d(e) " d(U), we
have 0 ! (w(e) + j) mod l ! d(e) implying e ∈ Cj.

Since each e ∈ H belongs to exactly d(e) + 1 of the families C0, . . . , Cl−1,

l−17

j=0

|Cj| =
7

e∈H

(d(e) + 1) = |H|+
l−17

i=0

|Ai|,

where Ai = {e ∈ H : e ∩ Ai = ∅}. Note that

E|Ai| =
7

e∈H

P ({e ∩ Ai = ∅}) = |H|
&
1− 1

l

'r

,
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which gives

E
l−17

j=0

|Cj| =
5
1 + l

&
1− 1

l

'r6
|H| .

It follows that there exists a collection of covers (Cj : 0 ! j ! l − 1) whose sizes sum up
to the expected value. Since we may pick the smallest of these, there exists a cover of size
at most 5

1

l
+

&
1− 1

l

'r6
|H| .

Setting l = (r/ ln r) (1 + o(1)) in Lemma 28 gives t̃(r) ! ln r+O(1)
r

. For our purposes
the following very weak, but exact, bound suffices.

Corollary 29. For every r " 5, and any r-graph H, there exists a Kr
r+1-cover of size at

most 113
243

|H| . That is t̃(r) ! 113
243

≈ 0.4650.

Proof. Setting l = 3 in Lemma 28 implies that, for every r " 5, there is a Kr
r+1-cover of

size at most 5
1

3
+

&
2

3

'r6
|H| . (6)

For r = 5, we obtain t̃(r) ! 113
243

. Clearly the function in (6) is decreasing in r, implying
the assertion.

Lemmas 26 and 27, and Corollary 29 together imply the following.

Corollary 30. For r " 2, t̃(r) ! 1/2.

4.2 Proof of Theorem 10

For convenience, we let ex = exm(r,m + 1) for the rest of this section. Suppose, for
contradiction, that the assertion is false and let H ∈ Hr be a minimal counterexample.
That is, suppose H satisfies τ (m)(H) > ex ν∗(m)(H), and every subhypergraph H ′ of H
satisfies τ (m)(H) ! ex ν∗(m)(H). Let g be a minimum fractional m-cover, and f be a
maximum fractional m-matching respectively.

Let U be the collection of m-sets u ∈
!
V (H)
m

"
for which g(u) > 0. By complementary

slackness,

|U | =
7

u∈U

1 =
7

u∈U

7

e∈H : e⊃u

f(e) =

&
r

m

'
ν∗(m)(H). (7)

First assume that there exists u ∈ U with g(u) " 1/ ex, and let H ′ be the hypergraph
obtained from H by removing all edges containing u. Then we have

τ (m)(H) ! τ (m)(H ′) + 1, and τ ∗(m)(H) " τ ∗(m)(H ′) + 1/ ex .
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It follows that

τ (m)(H) ! τ (m)(H ′) + 1

! ex τ ∗(m)(H ′) + 1

! ex

&
τ ∗(m)(H)− 1

ex

'
+ 1

= ex τ ∗(m)(H),

contradicting the assumption on H.
We may now assume g(u) < 1/ ex for each u ∈ U . In particular, every edge e ∈ H

contains at least ex+1 of the m-sets in U . This implies that, if we consider U as an
m-graph on V (H) then every edge of H corresponds to an r-set of vertices containing a
copy of Km

m+1. By the definition of t̃(m), for every ε > 0 there exists a Km
m+1-cover C of U

such that |C| ! (t̃(m)+ ε)|U |. Note also that every edge of H contains at least one m-set
in C, i.e., C is an m-cover for H. It follows that

τ (m)(H) ! (t̃(m) + ε)|U | = (t̃(m) + ε)

&
r

m

'
ν∗(m)(H)

! (1− t̃(m) + ε)

&
r

m

'
ν∗(m)(H) ! exm(r,m+ 1)ν∗(m)(H) + ε

&
r

m

'
ν∗(m)(H),

where the second to last inequality follows from Corollary 30, and the last inequality
follows from (4), (5). Taking ε → 0, we obtain the result.
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