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#### Abstract

Innamorati and Zuanni [J. Geom. 111 (3), 2020] have provided a combinatorial characterization of Baer and unital cones in $\operatorname{PG}(3, q)$. The current paper generalizes these results to arbitrary dimension. Furthermore, these results are extended to hyperoval and maximal arc cones.


Mathematics Subject Classifications: 51E20, 51E21

## 1 Introduction

The characterization of point sets in projective spaces by their intersection sizes with respect to subspaces has always been an interesting field of research in combinatorics. Some of the classical objects such as (Baer) subgeometries, Hermitian varieties, quadrics, conics, maximal arcs fall into the category of point sets with few intersection numbers.

Formally, a set of points $K$ in a projective space $\Sigma=\mathrm{PG}(n, q)$ is said to be of class $\left[m_{1}, m_{2}, \ldots, m_{k}\right]_{d}$ if every $d$-dimensional subspace of $\Sigma$ intersects $K$ in $m_{i}$ points for some $i \in\{1,2, \ldots, k\}$. Moreover, $K$ is said to be a set of type $\left(m_{1}, m_{2}, \ldots, m_{k}\right)_{d}$ if it is of class $\left[m_{1}, m_{2}, \ldots, m_{k}\right]_{d}$ and for every $i \in\{1,2, \ldots, k\}$, there exists a $d$-dimensional subspace intersecting it in $m_{i}$ points. The numbers $m_{i}$ are simply called the intersection numbers of $K$ with respect to the $d$-dimensional subspaces. See [13] for more information about the characterization and construction of such sets.

A set of points $K$ is called an $(n-d)$-blocking set if every $d$-dimensional subspaces of $\Sigma$ has non-empty intersection with $K$. When $d=1$ and 2 the blocking sets are simply

[^0]called line blocking sets and plane blocking sets respectively. A point $P$ in an $(n-d)$ blocking set $K$ is called essential if $K \backslash\{P\}$ is no longer an $(n-d)$-blocking set. An $(n-d)$-blocking set is called minimal if no proper subset of it is an $(n-d)$-blocking set itself or in other words if all its points are essential. Throughout the paper the number of points in an $n$-dimensional projective space $\operatorname{PG}(n, q)$ is denoted by $\theta_{n}=\frac{q^{n+1}-1}{q-1}$. The lower bound on the size of an $(n-d)$-blocking set is $\theta_{n-d}$ and is attained only when $K$ is an $(n-d)$-dimensional subspace of $\Sigma[8]$. An $(n-d)$-blocking set is called non-trivial if it does not contain any $(n-d)$-dimensional subspace. Non-trivial minimal blocking sets are of great interest to mathematicians and more about them can be found in $[4,5,15,23]$.

Given a set of points in a projective space, it is easy to find its intersection numbers with different subspaces. The converse is however not always true. Identifying a geometric structure from its intersection numbers is a classical problem which is often difficult to solve. A lot of research has gone into characterizing sets with two intersection numbers (see [2, 16, 20, 21, 24, 25]). However less is known about sets with more than two intersection numbers (see $[3,12,17,18,22,26]$ ). An easy way of creating sets with three intersection numbers with respect to hyperplanes is by constructing cones with base a set with two intersection numbers with respect to its hyperplanes and a subspace as the vertex. In this paper, we show that the converse is also true in some special cases, i.e. in certain cases, a set with 3 intersection numbers must be a cone.

For $q=p^{h}, t \mid h$, a subgeometry of order $p^{t}$ in $\Sigma=\operatorname{PG}(n, q)$ is a subset of points in $\Sigma$ such that there is a suitable frame with respect to which their coordinates belong to the subfield $\mathbb{F}_{p^{t}}$ of $\mathbb{F}_{q}$. When $h$ is even, a subgeometry of order $\sqrt{q}$ is called a Baer subgeometry. For $n=1$ and 2 it is called a Baer subline and a Baer subplane respectively. The following result was proved in [19].

A cone $K$ in $\Sigma=\mathrm{PG}(n, q)$ with an $m$-dimensional vertex $V, V \subset K$, is a set of points such that for any pair of points $P \in K$ and $Q \in V$ all the points on the line $P Q$ lie in $K$. For any $(n-m-1)$-dimensional subspace $B$ of $\Sigma$ disjoint from $V$, the set $K \cap B$ is called a base of the cone. Note that all the bases of a cone are isomorphic to each other. Therefore cones are usually named after their bases, e.g. a Baer cone is a cone with a Baer subgeometry as the base, a unital cone is a cone with an unital as the base.

Theorem 1. [19, Theorem 1.1.] In $\operatorname{PG}(3, q)$, with $q=p^{h}$ a square prime power, a 2-blocking set of type $\left(q+1, q+\sqrt{q}+1, \sqrt{q}^{3}+q+1\right)_{2}$ is a Baer cone.

In section 2.1 this result will be generalized to a general cone with an even dimensional Baer subgeometry as the base and a subspace as the vertex.

An embedded unital is a set of $\sqrt{q}^{3}+1$ points in a projective plane $\operatorname{PG}(2, q), q=p^{h}$ a square prime power, such that every line intersects it in either $\sqrt{q}+1$ or 1 point(s). In other words it is a set of $\sqrt{q}^{3}+1$ points of type $(1, \sqrt{q}+1)_{1}$ in $\operatorname{PG}(2, q)$. The following result was also proved in [19].
Theorem 2. [19, Theorem 1.2.] In $\operatorname{PG}(3, q)$, with $q=p^{h}$ a square prime power, a 2-blocking set of type $\left(q+1, \sqrt{q}^{3}+1, \sqrt{q}^{3}+q+1\right)_{2}$ is an unital cone.

Section 2.2 generalizes this result to a general cone with a unital as base and a subspace as vertex.

A maximal arc of degree $d$ in a projective plane $\Sigma=\mathrm{PG}(2, q)$ is a nonempty set of points $K$ such that every line of $\Sigma$ meets $K$ in either 0 or $d$ points. It is not difficult to
show that the size of a maximal arc is $q d+d-q$ and the degree $d$ of a maximal arc, distinct from the whole plane, always divides the order $q$ of the plane. In the special cases when $d=1$, a maximal arc is just a point, when $d=q$ it is the complement of a line and when $d=q+1$ it is the entire plane. A maximal arc is called trivial if it is equivalent to one of the three aforementioned examples and non-trivial otherwise. In [1] it was proven that non-trivial maximal arcs do not exist in Desarguesian projective planes of odd order, however when $q$ is even, maximal arcs of every admissible order are known to exist (see [14]).

When $d=2$ a maximal arc is simply called a hyperoval. A lot of research has gone into studying hyperovals and constructing them (see [10], [11]). In section 2.3 we explore cones with hyperovals as base and a subspace as vertex. Then the result has been generalized to maximal arc cones. However, unlike the previous cases, our characterization only holds for projective spaces with dimension at least five in case of maximal arc cones.

## 2 Cones over some classical geometric objects

Throughout this section we assume that $K$ is a point set in $\Sigma=\operatorname{PG}(n, q)$ of type $(a, b, c)_{n-1}$. The number of points in $K$ is denoted by $k$. The hyperplanes intersecting $K$ in $i$ points are simply called $i$-hyperplanes (or $i$-planes if $n=3$ ) and the total number of $i$-hyperplanes in $\Sigma$ is denoted by $t_{i}$.

With the notations above, standard double counting of the number of hyperplanes in $\Sigma$, the pairs $(P, H)$ with $P$ in $K$ and a hyperplane $H$ containing $P$, and the triples $\left(P_{1}, P_{2}, H\right)$ with $P_{1}, P_{2} \in K$ and $H$, a hyperplane containing $P_{1}$ and $P_{2}$, we get

$$
\begin{gather*}
t_{a}+t_{b}+t_{c}=\theta_{n},  \tag{1}\\
a t_{a}+b t_{b}+c t_{c}=k \theta_{n-1},  \tag{2}\\
a(a-1) t_{a}+b(b-1) t_{b}+c(c-1) t_{c}=k(k-1) \theta_{n-2} . \tag{3}
\end{gather*}
$$

Solving these equations for $t_{a}, t_{b}$ and $t_{c}$, we get

$$
\begin{align*}
t_{a} & =\frac{1}{(b-a)(c-a)}\left(k^{2} \theta_{n-2}-k\left(\theta_{n-2}+(b+c-1) \theta_{n-1}\right)+b c \theta_{n}\right),  \tag{4}\\
t_{b} & =\frac{1}{(c-b)(a-b)}\left(k^{2} \theta_{n-2}-k\left(\theta_{n-2}+(a+c-1) \theta_{n-1}\right)+a c \theta_{n}\right),  \tag{5}\\
t_{c} & =\frac{1}{(a-c)(b-c)}\left(k^{2} \theta_{n-2}-k\left(\theta_{n-2}+(a+b-1) \theta_{n-1}\right)+a b \theta_{n}\right) . \tag{6}
\end{align*}
$$

Note that $t_{a}, t_{b}, t_{c} \geqslant 1$ as $K$ is of type $(a, b, c)_{n-1}$.
The following lemma provides an essential divisibility condition on $k$ using the intersection numbers $a, b$ and $c$.

Lemma 3. If $K$ is a point set in $\Sigma=\operatorname{PG}(n, q)$ of type $(a, b, c)_{n-1}$ with $a \equiv b \equiv c \equiv$ $\theta_{n-1} \equiv \alpha(\bmod \beta)$ where $\alpha$ and $\beta$ are coprime, then $k \equiv \theta_{n}(\bmod \beta)$.

Proof. As $a \equiv b \equiv c \equiv \theta_{n-1} \equiv \alpha(\bmod \beta)$, from Equation (2) we have

$$
\begin{aligned}
& k \theta_{n-1} \equiv a t_{a}+b t_{b}+c t_{c}(\bmod \beta) \\
\Rightarrow & k \alpha \equiv\left(t_{a}+t_{b}+t_{c}\right) \alpha(\bmod \beta) .
\end{aligned}
$$

Since $\alpha$ and $\beta$ are coprime, $\alpha$ is invertible in $\mathbb{Z} / \beta \mathbb{Z}$. So using Equation (1) it follows that

$$
k \equiv \theta_{n}(\bmod \beta) .
$$

### 2.1 Baer cones

Let $\Sigma=\mathrm{PG}(n, q)$, where $q=p^{h}$ is a square prime power. For $-1 \leqslant r \leqslant n,-1 \leqslant s \leqslant$ $n, r+s<n$, an $(r, s)$-Baer cone in $\Sigma$ is the set of points of a cone with an $r$-dimensional subspace as vertex and an $s$-dimensional Baer subgeometry as the base. The number of points in an $(r, s)$-Baer cone, denoted by $C_{r, s}$, is

$$
C_{r, s}=\frac{\sqrt{q}^{s+1}-1}{\sqrt{q}-1} q^{r+1}+\frac{q^{r+1}-1}{q-1} .
$$

It is easy to see that for $r \geqslant 0, s \geqslant 1, r+s=n-1$, an $(r, s)$-Baer cone is a set of type $(a, b, c)_{n-1}$ with $a=C_{r, s-2}, b=C_{r-1, s}, c=C_{r, s-1}$ and blocks all lines of $\Sigma$. In this section we prove the converse.

Theorem 4. In $\Sigma=\operatorname{PG}(n, q)$, with $n \geqslant 4, q \geqslant 16$ and $q=p^{h}$ a square prime power, for $2 \leqslant 2 t \leqslant n$ an $(n-t)$-blocking set $K$ of type $(a, b, c)_{n-1}$, where $a=C_{n-2 t-1,2 t-2}, b=$ $C_{n-2 t-2,2 t}$ and $c=C_{n-2 t-1,2 t-1}$, is an $(n-2 t-1,2 t)$-Baer cone.

Moreover the statement is also true for $q \geqslant 4$ if $t=1$.
The proof of the theorem consists of five steps.
Step 1. If $\pi$ is an $a$-hyperplane then $K \cap \pi$ contains an ( $s, 2(n-t-s-2)$ )-Baer cone for some $s$ with $n-2 t-1 \leqslant s \leqslant n-t-2$.

Proof. As $K$ is an $(n-t)$-blocking set, the restriction of $K$ to any subspace of $\Sigma$ also blocks the $t$-dimensional subspaces contained in it. Hence for a hyperplane $\pi, K \cap \pi$ is an ( $n-t-1$ )-blocking set.

Let $\pi$ be an $a$-hyperplane and $K^{\prime}$ be a minimal ( $n-t-1$ )-blocking set in it. As $\left|K^{\prime}\right| \leqslant|K \cap \pi|=a=\theta_{n-t-1}+\theta_{t-2} \sqrt{q} q^{n-2 t} \leqslant \theta_{n-t-1}+\theta_{n-t-2} \sqrt{q}$, by [7, Theorem 1.6] $K^{\prime}$ contains an $(s, 2(n-t-s-2)$-Baer cone for some $s$ with $\max \{-1, n-2 t-2\} \leqslant s \leqslant n-t-2$. However $K^{\prime}$ cannot contain an $(n-2 t-2,2 t)$-Baer cone as otherwise $a=|K \cap \pi| \geqslant\left|K^{\prime}\right| \geqslant$ $C_{n-2 t-2,2 t}>a$, a contradiction. As $n \geqslant 2 t$, $\max \{-1, n-2 t-1\}=n-2 t-1$. Hence $\pi$ contains an $(s, 2(n-t-s-2)$ )-Baer cone for some $s$ with $n-2 t-1 \leqslant s \leqslant n-t-2$.

If $t=1$, since $|K \cap \pi|=a=\theta_{n-2}$, by [8] $K \cap \pi$ is an ( $n-2$ )-dimensional subspace of $\Sigma$.

Step 2. $K$ has at most $a+\sqrt{q}^{2 n-4 t+3} \theta_{t-1}$ points.

Proof. Let $\pi$ be an $a$-hyperplane in $\Sigma$. Then by Step $1, \pi$ contains an $(s, 2(n-t-s-2))$ Baer cone for some $s$ with $n-2 t-1 \leqslant s \leqslant n-t-2$. Considering dimensions of the base and the vertex of the cone we see that in all the possible cases the cone is contained in an $(n-2)$-dimensional subspace. Considering the size of the cone we get that there exists an ( $n-2$ )-dimensional subspace $\omega$ of $\pi$ containing at least $\theta_{n-t-1}$ points of $K$. As any hyperplane through $\omega$ other than $\pi$ has at most $c$ points in it, we get

$$
k \leqslant a+q\left(c-\theta_{n-t-1}\right)=a+\sqrt{q}^{2 n-4 t+3} \theta_{t-1} .
$$

Step 3. $K$ has $1(\bmod q)$ points.
Proof. As $a \equiv b \equiv c \equiv \theta_{n-1} \equiv \theta_{n} \equiv 1(\bmod q)$ from Theorem 3, we have $k \equiv 1(\bmod q)$.
Step 4. $k<C_{n-2 t-1,2 t}+q=\theta_{n-t}+\sqrt{q}^{2 n-4 t+1} \theta_{t-1}+q$.
Proof. Suppose to the contrary $k>C_{n-2 t-1,2 t}$. From Equation (4), $t_{a}$ is a quadratic expression in $k$ with a positive leading coefficient as $a<b<c$. Therefore if $t_{a}$ is negative for two distinct values $k_{0}, k_{1}$ (with $k_{0}<k_{1}$ ) of $k$, then it is negative in the interval [ $k_{0}, k_{1}$ ].

Evaluating $t_{a}$ for the given values of $a, b, c$ and $k=C_{n-2 t-1,2 t}+q$, we get

$$
t_{a}=\theta_{t-1}\left(-q^{t+3 / 2}+q^{t+1}-q^{1 / 2}+2 q^{-n+2 t+2}-q^{-n+t+3 / 2}\right)+\theta_{n-3}\left(q^{-2 n+3 t+3}\right)
$$

which is negative for all $n \geqslant 4,2 \leqslant 2 t \leqslant n$ and $q \geqslant 16$. For $t=1$, the expression above is negative for all $n \geqslant 4, q \geqslant 4$.

Evaluating $t_{a}$ for $k=a+\sqrt{q}^{2 n-4 t+3} \theta_{t-1}$, we get

$$
\begin{aligned}
t_{a}=\frac{1}{(q-1)^{3}} & {\left[-q^{n+t+5 / 2}+q^{n+t+2}+2 q^{n+t+3 / 2}-q^{n+t+1}-3 q^{n+t+1 / 2}+2 q^{n+t-1 / 2}+q^{n+t-1}\right.} \\
& +q^{n-t+2}+q^{n+5 / 2}-q^{n+2}-q^{n+1 / 2}-q^{n}+q^{2 t+7 / 2}-q^{2 t+5 / 2}-q^{2 t+2}+2 q^{2 t+1} \\
& +q^{2 t+1 / 2}-q^{2 t}-q^{2 t-1 / 2}-q^{t+4}-q^{t+7 / 2}+q^{t+3}-q^{t+2}+q^{t+3 / 2}-q^{-t+4} \\
& \left.-q^{-t+3}+q^{-t+2}+2 q^{4}-q^{2}+2 q-1\right]
\end{aligned}
$$

which is negative for all $q \geqslant 16$. For $t=1$, the expression above is negative for all $n \geqslant 4, q \geqslant 4$.

Therefore $t_{a}$ is negative for $k$ in $\left[C_{n-2 t-1,2 t}+q, a+\sqrt{q}^{2 n-4 t+3} \theta_{t-1}\right]$ for all $n \geqslant 4,2 \leqslant$ $2 t \leqslant n$ and $q \geqslant 16$ and for $t=1$ it is negative for all $n \geqslant 4, q \geqslant 4$. As from Step 2 $k \leqslant a+\sqrt{q}^{2 n-4 t+3} \theta_{t-1}$, we have $k<C_{n-2 t-1,2 t}+q$.

Step 5. $K$ is an $(n-2 t-1,2 t)$-Baer cone.
Proof. By Steps 3 and 4 we see that $K$ has at most $C_{n-2 t-1,2 t}$ points. Let $K^{\prime}$ be a minimal $(n-t)$-blocking set of $\Sigma$ contained inside $K$. Then $K^{\prime}$ has at most $C_{n-2 t-1,2 t} \leqslant$ $\theta_{n-t}+\theta_{n-t-1} \sqrt{q}$ points. Thus by [6, Theorem 1.6] (and [7, Theorem 1.5] for $t=1$ and $q \geqslant 4) K^{\prime}$ must contain an $(s, 2(n-t-s-1))$-cone for some $s$ with $\max \{-1, n-2 t-1\} \leqslant$ $s \leqslant n-t-1$. Note that if $s \geqslant n-2 t$, then there exists a hyperplane $H$ of $\Sigma$ containing the aforementioned cone. In this case $|K \cap H| \geqslant\left|K^{\prime} \cap H\right|>q^{n-t}>c$, a contradiction to the assumption that every hyperplane meets $K$ in either $a, b$ or $c$ points. Hence the only possible cone contained in $K^{\prime}$ is an $(n-2 t-1,2 t)$-cone. Comparing the sizes of $K$ and the cone $K^{\prime}$, we see that $K$ is an $(n-2 t-1,2 t)$-cone.

Combining Theorems 1 and 4, we obtain the following corollary.
Corollary 5. In $\Sigma=\operatorname{PG}(n, q)$, with $n \geqslant 3$ and $q=p^{h}$ a square prime power, an ( $n-1$ )blocking set $K$ of type $(a, b, c)_{n-1}$, where $a=C_{n-3,0}, b=C_{n-4,2}$ and $c=C_{n-3,1}$, is an ( $n-3,2$ )-Baer cone.

### 2.2 Unital cones

We will now show that Theorem 2 can be extended to unital cones with vertex of arbitrary dimension.

Theorem 6. In $\Sigma=\operatorname{PG}(n, q), n \geqslant 4$ and $q$ a square prime power, an $(n-1)$-blocking set $K$ of type $(a, b, c)_{n-1}$, where $a=\theta_{n-2}, b=\theta_{n-3}+\sqrt{q}^{2 n-3}$ and $c=\theta_{n-2}+\sqrt{q}^{2 n-3}$, is a unital cone i.e. a cone with $(n-3)$-dimensional subspace as vertex and a unital as base.

The proof of the theorem consists of ten steps.
Step 1. If $\pi$ is an $a$-hyperplane then $K \cap \pi$ is an ( $n-2$ )-dimensional subspace of $\Sigma$.
Proof. As $K$ is a line blocking set, so is its restriction to any subspace of $\Sigma$. Hence, for the hyperplane $\pi, K \cap \pi$ is an $(n-2)$-blocking set. Since $|K \cap \pi|=a=\theta_{n-2}$, by [8], the assertion follows.

Step 2. $k \leqslant \theta_{n-2}+\sqrt{q}^{2 n-1}$.
Proof. Let $\pi$ be an $a$-hyperplane and $\alpha$ be the ( $n-2$ )-dimensional subspace $K \cap \pi$. Each of the $q$ hyperplanes containing $\alpha$, other than $\pi$, have at most $c-a=\sqrt{q}^{2 n-3}$ points outside $\alpha$. Hence

$$
k \leqslant a+q \sqrt{q}^{2 n-3}=\theta_{n-2}+\sqrt{q}^{2 n-1}
$$

Step 3. $k \equiv \theta_{n-3}\left(\bmod q^{n-2}\right)$.
Proof. Note that $a \equiv b \equiv c \equiv \theta_{n-1} \equiv \theta_{n} \equiv \theta_{n-3}\left(\bmod q^{n-2}\right)$. Recall that $q$ is a prime power. Therefore $\theta_{n-3}$ and $q^{n-2}$ are coprime and by Theorem 3 , we have $k \equiv \theta_{n-3}(\bmod$ $q^{n-2}$ ).

Step 4. $k \geqslant \theta_{n-1}$.
Proof. Let $\pi$ be an $a$-hyperplane and $\alpha$ be the $(n-2)$-dimensional subspace $K \cap \pi$. Consider an $(n-2)$-dimensional subspace $\gamma$ contained in $\pi$ other than $\alpha$. Then $K \cap \gamma$ contains $\theta_{n-3}$ points. Every hyperplane through $\gamma$ has at least $q^{n-2}$ points outside $\gamma$. Therefore $k \geqslant(q+1) q^{n-2}+\theta_{n-3}=\theta_{n-1}$.

Step 5. $k=\theta_{n-2}+\sqrt{q}^{2 n-1}, t_{a}=\sqrt{q}^{3}+1, t_{b}=\theta_{n}-\theta_{2}$ and $t_{c}=q^{2}-\sqrt{q}^{3}+q$.
Proof. From Equation (6), we see that $t_{c}$ is a quadratic in $k$ with a positive leading coefficient as $a<b<c$. Therefore if $t_{c}$ is negative for two distinct values $k_{0}, k_{1}$ (with $k_{0}<k_{1}$ ) of $k$, then it is negative for any value in the interval $\left[k_{0}, k_{1}\right]$.

Evaluating $t_{c}$ for the given values of $a, b, c$ and $k=\theta_{n-1}+q^{n-2}$, we get

$$
t_{c}=\frac{1}{\sqrt{q}(q-1)}\left(-q^{n+1 / 2}+q^{n}+q^{n-1}+q^{3}-q^{5 / 2}+q^{2}+q^{3 / 2}-2 q+q^{1 / 2}-2\right)
$$

which is negative for all $n \geqslant 4$ and $q \geqslant 4$.
Evaluating $t_{c}$ for the given values of $a, b, c$ and $k=\theta_{n-3}+\sqrt{q}^{2 n-1}$, we get

$$
t_{c}=\frac{1}{(q-1)}\left(-q^{n}+q^{n-1 / 2}+q^{n-3 / 2}+q^{3}-q^{5 / 2}+q-q^{1 / 2}-1\right)
$$

which is negative for all $n \geqslant 4$ and $q \geqslant 4$.
Therefore $t_{c}$ is negative for $k$ in $\left[\theta_{n-1}+q^{n-2}, \theta_{n-3}+\sqrt{q}^{2 n-1}\right]$. This implies that either $k<\theta_{n-1}+q^{n-2}$ or $k>\theta_{n-3}+\sqrt{q}^{2 n-1}$. By Steps 3 and 4 the former implies that $k=\theta_{n-1}$. But in this case, evaluating $t_{b}$ for the given values of $a, b$ and $c$, we see that

$$
t_{b}=-\sqrt{q}^{3},
$$

a contradiction. In the later case, using Step 2 and 3 we get $k=\theta_{n-2}+\sqrt{q}^{2 n-1}$. The values of $t_{a}, t_{b}$ and $t_{c}$ now follow from Equations (4), (5) and (6) respectively.

Step 6. Let $\pi$ be an $a$-hyperplane and $\alpha$ be the ( $n-2$ )-dimensional subspace $K \cap \pi$. Let $u_{i}(\alpha)$ be the number of $i$-hyperplanes through $\alpha$. Then we have $u_{a}(\alpha)=1, u_{b}(\alpha)=0$ and $u_{c}(\alpha)=q$.

Proof. Counting the hyperplanes through $\alpha$ we have

$$
\begin{equation*}
u_{a}(\alpha)+u_{b}(\alpha)+u_{c}(\alpha)=q+1 . \tag{7}
\end{equation*}
$$

And counting the points of $K$ contained in these hyperplanes we have

$$
\begin{equation*}
\theta_{n-2}+\left(\sqrt{q}^{2 n-3}-q^{n-2}\right) u_{b}(\alpha)+\sqrt{q}^{2 n-3} u_{c}(\alpha)=k . \tag{8}
\end{equation*}
$$

Solving Equations (7) and (8) for $k=\theta_{n-2}+\sqrt{q}^{2 n-1}$, we get

$$
\begin{equation*}
\sqrt{q} u_{a}(\alpha)+u_{b}(\alpha)=\sqrt{q} . \tag{9}
\end{equation*}
$$

As $u_{a}(\alpha) \geqslant 1$ and $u_{b}(\alpha) \geqslant 0$, we have $u_{a}(\alpha)=1, u_{b}(\alpha)=0$ and $u_{c}(\alpha)=q$.
Step 7. Let $S$ be the set of $(n-2)$-dimensional subspaces defined by

$$
S:=\{K \cap \pi \mid \pi \text { is an } a \text {-hyperplane }\} .
$$

Then $|S|=\sqrt{q}^{3}+1$. Moreover for two distinct elements $\alpha_{1}, \alpha_{2} \in S, \operatorname{dim}\left(\alpha_{1} \cap \alpha_{2}\right)=n-3$.
Proof. By Step 6, we have that the $(n-2)$-dimensional spaces corresponding to different $a$-hyperplanes are distinct. Therefore $|S|=t_{a}=\sqrt{q}^{3}+1$.

Let $\pi_{1}$ and $\pi_{2}$ be two different $a$-hyperplanes with $\alpha_{1}=K \cap \pi_{1}$ and $\alpha_{2}=K \cap \pi_{2}$. As $\alpha_{1}$ is not contained in the hyperplane $\pi_{2}$, we have $\operatorname{dim}\left(\alpha_{1} \cap \pi_{2}\right)=n-3$. But note that $\alpha_{1} \cap \pi_{2}=\left(K \cap \pi_{1}\right) \cap \pi_{2}=\left(K \cap \pi_{1}\right) \cap\left(K \cap \pi_{2}\right)=\alpha_{1} \cap \alpha_{2}$. Therefore we have $\operatorname{dim}\left(\alpha_{1} \cap \alpha_{2}\right)=n-3$.

Step 8. No hyperplane contains all the elements of $S$.

Proof. Suppose to the contrary there is a hyperplane $\pi$ containing all the elements of $S$. Since $|S|>1, \pi$ is not an $a$-hyperplane. From Step 6 , we have $u_{b}(\alpha)=0$, for any $\alpha \in S$. Hence $\pi$ is not a $b$-hyperplane. So $\pi$ must intersect $K$ in $c$ points. Also we have $u_{c}(\alpha)=q$, for any $\alpha \in S$. Therefore, any $\alpha \in S$ is contained in $q-1 c$-hyperplanes different from $\pi$. Now counting all such hyperplanes, we have $t_{c} \geqslant(q-1)\left(\sqrt{q}^{3}+1\right)+1=$ $\sqrt{q}^{5}-\sqrt{q}^{3}+q>q^{2}-\sqrt{q}^{3}+q$, a contradiction to Step 5 .

Step 9. K is a cone with an $(n-3)$-dimensional subspace $\eta$ as the vertex.
Proof. From Steps 7 and 8 it follows that all the elements of $S$ intersect in a unique ( $n-3$ )dimensional subspace $\eta$ (a generalization of the fact that a set of mutually intersecting lines is either a set of lines through a point or a set of coplanar lines). Now counting all the points of $K$ contained in the elements of $S$, we see that $|S|\left(\theta_{n-2}-\theta_{n-3}\right)+\theta_{n-3}=$ $\sqrt{q}^{2 n-1}+\theta_{n-2}=k$. Therefore $K$ is the pointset of $S$ which is a cone with vertex $\eta$.

Step 10. $K$ is an unital cone.
Proof. The number of hyperplanes through the vertex $\eta$ is $\theta_{2}$. Since $t_{b}=\theta_{n}-\theta_{2}>\theta_{2}$, there exists a $b$-hyperplane $\pi^{\prime}$ not containing $\eta$. Let $\tau$ be a plane contained in $\pi^{\prime}$ and disjoint from $\eta$ (this exists since $\eta \cap \pi^{\prime}$ is $(n-4)$-dimensional). We prove the theorem by showing that $C:=K \cap \tau$ is a unital.

Note that, for any $\alpha \in S, \alpha \cap \tau$ is a point. Hence $|C|=\sqrt{q}^{3}+1$. Note that $C$ does not contain any lines as otherwise there would exist hyperplanes intersecting $K$ in $\theta_{n-1}$ points, a contradiction. As $K$ is a line blocking set, $C$ is a line blocking set of $\tau$. Let $P$ be a point in $C$ and $\alpha_{P}$ be the unique element of $S$ such that $P=\tau \cap \alpha_{P}$. Let $\pi_{P}$ be the unique $a$-hyperplane containing $\alpha_{P}$. Then note that the line $\pi_{P} \cap \tau$ intersects $K$ in $K \cap\left(\pi_{P} \cap \tau\right)=\alpha_{P} \cap \tau=\{P\}$. Thus every point of $C$ is essential. In other words $C$ is a non-trivial minimal line blocking set of size $\sqrt{q}^{3}+1$ in $\tau$. Therefore, $C$ is an unital (see [9]).

By Theorems 2 and 6 , we now have the following corollary.
Corollary 7. In $\Sigma=\operatorname{PG}(n, q), n \geqslant 3$ and $q$ a square prime power, an $(n-1)$-blocking set $K$ of type $(a, b, c)_{n-1}$, where $a=\theta_{n-2}, b=\theta_{n-3}+\sqrt{q}^{2 n-3}$ and $c=\theta_{n-2}+\sqrt{q}^{2 n-3}$, is a unital cone.

### 2.3 Hyperoval and maximal arc cones

Recall that for a cone $K$ in $\Sigma=\operatorname{PG}(n, q)$ with vertex $V$ all the possible bases are isomorphic to each other. If $V$ is $m$-dimensional with $m \geqslant 1$ then any hyperplane $\pi$ of $\Sigma$ not containing $V$ intersects $K$ in a cone $K^{\prime}$ with base isomorphic to that of $K$ and an ( $m-1$ )-dimensional vertex $V^{\prime}=\pi \cap V$. Therefore all the hyperplanes not containing $V$ have the same number of points from $K$. The following lemma and corollary prove the converse which will be the key to prove the characterization theorems for hyperoval cones and maximal arc cones.

Lemma 8. Let $P$ be a point in $\Sigma=\operatorname{PG}(n, q)$ and let $K$ be a set of points in $\Sigma$ such that every hyperplane of $\Sigma$ not containing $P$ intersects $K$ in a fixed number of points. Then $K \cup\{P\}$ is a cone with $P$ as the vertex.

Proof. Let $k$ be the number of points in $K$ and suppose that every hyperplane that does not contain $P$ has $t$ points of $K$. Let $\mu$ be an $(n-2)$-dimensional subspace not containing $P$. Let $|K \cap \mu|=x$ and $|K \cap\langle P, \mu\rangle|=y$. Counting the points of $K$ in hyperplanes through $\mu$, we see that $k=q(t-x)+y$. Now if $\mu^{\prime}$ is another hyperplane of $\langle P, \mu\rangle$ disjoint from $P$ with $\left|K \cap \mu^{\prime}\right|=x^{\prime}$, then $k=q\left(t-x^{\prime}\right)+y$. Thus $x=x^{\prime}$ and we see that all hyperplanes of $\langle P, \mu\rangle$, not containing $P$, contain the same number of points of $K$. Repeating this argument multiple times we see that for a point $Q \neq P$, every hyperplane of the line $P Q$ disjoint from $P$ (i.e. a point of $P Q$ different from $P$ ) contains the same number of points from $K$. Hence if $Q \in K$, then all the points on the line $P Q$ are contained in $K \cup P$ and if $Q \notin K$ then $\langle P, Q\rangle \cap K=\{P\}$. Hence $K \cup\{P\}$ is a cone with $P$ as the vertex.

Corollary 9. Let $V$ be an m-dimensional subspace of $\Sigma=\mathrm{PG}(n, q)$ and let $K$ be the set of points in $\Sigma$ such that every hyperplane of $\Sigma$ that does not contain $V$ in a fixed number of points, then $K \cup V$ is a cone with $V$ as the vertex.

Proof. Note that for any point $P \in V$, any hyperplane of $\Sigma$ not containing $P$ does not contain $V$. Hence from Theorem 8 we have that $K \cup\{P\}$ is a cone with $P$ as the vertex. Thus we can see that for any point $Q$ in $K \backslash V$ the line $\langle P, Q\rangle$ is contained in $K \cup V$. As this is true for any point $P \in V$ and $Q \in K \backslash V$, we see that $K \cup V$ is a cone with $V$ as the vertex.

The following theorem proves the characterization theorem for hyperoval cones in 3 -dimensional projective spaces. Later we prove it for dimensions higher than 3.

Theorem 10. In $\Sigma=\mathrm{PG}(3, q)$, a point set $K$ of type $(a, b, c)_{2}$, where $a=1, b=q+2$ and $c=2 q+1$, is a cone over a hyperoval.

The proof of the theorem consists of five steps.
Step 1. $(q+1) \mid k$ and $q$ divides either $k-1$ or $k-2$.
Proof. Putting the values of $a, b, c$ in Equation (4) we get

$$
\begin{equation*}
t_{a}=\frac{1}{(q+1)(2 q)}\left(k^{2}(q+1)-k\left(q+1+(3 q+2)\left(q^{2}+q+1\right)\right)+(q+2)(2 q+1)\left(q^{3}+q^{2}+q+1\right) .\right. \tag{10}
\end{equation*}
$$

As $t_{a}$ is an integer we have that each of $q+1,2$ and $q$ divides the numerator. The remainders when the numerator is divided by $q+1$ and $q$ are $k$ and $k^{2}-3 k+2$ respectively. Therefore we have $(q+1) \mid k$, and $q \mid(k-1)(k-2)$. As $k-1$ and $k-2$ are coprime and $p$ is the only prime dividing $q$ we have $q \mid(k-1)$ or $q \mid(k-2)$.

Step 2. $k \leqslant 2 q^{2}+1$.
Proof. Let $\pi$ be a 1-plane with $K \cap \pi=\{P\}$ and $l$ be a line through $P$ contained in $\pi$. Since each of the $q$ planes through $l$ different from $\pi$ has at most $2 q$ points of $K \backslash\{P\}$, we have $k \leqslant q(2 q)+1$.

Step 3. $k=q^{2}+2 q+1$.

Proof. From Step $1, k=\lambda(q+1)$. From Step 2 we have $c=2 q+1 \leqslant k \leqslant 2 q^{2}+1$, so $2 \leqslant \lambda \leqslant 2 q-2$ for $q \geqslant 3$ and $2 \leqslant \lambda \leqslant 3$ for $q=2$.

From Step 1 we also have $(q+1) \lambda-1=\xi q$ or $(q+1) \lambda-2=\nu q$. Therefore $\lambda \equiv 1(\bmod$ $q)$ or $\lambda \equiv 2(\bmod q)$. Hence $\lambda=2, q+1$ or $q+2$ resulting in $k=2 q+2, k=q^{2}+2 q+1$ or $k=q^{2}+3 q+2$ respectively.

If $k=2 q+2, t_{c}=-\left(q^{2}+2 q+1\right) / 2<0$ for all values of $q$, a contradiction to the fact that $t_{c} \geqslant 1$.

If $k=q^{2}+3 q+2$, then we have

$$
t_{a}=q / 2+1
$$

and

$$
t_{b}=\frac{q^{4}-q^{3}-4 q^{2}-4 q-1}{q-1}
$$

For $t_{a}$ and $t_{b}$ to be integers we must have $2 \mid q$ and $(q-1) \mid 9$. The only possible integer values being $q=2$ or $q=4$.

If $q=2, t_{b}=-17$, a contradiction to the fact that $t_{b} \geqslant 1$.
If $q=4$, consider a line $l^{\prime}$ in a 1 -plane with $l^{\prime} \cap K=\emptyset$. Let $u_{i}^{\prime}$ denote the number of $i$-planes through $l^{\prime}$. Counting these planes and all the points of $K$ through these planes we get

$$
\begin{equation*}
u_{a}^{\prime}+u_{b}^{\prime}+u_{c}^{\prime}=q+1=5, \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{a}^{\prime}+6 u_{b}^{\prime}+9 u_{c}^{\prime}=k=30 \tag{12}
\end{equation*}
$$

with $u_{a}^{\prime} \geqslant 1$. Since $u_{a}^{\prime} \equiv 0(\bmod 3)$ from Equation (12), we find $u_{a}^{\prime}=3$ and it easily follows that there are no integer solution to the Equations (11) and (12) with $u_{a}^{\prime} \geqslant 1, u_{b}^{\prime} \geqslant 0$ and $u_{c}^{\prime} \geqslant 0$. Therefore $q=4$ is not a possible choice for $q$.

We conclude that $k \neq 2 q+2, k \neq q^{2}+3 q+2$, so $k=q^{2}+2 q+1$.
Step 4. $K$ is a cone. Let $P$ be as in Step 2. Any plane containing $P$ is either a 1-plane or a $c$-plane. Any plane not containing $P$ is a $b$-plane.

Proof. Putting the given values of $a, b, c$ and $k=q^{2}+2 q+1$ in Equations (4), (5) and (6) we get

$$
\begin{gathered}
t_{a}=\frac{q^{2}-q}{2} \\
t_{b}=q^{3}
\end{gathered}
$$

and

$$
t_{c}=\frac{q^{2}+3 q+2}{2} .
$$

Let $l$ and $\pi$ be as in Step 2 and $u_{i}$ denote the number of $i$-planes through $l$. Counting the points of $K$ through the planes containing $l$ we have

$$
\begin{equation*}
1+u_{b}(q+1)+u_{c}(2 q)=k=q^{2}+2 q+1 \tag{13}
\end{equation*}
$$

Considering Equation (13) modulo $q$ we have $u_{b} \equiv 0(\bmod q)$. Hence $u_{b}=0$ or $u_{b}=q$.
If $u_{b}=q, u_{a}=u_{c}=1 / 2$ from Equation (13), a contradiction.

Therefore $u_{b}=0, u_{a}=q / 2, u_{c}=(q+2) / 2$, i.e. through every line $l$ in $\pi$ with $l \cap K=\{P\}$ there are $q / 2$ 1-planes and $(q+2) / 2 c$-planes.

Note that there are $q+1$ different choices for $l$ in $\pi$. Counting all the 1-planes through $P$ we see that there are $(q+1)(q / 2-1)+1=\left(q^{2}-q\right) / 2$ of them. Similarly there are $(q+1)((q+2) / 2)=\left(q^{2}+3 q+2\right) / 2 c$-planes through $P$. Since $t_{a}=\left(q^{2}-q\right) / 2$, $t_{c}=\left(q^{2}+3 q+2\right) / 2$ and $t_{a}+t_{c}=\theta_{2}$ is the total number of planes through $P$, it follows that none of the planes through $P$ intersect $K$ in $b$ points and any plane not containing $P$ is a $b$-plane. Hence by Theorem $8, K$ is a cone with vertex $P$.

Step 5. $K$ is a hyperoval cone.
Proof. As $K$ is a cone with vertex $P$, all $c$-planes intersect $K$ in a pair of lines through $P$. Let $\mu$ be a plane not passing through $P$. A 1-plane intersects $\mu$ in a line containing zero points of $K$ and a $c$-plane intersects $\mu$ in a line containing two points of $K$. Thus $K \cap \mu$ is a set of $q+2$ points intersecting every line in either 0 or 2 points. Therefore $\mu$ is a hyperoval and $K$ is a hyperoval cone with vertex $P$.

Theorem 11. In $\Sigma=\mathrm{PG}(n, q)$, $n \geqslant 4$, a plane blocking set $K$ of type $(a, b, c)_{n-1}$, where $a=\theta_{n-3}, b=\theta_{n-2}+q^{n-3}, c=\theta_{n-2}+q^{n-2}$, is a cone with an ( $n-3$ )-dimensional subspace as vertex and a hyperoval as base.

The proof of the theorem consists of six steps.
Step 1. If $\pi$ is an $a$-hyperplane then $K \cap \pi$ is an $(n-3)$-dimensional subspace $V$ of $\Sigma$.

Proof. As $K$ is a plane blocking set in $\Sigma$, so is its intersection with any subspace. Since $|K \cap \pi|=\theta_{n-3}$, by [8], $K \cap \pi$ is an $(n-3)$-dimensional subspace of $\Sigma$.

Step 2. $k \leqslant 2 q^{n-1}+\theta_{n-3}$.
Proof. Let $\pi$ and $V$ be as in Step 1. Let $\eta$ be an $(n-2)$-dimensional subspace of $\Sigma$ contained in $\pi$ and containing $V$. Since each of the $q$ hyperplanes through $\eta$ different from $\pi$ has at most $c-\theta_{n-3}=2 q^{n-2}$ points of $K \backslash V$, we have $k \leqslant q\left(2 q^{n-2}\right)+\theta_{n-3}=$ $2 q^{n-1}+\theta_{n-3}$.

Step 3. $k \equiv \theta_{n-4}\left(\bmod q^{n-3}\right)$.
Proof. Note that $a \equiv b \equiv c \equiv \theta_{n} \equiv \theta_{n-1} \equiv \theta_{n-4}\left(\bmod q^{n-3}\right)$. As $q$ is a prime power, $\theta_{n-4}$ and $q^{n-3}$ are coprime. Therefore by Theorem 3 we have $k \equiv \theta_{n-4}\left(\bmod q^{n-3}\right)$.

Step 4. $k=\theta_{n-1}+q^{n-2}, t_{a}=\left(q^{2}-q\right) / 2, t_{b}=\theta_{n}-\theta_{2}, t_{c}=\left(q^{2}+3 q+2\right) / 2$.
Proof. Note that $c \leqslant k \leqslant 2 q^{n-1}+\theta_{n-3}$ from Step 2. Hence if we show that $k$ cannot assume any value in the intervals $\left[c, \theta_{n-1}+q^{n-2}-q^{n-3}\right]$ for all $n \geqslant 4, q \geqslant 2$ and $\left[\theta_{n-1}+\right.$ $\left.q^{n-2}+q^{n-3}, 2 q^{n-1}+\theta_{n-3}\right]$ for all $n \geqslant 4, q \geqslant 2$, by step 3 , we can conclude that $k=$ $\theta_{n-1}+q^{n-2}$. However, for $q=2$, we have $\theta_{n-1}+q^{n-2}=2 q^{n-1}+\theta_{n-3}$. Therefore the interval $\left[\theta_{n-1}+q^{n-2}+q^{n-3}, 2 q^{n-1}+\theta_{n-3}\right]$ is empty for $q=2$. So proving $k$ cannot assume values in $\left[\theta_{n-1}+q^{n-2}+q^{n-3}, 2 q^{n-1}+\theta_{n-3}\right]$ for $n \geqslant 4, q \geqslant 3$ is sufficient.

Recall that $t_{a}$ and $t_{c}$ are quadratic expressions in $k$ with positive coefficients for $k^{2}$ as $a<b<c$. Therefore if $t_{a} \leqslant \lambda$ (similarly $t_{c} \leqslant \lambda$ ) for two distinct values $x, y$ (with $x<y$ ) of $k$, then $t_{a} \leqslant \lambda$ (similarly $t_{c} \leqslant \lambda$ ) in the interval $[x, y]$.

For $k=c$,

$$
t_{c}=\frac{-q^{n+1}+q^{3}-2 q+2}{2(q-1)^{2}}
$$

which is negative for all $n \geqslant 4, q \geqslant 2$.
For $k=\theta_{n-1}+q^{n-2}-q^{n-3}$,

$$
t_{c}=\frac{-q^{n+1}-q^{n}+q^{n-1}+q^{5}+q^{4}-4 q^{3}+5 q-2}{2 q(q-1)^{2}}
$$

which is negative for all $n \geqslant 4, q \geqslant 2$.
Therefore $t_{c}$ is negative for $k$ in the interval $\left[c, \theta_{n-1}+q^{n-2}-q^{n-3}\right]$ for all $n \geqslant 4, q \geqslant 2$. Hence $k \notin\left[c, \theta_{n-1}+q^{n-2}-q^{n-3}\right]$.

For $k=\theta_{n-1}+q^{n-2}+q^{n-3}$,

$$
t_{a}=\frac{-q^{n-1}+\theta_{n-3}+q^{3}}{2(q+1)},
$$

which is $\leqslant 1 / 2$ for all $n \geqslant 4, q \geqslant 2$.
For $k=2 q^{n-1}+\theta_{n-3}$,

$$
t_{a}=\frac{-q^{n}+\theta_{n-1}+2 q^{3}-3 q^{2}+q+1}{2(q+1)}
$$

which is negative for all $n \geqslant 4, q \geqslant 3$.
Which implies that $t_{a} \leqslant 1 / 2$ for $k$ in the interval $\left[\theta_{n-1}+q^{n-2}+q^{n-3}, 2 q^{n-1}+\theta_{n-3}\right]$ for all $n \geqslant 4, q \geqslant 3$. Hence $k \notin\left[\theta_{n-1}+q^{n-2}+q^{n-3}, 2 q^{n-1}+\theta_{n-3}\right]$ for all $n \geqslant 4, q \geqslant 3$.

Therefore we have shown that $k=\theta_{n-1}+q^{n-2}$.
The values of $t_{a}, t_{b}$ and $t_{c}$ follow from the Equations (4), (5) and (6) respectively.
Step 5. Any hyperplane containing $V$ intersects $K$ in either $a$ or $c$ points and any hyperplane not containing $V$ intersects $K$ in $b$ points.

Proof. Let $\eta$ and $\pi$ be as in Step 2 and let $u_{i}$ denote the number of $i$-hyperplanes through $\eta$. Counting the points of $K$ through the hyperplanes containing $\eta$, we get

$$
\begin{align*}
& a+(b-a) u_{b}+(c-a) u_{c}=k=\theta_{n-1}+q^{n-2} \\
\Rightarrow & (1+q) u_{b}+2 q u_{c}=2 q+q^{2} . \tag{14}
\end{align*}
$$

Considering Equation (14) modulo $q$, we have

$$
u_{b} \equiv 0(\bmod q) .
$$

Therefore $u_{b}=0$ or $q$.
Putting $u_{b}=q$ gives $u_{a}=u_{c}=1 / 2$, a contradiction.
Hence $u_{a}=q / 2, u_{b}=0$ and $u_{c}=(q+2) / 2$, i.e. through every $(n-2)$-dimensional subspace $\eta$ in $\pi$ with $\eta \cap K=V$ there are $q / 2 a$-hyperplanes and $(q+2) / 2 c$-hyperplanes.

The rest of the proof follows similar to the proof of Step 4, Theorem 10, with $l$ and $P$ replaced by $\eta$ and $V$.

Step 6. $K$ is a hyperoval cone.
Proof. From Theorem 9 it follows that $K$ is a cone with vertex $V$ and a plane $\tau$ containing $q+2$ points as base.

The rest of the proof follows similar to Step 5 of Theorem 10 , with $P$ and $\mu$ replaced by $V$ and $\tau$ respectively.

Remark 12. Note that we get $u_{a}=q / 2$ in Theorems 10 and 11, proving the well-known fact that hyperovals exist only if $q$ is even.

The following theorem generalizes hyperoval cones to maximal arc cones but with added restrictions. In order to avoid dealing with trivial cases we assume that $2 \leqslant d \leqslant$ $q-1$ where $d$ is the degree of the maximal arc in the base of the cone. Although the proof of the theorem is similar to that of Theorem 11, we do it separately to avoid dealing with the special cases formed by merging the proofs.

Theorem 13. In $\Sigma=\operatorname{PG}(n, q)$, $n \geqslant 5$, a plane blocking set of type $(a, b, c)_{n-1}$, where $a=\theta_{n-3}, b=q^{n-3}(q d+d-q)+\theta_{n-4}, c=q^{n-2} d+\theta_{n-3}$ with $2 \leqslant d \leqslant q-1$ and $\operatorname{gcd}(d-1, q)=1$, is a cone with an $(n-3)$-dimensional subspace as vertex and a maximal arc of degree $d$ as base.

The proof of the theorem consists of six steps.
Step 1. If $\pi$ is an $a$-hyperplane then $K \cap \pi$ is an $(n-3)$-dimensional subspace $V$ of $\Sigma$.

Proof. As $K$ is a plane blocking set in $\Sigma$, so is its intersection with any subspace. Since $|K \cap \pi|=\theta_{n-3}$, by [8], $K \cap \pi$ is an $(n-3)$-dimensional subspace of $\Sigma$.

Step 2. $k \leqslant d q^{n-1}+\theta_{n-3}$.
Proof. Let $\pi$ and $V$ be as in Step 1. Let $\eta$ be an $(n-2)$-dimensional subspace of $\Sigma$ contained inside $\pi$ and containing $V$. Since each of the $q$ hyperplanes through $\eta$ different from $\pi$ has at most $c-\theta_{n-3}=d q^{n-2}$ points of $K \backslash V$, we have $k \leqslant q\left(d q^{n-2}\right)+\theta_{n-3}=$ $d q^{n-1}+\theta_{n-3}$.

Step 3. $k \equiv \theta_{n-4}\left(\bmod q^{n-3}\right)$.
Proof. Note that $a \equiv b \equiv c \equiv \theta_{n} \equiv \theta_{n-1} \equiv \theta_{n-4}\left(\bmod q^{n-3}\right)$. As $q$ is a prime power, $\theta_{n-4}$ and $q^{n-3}$ are coprime. Hence by Theorem 3 we have $k \equiv \theta_{n-4}\left(\bmod q^{n-3}\right)$.

Step 4. $k=q^{n-2}(q d+d-q)+\theta_{n-3}, t_{a}=q(q+1-d) / d, t_{b}=\theta_{n}-\theta_{2}$ and $t_{c}=$ $(q+1)(q d+d-q) / d$.

Proof. Recall that $c \leqslant k \leqslant d q^{n-1}+\theta_{n-3}$. Therefore if we show that $k$ cannot assume any value in the intervals $\left[c, q^{n-2}(q d+d-q)+\theta_{n-3}-q^{n-3}\right]$ and $\left[q^{n-2}(q d+d-q)+\theta_{n-3}+\right.$ $\left.q^{n-3}, d q^{n-1}+\theta_{n-3}\right]$ for all $n \geqslant 5, q \geqslant 2$, by Step 3 we can say that $k=q^{n-2}(q d+d-q)+\theta_{n-3}$.

Recall that $a<b<c, t_{a}$ and $t_{c}$ are quadratic expressions in $k$ with a positive leading coefficient. Therefore if $t_{a} \leqslant \lambda$ (similarly $t_{c} \leqslant \lambda$ ) for two distinct values $x, y$ (with $x<y$ ) of $k$, then $t_{a} \leqslant \lambda$ (similarly $t_{c} \leqslant \lambda$ ) in the interval $[x, y]$.

For $k=c$,

$$
t_{c}=\frac{(d-1)^{2} q^{n+1}-q^{3}+q d-d^{2}+d}{(q-1) d(d-q-1)}
$$

which is negative for all $n \geqslant 2$.
For $k=q^{n-2}(q d+d-q)+\theta_{n-3}-q^{n-3}$,

$$
\begin{aligned}
t_{c}=\frac{1}{(q-1) d q(d-q-1)}\left(q^{n+1}(d-1)\right. & +q^{n}(d-1)-q^{n-1}+d^{2}\left(q^{4}+q^{3}-q^{2}-q\right) \\
& \left.+d\left(-q^{5}-3 q^{4}+q^{2}+1\right)+\left(q^{5}+q^{4}+2 q^{2}-q\right)\right)
\end{aligned}
$$

which is negative for all $n \geqslant 4, q \geqslant 2$ and $2 \leqslant d \leqslant q-1$.
Therefore $t_{c}$ is negative for $k$ in the interval $\left[c, q^{n-2}(q d+d-q)+\theta_{n-3}-q^{n-3}\right]$ for all $n \geqslant 5, q \geqslant 2$ and $2 \leqslant d \leqslant q-1$. Hence $k \notin\left[c, q^{n-2}(q d+d-q)+\theta_{n-3}-q^{n-3}\right]$.

For $k=q^{n-2}(q d+d-q)+\theta_{n-3}+q^{n-3}$,

$$
\begin{aligned}
t_{a}=\frac{1}{d q(q+1)(d-1)}\left(-q^{n}-q^{n-1}+\theta_{n-1}(d-1)-d^{2} q^{2}(q+1)\right. & +d\left(q^{4}+3 q^{3}+2 q^{2}-2 q-2\right) \\
& \left.+\left(-q^{4}-2 q^{3}+4 q+3\right)\right)
\end{aligned}
$$

which is negative for all $n \geqslant 5, q \geqslant 2$ and $2 \leqslant d \leqslant q-1$.
For $k=q^{n-1} d+\theta_{n-3}$,

$$
t_{a}=\frac{q^{2} \theta_{n-3}(d-q)-\left(q^{2}-q-1\right) d^{2}+d\left(q^{3}-q-1\right)}{d(q+1)(d-1)}
$$

which is less than 1 for all $n \geqslant 4, q \geqslant 2$ and $2 \leqslant d \leqslant q-1$.
Therefore $t_{a}<1$ for $k$ in the interval $\left[q^{n-2}(q d+d-q)+\theta_{n-3}+q^{n-3}, d q^{n-1}+\theta_{n-3}\right]$ for all $n \geqslant 5, q \geqslant 2$ and $2 \leqslant d \leqslant q-1$. Hence $k \notin\left[q^{n-2}(q d+d-q)+\theta_{n-3}+q^{n-3}, d q^{n-1}+\theta_{n-3}\right]$.

The values of $t_{a}, t_{b}$ and $t_{c}$ follow from the Equations 4, 5 and 6 respectively.
Step 5. Any hyperplane containing $V$ intersects $K$ in either $a$ or $c$ points and any hyperplane not containing $V$ intersects in $b$ points.

Proof. Let $\eta$ and $\pi$ be as in Step 2 and let $u_{i}$ denote the number of $i$-hyperplanes through $\eta$. Counting the points of $K$ through the hyperplanes containing $\eta$, we get

$$
\begin{align*}
& a+(b-a) u_{b}+(c-a) u_{c}=k \\
\Rightarrow & \theta_{n-3}+q^{n-3}(d-1)(q+1) u_{b}+q^{n-2} d u_{c}=\theta_{n-3}+q^{n-2}(q d+d-q) \\
\Rightarrow & (d-1)(q+1) u_{b}+q d u_{c}=q(q d+d-q) . \tag{15}
\end{align*}
$$

As $d-1$ and $q+1$ are coprime to $q$, from Equation (15), we have $q \mid u_{b}$. Thus $u_{b}=0$ or $q$.

If $u_{b}=q, u_{c}=0$ as $u_{a} \geqslant 1$. Thus

$$
q(d-1)(q+1)=q(q d+d-q),
$$

a contradiction.
Therefore $u_{b}=0, u_{c}=q+1-q / d$ and $u_{a}=q / d$, i.e. through every $(n-2)$-dimensional subspace $\eta$ in $\pi$ with $\eta \cap K=V$ there are $q / d a$-hyperplanes and $(q+1-q / d) c$-hyperplanes.

Note that there are $q+1$ choices of $\eta$ in $\pi$. Counting all the $a$-hyperplanes through $V$ by changing $\eta$ in $\pi$ we see that there are $(q / d-1)(q+1)+1=t_{a}$ of them. Similarly there are $(q+1-q / d)(q+1)=t_{c} c$-hyperplanes through $V$. As $t_{a}+t_{c}=\theta_{2}$ is the total number of hyperplanes through $V$, we conclude that any hyperplane not containing $V$ is a $b$-hyperplane.

Step 6. $K$ is a maximal arc cone.
Proof. From Corollary 9 and Step 5, it follows that $K$ is a cone with vertex $V$ and a plane $\tau$ containing $q d+d-q$ points as base. So any $a$-hyperplane through $V$ intersects $\tau$ in a line with 0 points of $K$ and any $c$-hyperplane through $V$ intersects $\tau$ in a line with $d$ points of $K$ and vice versa. Therefore $K \cap \tau$ is a set of $q d+d-q$ points such that any line of $\tau$ contains 0 or $d$ points of $K$. Hence $K \cap \tau$ is a maximal arc and $K$ is a cone with an $(n-3)$-dimensional vertex $V$ and a maximal arc of degree $d$ as base.

Remark 14. Note that $u_{a}=q / d$ in Theorem 13, proving the simple fact that for maximal arcs with $d \leqslant q$ to exist, it is necessary that $d \mid q$.
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