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Abstract

We consider the notion of classical parking functions by introducing randomness and a new parking protocol, as inspired by the work presented in the paper “Parking Functions: Choose your own adventure,” (arXiv:2001.04817) by Carlsson, Christensen, Harris, Jones, and Rodríguez. Among our results, we prove that the probability of obtaining a parking function, from a length \( n \) preference vector, is independent of the probabilistic parameter \( p \). We also explore the properties of a preference vector given that it is a parking function and discuss the effect of the probabilistic parameter \( p \). Of special interest is when \( p = 1/2 \), where we demonstrate a sharp transition in some parking statistics. We also present several interesting combinatorial consequences of the parking protocol. In particular, we provide a combinatorial interpretation for the array described in OEIS A220884 as the expected number of preference sequences with a particular property related to occupied parking spots. Lastly, we connect our results to other weighted phenomena in combinatorics and provide further directions for research.

Mathematics Subject Classifications: 05A19, 60C05, 05A16

1 Introduction

The classical parking process occurs on a one-way street with \( n \in \mathbb{N} = \{1, 2, 3, \ldots\} \) parking spots numbered in sequence from one to \( n \). In this setting, \( n \) cars enter the street, from left to right, each having a parking preference, which we compile in a vector \( \alpha = (a_1, a_2, \ldots, a_n) \in [n]^n \), where \( [n] = \{1, 2, \ldots, n\} \). Each car enters the street and proceeds to their preferred parking spot. If they find it unoccupied they park there, else they continue down the street parking in the next available spot. If under this parking protocol all of the cars are able to park, then we say that the preference vector \( \alpha \) is a parking function of length \( n \). For example, any preference vector that is a permutation is a parking function as every car parks in its preferred parking spot. In addition the all
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ones vector \( \alpha = (1, 1, \ldots, 1) \in [n]^n \) is also a parking function in which, for each \( 1 \leq i \leq n \), car \( i \) parks in spot \( i \). However, not every parking preference is a parking function. Take for example the vector \((n, n, \ldots, n)\) in which case the first car parks in its preferred spot \( n \), while the remaining \( n-1 \) cars, having the same preference, find their spot occupied and then exit the street.

First explored by Konheim and Weiss in the 1960s [12], classical parking functions have received considerable attention by mathematical researchers. If \( \text{PF}_n \) denotes the set of all parking functions of length \( n \), then it is well-known that \( |\text{PF}_n| = (n + 1)^{n-1} \). Many generalizations of parking functions exist and include considering the case where there are more parking spots than cars, considering cases where cars prefer an interval of parking spots rather than a single parking spot, and others include changing the parking procedure and allowing cars to do something different whenever they find their preferred spot occupied. For an expository article with recent finding and many open problems related to parking functions we recommend [2].

We remark that although parking functions, and their generalizations, are well-studied there has been less work done on considering a probabilistic parking protocol. With this point of view in mind, we provide some initial results involving a probabilistic parking protocol. Our initial result considers the following probabilistic scenario: Fix \( p \in [0, 1] \) and consider a coin which flips to heads with probability \( p \) and tails with probability \( 1 - p \). Then, our parking protocol proceeds as follows: If a car arrives at its preferred spot and finds it unoccupied it parks there. If instead the spot is occupied, then the driver tosses the biased coin. If the coin lands on heads, with probability \( p \), the driver continues moving forward in the street. However, if the coin lands on tails, with probability \( 1 - p \), the car moves backwards and tries to find an unoccupied parking spot. Given this new probabilistic parking function protocol we determine the likelihood that a preference vector \( \alpha \in [n]^n \) is a parking function. We also explore the properties of \( \alpha \) given that it is a parking function and demonstrate the effect of the parameter \( p \) (and lack thereof) on the parking protocol. Before proceeding further, we note a parking symmetry imposed by this probabilistic parking protocol: Having \( n \) cars enter the street from left to right with preference vector \( \alpha = (a_1, \ldots, a_n) \) and park under protocol with parameter \( p \) depicts the same scenario as having \( n \) cars enter the street from right to left with preference vector \( \alpha' = (n+1-a_n, \ldots, n+1-a_1) \) and park under protocol with parameter \( 1 - p \).

Due to the probabilistic nature of our model, we offer a word of caution in interpreting our results. In the case of classical parking functions, a preference vector \( \alpha \in [n]^n \) is either deterministically a parking function or not, and we can talk about the set of parking functions \( \text{PF}_n \subseteq [n]^n \) and its cardinality \( |\text{PF}_n| \). Contrarily, by incorporating a probabilistic parking protocol, all preference vectors \( \alpha \in [n]^n \) have a positive probability of being a parking function. In stating our results, \( \alpha \in \text{PF}_n \) depicts the situation that \( n \) cars with preference vector \( \alpha \) park, and we are interested in the probability that this happens and its further implications.

Our main results are the following.\(^1\)

---

\(^1\)While writing a first draft of this work, we became aware of parallel, independent work by Tian and Trevino [17]. Aside from both introducing the probabilistic parking protocol, the results of the two papers are essentially disjoint, except that Theorem 1 appeared as Theorem 4 in [17] with a different proof.
Theorem 1. Consider the preference vector $\alpha \in [n]^n$, chosen uniformly at random. Then

$$
P(\alpha \in \text{PF}_n | \alpha \in [n]^n) = \frac{(n+1)^{n-1}}{n^n}. \quad (1.1)
$$

We emphasize that this result is rather surprising. In Example 10 we show that the probability of a particular preference vector $\alpha \in [n]^n$ being a parking function does depend on $p$. What is magical is that the probabilities of being a parking function for all preference vectors add up in a way so that dependence on $p$ is canceled and there is invariance to the forward probability $p$ for the randomly selected vector. In Section 2.6, we show that this invariance generalizes further for $m \in [n]$ cars on a one-way street with $n$ spots. That is we establish the following.

Theorem 2. For $m \in [n]$, consider the preference vector $\alpha \in [n]^m$, chosen uniformly at random. Then

$$
P(\alpha \in \text{PF}_n | \alpha \in [n]^m) = \frac{(n+1-m)(n+1)^{m-1}}{n^m}. \quad (1.2)
$$

Sections 2.3 and 2.4 are devoted to the natural follow-up questions: Does introducing randomness to the parking protocol achieve anything new? What kind of parking statistics depend on the probabilistic parameter $p$? In 2.3 we present one such parking statistic, namely the parking preference of the last car $a_n$, and explore its statistical properties. In Theorem 3 we give the distribution of $a_n$ and in Theorem 4 we calculate the asymptotics of its expected value, and the formulas show explicit $p$ dependence.

Theorem 3. Consider the preference vector $\alpha = (a_1, a_2, \ldots, a_n) \in [n]^n$, chosen uniformly at random. Then given that $\alpha \in \text{PF}_n$,

$$
P(a_n = j | \alpha \in \text{PF}_n) = \frac{2}{n+1} - \frac{1}{(n+1)^{n-1}} \left[ p \sum_{s=n-j+1}^{n-1} \binom{n-1}{s} (n-s)^{n-s-2}(s+1)^{s-1} 
+ (1-p) \sum_{s=0}^{n-j-1} \binom{n-1}{s} (n-s)^{n-s-2}(s+1)^{s-1} \right]. \quad (1.3)
$$

Theorem 4. Take $n$ large. For preference vector $\alpha = (a_1, \ldots, a_n) \in [n]^n$ chosen uniformly at random, we have

$$
\mathbb{E}(a_n | \alpha \in \text{PF}_n) = \frac{n+1}{2} - (2p-1) \left[ \frac{\sqrt{2\pi}}{4} n^{1/2} - \frac{7}{6} \right] + o(1). \quad (1.4)
$$

Based on these results, in Section 2.4, we derive the rate of convergence of the distribution of $a_n$ to uniform distribution on $[n]$ in total variation (TV) distance. In the classical parking model (corresponding to $p = 1$), this rate of convergence was shown to be upper bounded by $O(1/\sqrt{n})$ in [1]. We significantly extend this result and find the exact rate of convergence for any $p \in [0, 1]$. Specifically, we show that for generic $p \neq 1/2$ the convergence rate is $\Theta(1/\sqrt{n})$, while for $p = 1/2$ the convergence rate is $\Theta(1/n)$. Note that a consequence of Theorem 3 is that the conditional distribution of $a_n$ for a generic $p$ can be written as a convex combination of the cases $p = 0$ and $p = 1$. This convexity argument will be central to the proof of Theorem 6.
Theorem 5. Let $Q_{n,p}(\cdot)$ be $P(a_n = \cdot \mid \alpha \in PF_n)$ under the probabilistic parking protocol with parameter $p$. For $p = 1/2$, the following bound holds
\[
\|Q_{n,1/2} - \text{Uni}_n\|_{TV} = \Theta \left( \frac{1}{n} \right). \tag{1.5}
\]

Theorem 6. Let $Q_{n,p}(\cdot)$ be $P(a_n = \cdot \mid \alpha \in PF_n)$ under the probabilistic parking protocol with parameter $p$. For $p \neq 1/2$, we have that
\[
\|Q_{n,p} - \text{Uni}_n\|_{TV} = \Theta \left( \frac{1}{\sqrt{n}} \right). \tag{1.6}
\]

The much faster convergence to uniform when $p = 1/2$ is reflected in our simulations. Figure 1 shows a histogram of the values of $a_n$ based on 100,000 random samples for $n = 100$, with varying probabilistic parameter $p$. We give some intuitive explanations for this interesting phenomenon. As $p$ increases from 0 to 1/2, the distribution of $a_n$ places less and less mass on cars with large parking preferences, as cars are gradually losing their backwards moving bias when their desired spot is taken. Similarly, as $p$ decreases from 1 to 1/2, the distribution of $a_n$ places less and less mass on cars with small parking preferences, as cars are gradually losing their forward moving bias when their desired spot is taken. For $p = 1/2$, the movement bias of a car when the desired spot is taken is gone because going left and right have the same probability, so the distribution of $a_n$ is much closer to uniform distribution.

In Section 3, we then present several combinatorial consequences of the probabilistic parking protocol. In particular, we relate this to the notion of lucky cars in Section 3.1, inspired by Gessel and Seo [6, Page 1], and prove the following.

Theorem 7. Suppose $n$ cars park on a circle with spots $[n+1]$. The expected number of preference vectors in $[n+1]^n$ containing $0 \leq k < n$ unlucky cars is
\[
U_n(k) = (n+1)! \sum_{C_k=\{2,\ldots,n\} \subset C_k} \prod_{i \in C_k} \frac{i-1}{(n+1) - (i-1)}, \tag{1.7}
\]
where $C_k$ is a size-$k$ subset of the cars $\{2,\ldots,n\}$, and each car $i \in C_k$ is unable to park at its preferred spot.

Then, in Section 3.2, we further explore Theorem 7 and present an interesting connection to a problem proposed by Novelli and Thibon [14] involving the integer sequence OEIS A220884, summarized by the following.

Theorem 8. Let $Q_n(q)$ be the generating polynomial $\prod_{k=2}^n [(n+1-k)q+k]$. Then
\[
Q_n(q) = \sum_{k=0}^{n-1} U_n(k)q^k. \tag{1.8}
\]

Finally, in Section 3.3, we present an interesting connection between Pascal’s triangle and a recurrence relation which counts the expected number of preference sequences with a particular property related to occupied parking spots. This recurrence relation has the form:
\[
E_n(i, k) = ((n+1)-(i-1)) \cdot E_n(i-1, k) + (i-1) \cdot E_n(i-1, k-1), \tag{1.9}
\]
Figure 1: The conditional distribution of $a_n$ (parking preference of the last car) in 100,000 samples of preference vectors of size 100 chosen uniformly at random. The upper left plot is for $p = 0$ and the upper right plot is for $p = 1$. The middle plot is for $p = 0.5$. The lower left plot is for $p = 0.25$ and the lower right plot is for $p = 0.75$. Note the preference symmetry between $p$ and $1 - p$ as observed earlier in the introduction.
where $E_n(i, k)$ denotes the expected number of preference vectors in $[n+1]^i$ containing $k$ unlucky cars, for some $0 \leq k < i \leq n$. Note that Gessel and Seo [6] define a car as lucky if it is able to park at its preferred spot.

This paper is organized as follows. In Section 2, we prove that the probabilistic parameter $p$ for the parking protocol involving a coin flip does not affect the probability that a preference vector $\alpha \in [n]^n$ is a parking function. We also explore the properties of $\alpha$ given that it is a parking function and discuss situations in which the effect of the probabilistic parameter $p$ comes up. Of special interest is when $p = 1/2$, where we demonstrate a sharp transition in some parking statistics. In Section 3, we present several interesting combinatorial consequences of the parking protocol. We conclude with Section 4, where we offer directions for future work.

2 Introducing probability

We begin by stating an important result credited to Henry O. Pollak\(^2\). We emphasize its importance in motivating the proof of Theorem 1, but direct the interested reader to [7, 8] for a detailed proof of counting the number of parking functions of length $n$.

**Theorem 9.** If $n \geq 1$, then $|PF_n| = (n + 1)^{n - 1}$.

2.1 The Coin Problem

We now introduce the Coin Problem, which involves a new parking protocol, motivated by Carlson et al. in [2]. We have $n$ cars in a queue to enter a one-way street with $n$ parking spots numbered from 1 to $n$. Let $a_i$ denote the preference of car $i$, and let $\alpha = (a_1, a_2, \ldots, a_n) \in [n]^n$ denote the vector of all $n$ cars’ parking preferences. In the Coin Problem, each parking preference $a_i \in [n]$ is chosen uniformly at random, i.e., with probability $1/n$.

As in the classical parking process, each car enters the street from their preferred spot and directly parks there if possible. However, if a car’s preferred spot is occupied, that driver tosses a weighted coin with probability $p$ of landing heads. If the coin toss is heads, the driver proceeds to the end of the street, either parking at the next available spot, or exiting the street if none are available. But, if the coin toss is tails, the driver proceeds in reverse, toward the start of the street. Notice that $p = 1$ in the classical process, so it may be viewed as a special case of the Coin Problem. We henceforth refer to $p$ as the “forward probability.”

Then, given this new parking protocol, for a one-way street with $n$ spots, what is the probability that a preference vector $\alpha \in PF_n$, chosen uniformly at random, allows all $n$ cars to park on the street? Recall that under the classical parking protocol, such an answer is easy to obtain via the pigeonhole principle: $\alpha \in [n]^n$ allows all $n$ cars to park if and only if

$$\#\{k : a_k \leq i\} \geq i, \quad \text{for all } i = 1, \ldots, n,$$

and so in particular the probability of a preference vector being a parking function is invariant under the action of the symmetric group $S_n$ by permuting cars. This nice and

\(^2\)While there is no official paper written by Pollak on the topic, he has been credited for the proof by multiple authors, including Foata and Riordan [5].
simple permutation symmetry however breaks under the probabilistic parking protocol, adding more delicacy to the answer, as we explain in the example below.

**Example 10** (Lack of permutation symmetry under the probabilistic parking protocol). The preference vector \( \alpha = (1, 2, 2) \in [3]^3 \) is a parking function, or *parks*, with probability \( p \). Cars numbered 1 and 2 will directly park at their preferred spot, whereas car 3 can only park at spot 3 as it is the only remaining available spot. This can happen only when the biased coin flips to heads, which occurs with probability \( p \). The reader might find it instructive to check Figure 2 for an illustration of the above key parking steps. On the other hand, consider now the preference vector \( \alpha' = (2, 2, 1) \), which is a permutation of \( \alpha = (1, 2, 2) \). Car 1 will park at spot 2 directly. But since the desired spot for car 2 is now taken, instead of directly parking at spot 2, car 2 will have two choices. Either car 2 moves forward to park at spot 3, leaving spot 1 open for car 3, which happens to be car 3’s desired spot. This parking situation happens with probability \( p \). Or car 2 moves backwards to park at spot 1, which coincides with the desired spot for car 3, forcing car 3 to move forward to park when it enters the street. This parking situation happens with probability \( (1 - p)p \). Altogether, \( \alpha' \) is a parking function with probability \( p + (1 - p)p \).

Given the preference vector \( \alpha \in [3]^3 \), Table 1 gives the probability that all three cars park under the probabilistic parking protocol. We note that each preference vector \( \alpha \in [3]^3 \) has probability \( 1/3^3 = 1/27 \) of being chosen, and the sum of the probabilities in the table add up to \( (3 + 1)3^{-1} = 16 \). This result is especially interesting because it is independent of \( p \), and suggests that the probability that a random preference vector \( \alpha \in \text{PF}_n \) is a parking function is identical to that in the classical process (see Theorem 9).

![Figure 2: Parking scheme for the preference vector (1, 2, 2). The number at the top of the car represents its preference. With probability \( p \), all cars can park.](image)

<table>
<thead>
<tr>
<th>( \alpha \in [3]^3 )</th>
<th>(1, 1, 1)</th>
<th>(1, 1, 2)</th>
<th>(1, 1, 3)</th>
<th>(1, 2, 1)</th>
<th>(1, 2, 2)</th>
<th>(1, 2, 3)</th>
<th>(1, 3, 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P(\alpha \in \text{PF}_3</td>
<td>\alpha) )</td>
<td>( p^2 )</td>
<td>( p^2 )</td>
<td>( p )</td>
<td>( p )</td>
<td>( p )</td>
<td>( p )</td>
</tr>
<tr>
<td>( \alpha \in [3]^3 )</td>
<td>(2, 1, 1)</td>
<td>(2, 1, 2)</td>
<td>(2, 1, 3)</td>
<td>(2, 2, 1)</td>
<td>(2, 2, 2)</td>
<td>(2, 2, 3)</td>
<td>(2, 3, 1)</td>
</tr>
<tr>
<td>( P(\alpha \in \text{PF}_3</td>
<td>\alpha) )</td>
<td>( p )</td>
<td>( p )</td>
<td>( 1 )</td>
<td>( p + (1 - p)p )</td>
<td>( 2p(1 - p) )</td>
<td>( p(1 - p) + (1 - p) )</td>
</tr>
<tr>
<td>( \alpha \in [3]^3 )</td>
<td>(3, 1, 1)</td>
<td>(3, 1, 2)</td>
<td>(3, 1, 3)</td>
<td>(3, 2, 1)</td>
<td>(3, 2, 2)</td>
<td>(3, 2, 3)</td>
<td>(3, 3, 1)</td>
</tr>
<tr>
<td>( P(\alpha \in \text{PF}_3</td>
<td>\alpha) )</td>
<td>( p )</td>
<td>( 1 )</td>
<td>( 1 - p )</td>
<td>( 1 )</td>
<td>( 1 - p )</td>
<td>( 1 )</td>
</tr>
<tr>
<td>( \alpha \in [3]^3 )</td>
<td>(1, 3, 2)</td>
<td>(1, 3, 3)</td>
<td>(2, 3, 2)</td>
<td>(2, 3, 3)</td>
<td>(3, 3, 2)</td>
<td>(3, 3, 3)</td>
<td></td>
</tr>
<tr>
<td>( P(\alpha \in \text{PF}_3</td>
<td>\alpha) )</td>
<td>( 1 )</td>
<td>( 1 - p )</td>
<td>( 1 - p )</td>
<td>( 1 - p )</td>
<td>( 1 - p )</td>
<td>( 1 - p )</td>
</tr>
</tbody>
</table>

Table 1: All preference vectors for \( n = 3 \) and their probability of being a parking function.
2.2 Invariance to the forward probability

In this section, we generalize the results of Example 10 and Table 1, proving that the probability that a random preference vector is a parking function is identical for all forward probabilities \( p \in [0, 1] \).

**Theorem 1.** Consider the preference vector \( \alpha \in [n]^n \) chosen uniformly at random. Then

\[
P(\alpha \in \text{PF}_n | \alpha \in [n]^n) = \frac{(n + 1)^{n-1}}{n^n}. \tag{2.2}
\]

In particular, despite the forward probability \( p \), the probability that a random preference vector in \([n]^n\) is a parking function is identical to the classical case, in which cars may only search in the forward direction.

Similar to Pollak’s proof for counting classical parking functions, as cited in Theorem 9, we consider the scenario in which \( n \) cars park on a circle with spots \([n+1]\) arranged clockwise, where each car may prefer any spot in \([n+1]\). Then, there are \((n + 1)^n\) equally likely preference vectors. Our probabilistic parking protocol for one-way parking may be interpreted similarly in this circular parking situation. If a car arrives at its preferred spot and finds it unoccupied it parks there. If instead the spot is occupied, then the driver tosses the biased coin. If the coin lands on heads, with probability \( p \), the driver continues moving clockwise in the street. However, if the coin lands on tails, with probability \( 1 - p \), the car moves counterclockwise and tries to find an unoccupied parking spot.

For convenience, we define the following set.

**Definition 11.** For all \( i \in [n+1] \), let

\[ S_i = \{ \alpha \in [n+1]^n : \text{spot } i \text{ is vacant after all } n \text{ cars have parked} \} \]

In the classical case, any preference vector in \( S_{n+1} \) must also be a parking function. This is because the forward probability is \( p = 1 \), so cars may only search in the forward direction. Conversely, any preference vector which is a parking function must belong in \( S_{n+1} \), because no car may be assigned to spot \((n+1)\). However, this relationship between \( S_{n+1} \) and \( \text{PF}_n \) is not limited to the classical case.

**Lemma 12.** Given arbitrary preference vector \( \alpha \in [n+1]^n \), then \( \alpha \in \text{PF}_n \) if and only if \( \alpha \in S_{n+1} \).

**Proof.** In the forward direction, if \( \alpha \in \text{PF}_n \), then none of the \( n \) cars park in spot \((n+1)\), which implies that \( \alpha \in S_{n+1} \).

In the backward direction, if \( \alpha \in S_{n+1} \), then none of the \( n \) cars prefer spot \((n+1)\). For contradiction, suppose some car \( i \) preferred spot \((n+1)\). Then car \( i \) either parks in spot \((n+1)\) directly, or it cannot, because that spot is already occupied. In either case, some car parks in spot \((n+1)\), and therefore \( \alpha \notin S_{n+1} \). That is, all \( n \) cars prefers some spot from the original one-way street. And, because \( \alpha \in S_{n+1} \), all cars are able to fit on the one-way street. Therefore, \( \alpha \in \text{PF}_n \).

Next, recall that in Table 1, we saw that \( p \) did not affect the final probability \( P(\alpha \in \text{PF}_3 | \alpha \in [3]^3) \). This was surprising because \( p \) appeared in the probabilities corresponding to all cars parking on the street, as shown in Example 10. This motivates analysis via conditional probability.
Definition 13. Given an arbitrary preference vector $\alpha \in [n+1]^n$, let the conditional probability mass function $f_{\alpha} : [n+1] \rightarrow [0, 1]$ denote the probability that $\alpha \in S_i$. That is, $f_{\alpha}(i) = P(\alpha \in S_i | \alpha)$.

In Definition 11, $S_i$ denotes the event that all $n$ cars have parked on the circular street with $n + 1$ spots, only leaving spot $i$ vacant. The conditional sample space for some $\alpha \in [n+1]^n$ is thus partitioned into the disjoint events $\{\alpha \in S_1, \alpha \in S_2, \ldots, \alpha \in S_{n+1}\}$. This implies that $\sum_{i=1}^{n+1} f_{\alpha}(i) = 1$ by Definition 13.

Lemma 14. Consider any two preference vectors $\alpha, \alpha^* \in [n+1]^n$ satisfying $\alpha^* = \alpha + (k \ast 1) \pmod{(n + 1)}$, for some $k \in [n]$. Let $j = (i + k) \pmod{(n + 1)}$. Then $f_{\pi}(i) = f_{\pi^*}(j)$.

Proof. This follows from the fact that the preference vectors themselves are congruent modulo $(n + 1)$. In particular, $\alpha^*$ is derived by adding $k \pmod{(n + 1)}$ to each preference in $\alpha$, so the probability that $\alpha \in S_i$ is equivalent to the probability that $\alpha^* \in S_j$. \qed

Definition 15. Let $L_a$ denote the set of all preference vectors which have leading preference $a \in [n+1]$. That is, $L_a = \{\alpha \in [n+1]^n : a_1 = a\}$.

Remark 16. Notice that $|L_a| = (n + 1)^n / (n + 1) = (n + 1)^{n-1}$, where we divide by $(n + 1)$ because the first preference is fixed to be $a$.

Definition 17. For all cars $i \in [n+1]$ and leading preferences $a \in [n+1]$, let $F_{a,i} \in [0, n + 1]^{n+1}$ denote a length-$(n + 1)$ vector satisfying

$$F_{a,i} = \sum_{\gamma \alpha \in L_a} f_{\alpha}(i).$$

Equation (2.3)

Intuitively, if we simulated the parking procedure for all preference vectors $\alpha \in L_a$, then $F_{a,i}$ denotes the expected number of preference vectors which have leading preference $a$ and leave spot $i$ vacant. Notice that $F_{a}(a) = 0$, because all $\alpha \in L_a$ satisfy $f_{\alpha}(a) = 0$. i.e., spot $a$ will always be occupied by the leading car with preference $a$. Applying Definition 17, it follows from Lemma 14 that $F_{a,i}^{(a)} = F_{b,i}^{(b)}$, for all $a, b, i, j \in [n + 1]$ satisfying $b − a \equiv j − i \pmod{(n + 1)}$.

Next, purely as a visual aid, we construct a $(n + 1) \times (n + 1)$ matrix $M$, where entry $M_{a,i} = F_{a,i}^{(a)}$. Then $M_{a,i} = M_{a+1,i+1} = \cdots = M_{a+n,i+n}$, where the subscripts are modulo $(n + 1)$. In other words, each row in $M$ is the same as the previous row, but with entries shifted one cell to the right, modulo $(n + 1)$. That is,

$$M = \begin{pmatrix}
F_{1}^{(1)} & F_{1}^{(2)} & \cdots & F_{1}^{(n+1)} \\
F_{2}^{(1)} & F_{2}^{(2)} & \cdots & F_{2}^{(n+1)} \\
\vdots & \vdots & \ddots & \vdots \\
F_{n+1}^{(1)} & F_{n+1}^{(2)} & \cdots & F_{n+1}^{(n+1)}
\end{pmatrix} = \begin{pmatrix}
F_{1}^{(1)} & F_{1}^{(2)} & \cdots & F_{1}^{(n+1)} \\
F_{1}^{(n+1)} & F_{1}^{(1)} & \cdots & F_{1}^{(n)} \\
\vdots & \vdots & \ddots & \vdots \\
F_{1}^{(2)} & F_{1}^{(3)} & \cdots & F_{1}^{(1)}
\end{pmatrix}.$$  

Equation (2.4) highlights the underlying symmetry via partitioning preference vectors based on leading preference. Note that while the simplified result is written in terms of entries from the first row, i.e., with subscript $a = 1$, similar equivalence holds for any
leading preference $a \in [n+1]$. In particular, every column and row has the same sum. That is,

$$
\sum_{a=1}^{n+1} F_a^{(1)} = \ldots = \sum_{a=1}^{n+1} F_a^{(n+1)} = \sum_{i=1}^{n+1} F_i^{(i)} = \ldots = \sum_{i=1}^{n+1} F_{i+1}^{(i)}.
$$

(2.5)

This symmetry helps us compute the following probability:

$$
P(\alpha \in S_{n+1}) = \sum_{\forall \alpha} P(\alpha \in S_{n+1} | \alpha) P(\alpha) \quad \text{(By law of total probability)}
$$

(2.6)

$$
= \sum_{a=1}^{n+1} \sum_{\forall \alpha \in L_a} P(\alpha \in S_{n+1} | \alpha) \frac{1}{(n+1)^n}.
$$

Notice that we are partitioning the sample space of all $\alpha \in [n+1]^n$ into the disjoint sets $L_1, L_2, \ldots, L_{n+1}$. And, since each $\alpha$ is chosen uniformly at random, we have that $P(\alpha) = 1/(n+1)^n$. We now complete the computation:

$$
P(\alpha \in S_{n+1}) = \frac{1}{(n+1)^n} \sum_{a=1}^{n+1} \sum_{\forall \alpha \in L_a} f_a(n+1) \quad \text{(By Definition 13)}
$$

(2.7)

$$
= \frac{1}{(n+1)^n} \sum_{a=1}^{n+1} F_a^{(n+1)} \quad \text{(By Definition 17)}
$$

$$
= \frac{1}{(n+1)^n} \sum_{i=1}^{n+1} F_1^{(i)} \quad \text{(By Equation (2.5))}
$$

$$
= \frac{1}{(n+1)^n} \sum_{i=1}^{n+1} \sum_{\forall \alpha \in L_i} f_\alpha(i) \quad \text{(By Definition 17)}
$$

$$
= \frac{1}{(n+1)^n} \sum_{\forall \alpha \in L_1} 1 \quad \text{(by Definition 13)}
$$

$$
= \frac{(n+1)^{n-1}}{(n+1)^n}. \quad \text{(by Remark 16)}
$$

Recall that the relevant sample space for Theorem 1 is $[n]^n$, and not $[n+1]^n$. That is, we want to find $P(\alpha \in S_{n+1} | \alpha \in [n]^n)$. Since this is a conditional probability, it is useful to consider the intersection of the two events. From Lemma 12, we know that $\alpha \in S_{n+1}$ implies that $\alpha \in [n]^n$. However, the converse is not necessarily true. As a counterexample, suppose all $n$ cars prefer spot 1. Then, car 1 parks at spot 1, and car 2 may park at spot $(n+1)$ with probability $1-p$, since its preferred spot is occupied. Therefore, $P(\alpha \in S_{n+1} \cap \alpha \in [n]^n) = P(S_{n+1})$. 


Now, we may complete the derivation of Theorem 1:

\[
P(\alpha \in S_{n+1}|\alpha \in [n]^n) = \frac{P(\alpha \in S_{n+1} \cap \alpha \in [n]^n)}{P(\alpha \in [n]^n)} = \frac{P(\alpha \in S_{n+1})}{P(\alpha \in [n]^n)} = \frac{(n+1)^{n-1}/(n+1)^n}{n^n/(n+1)^n}
\]

\[= \frac{(n+1)^{n-1}}{n^n}. \tag{2.8}\]

Therefore, the probability that an arbitrary preference vector in \([n]^n\) assigns all \(n\) cars to a unique spot on a one-way street with \(n\) spots is completely independent of the forward probability \(p\).

### 2.3 Effect of the forward probability

In the previous section, we showed that the probability that a random preference vector \(\alpha \in [n]^n\) is a parking function does not depend on the forward probability \(p\). Thus, a natural question to ask is: what kind of parking statistics does depend on \(p\)? In this section, we present one such parking statistic and explore its statistical properties.

Our investigations in this section rely on a combinatorial construction which we term a parking function shuffle and Abel’s extension of the binomial theorem. These concepts were first discussed in Diaconis and Hicks [3] and later extended further in Kenyon and Yin [9]. Some asymptotic expansion formulas will also prove useful. We provide some background on these concepts first.

#### Definition 18.

Let \(1 \leq k \leq n\). Say that \((a_1, \ldots, a_{n-1})\) is a parking function shuffle of the parking function \(\alpha \in \text{PF}_{k-1}\) and \(\beta \in \text{PF}_{n-k}\) if \(a_1, \ldots, a_{n-1}\) is any permutation of the union of the two words \(\alpha\) and \(\beta + (k, \ldots, k)\).

#### Example 19.

Take \(n = 8\) and \(k = 4\). Take \(\alpha = (2, 1, 2) \in \text{PF}_3\) and \(\beta = (1, 2, 4, 3) \in \text{PF}_4\). Then \((2, 5, 2, 8, 7, 1, 6)\) is a shuffle of the two words \((2, 1, 2)\) and \((5, 6, 8, 7)\).

#### Theorem 20 (Abel’s extension of the binomial theorem, derived from Pitman [15] and Riordan [16]).

Let

\[
A_n(x, y; p, q) = \sum_{s=0}^{n} \binom{n}{s} (x+s)^{s+p}(y+n-s)^{n-s+q}. \tag{2.9}
\]

Then

\[
A_n(x, y; p, q) = A_n(y, x; q, p), \tag{2.10}
\]

\[
A_n(x, y; p, q) = A_{n-1}(x, y+1; p, q+1) + A_{n-1}(x+1, y; p+1, q), \tag{2.11}
\]

\[
A_n(x, y; p, q) = \sum_{s=0}^{n} \binom{n}{s} s!(x+s)A_{n-s}(x+s, y; p-1, q). \tag{2.12}
\]
Moreover, the following special instances hold via the basic recurrences listed above:

\[
A_n(x, y; -1, -1) = (x^{-1} + y^{-1})(x + y + n)^{n-1},
\]  
\[
A_n(x, y; -1, 0) = x^{-1}(x + y + n)^n,
\]  
\[
A_n(x, y; -1, 1) = x^{-1} \sum_{s=0}^{n} \binom{n}{s} (x + y + n)^s(y + n - s)(n - s)!,
\]  
\[
A_n(x, y; 0, 0) = \sum_{s=0}^{n} \binom{n}{s} (x + y + n)^s(n - s)!. 
\]

**Lemma 21.** Let \(X_1, X_2, \ldots\) be iid Poisson(1) random variables. Then

\[
P(X_1 + \cdots + X_n \leq n) = \frac{1}{2} + \frac{2}{3} \frac{1}{\sqrt{2\pi n}} + o\left(\frac{1}{\sqrt{n}}\right). 
\]

**Proof.** We apply the continuity-corrected Edgeworth expansion as in Esseen [4] and Kolassa and McCullagh [11], so that

\[
P(X_1 + \cdots + X_n \leq n + x\sqrt{n}) = \Phi(0) + \frac{\exp(-x^2/2)}{\sqrt{2\pi n}} \left(\frac{\mu_3}{6} (1 - x^2) + \frac{1}{\sigma} D(x\sigma \sqrt{n}) + o\left(\frac{1}{\sqrt{n}}\right)\right),
\]

where \(\sigma\) is the standard deviation and \(\mu_3\) is the third central moment of \(X_1\), \(\Phi(x)\) is the distribution function of the standard normal, and \(D(x) = |x| - x + 1/2\) is a periodic function that addresses the discontinuity in the distribution function of the discrete random variable \((X_1 + \cdots + X_n - n)/\sqrt{n}\).

We are now ready to show that the distribution of \(a_n\), the parking preference of the last car, depends on \(p\) and give explicit formulas.

**Theorem 3.** Consider the preference vector \(\alpha \in [n]_n\), chosen uniformly at random. Then given that \(\alpha \in \text{PF}_n\),

\[
P(a_n = j|\alpha \in \text{PF}_n) = \frac{2}{n+1} - \frac{1}{(n+1)^{n-1}} \left[ p \sum_{s=j+1}^{n-1} \binom{n-1}{s} (n-s)^{n-s-2}(s+1)^{s-1} \right.
\]

\[
+ (1-p) \sum_{s=0}^{n-j-1} \binom{n-1}{s} (n-s)^{n-s-2}(s+1)^{s-1} \right],
\]

where \(a_n\) denotes the parking preference of the last car.

**Remark 22.** Note the parking symmetry as observed in the introduction: \(P(a_n = j|\alpha \in \text{PF}_n)\) under protocol with parameter \(p\) equals \(P(a_n = n+1-j|\alpha \in \text{PF}_n)\) under protocol with parameter \(1-p\). See Figure 1 and Table 1.

**Proof of Theorem 3.** Cars 1, \ldots, \(n-1\) have all parked along the one-way street before the \(n\)th car enters, leaving only one open spot \(k\) for the \(n\)th car to park. Since a car cannot jump over an empty spot, the parking protocol implies that \((a_1, \ldots, a_{n-1})\) is a
parking function shuffle of \( \alpha \in \text{PF}_{k-1} \) and \( \beta \in \text{PF}_{n-k} \), and \( \alpha \) and \( \beta \) do not interact with each other. This open spot \( k \) could be either the same as \( j \), the preference of the last car, in which case the car parks directly. Or, \( k \) could be bigger than or less than \( j \), in which case whether the last car parks or not depends on the outcome of the biased coin flip, as it will dictate the car to go forward or backward. Using Theorem 1, we have \( \text{P}(a_n=j|\alpha \in \text{PF}_n) \)

\[
\frac{1}{(n+1)^{n-1} \left[ (1-p) \sum_{k=1}^{j-1} \binom{n-1}{n-k} k^{k-2} (n-k+1)^{n-k-1} + \binom{n-1}{n-j} j^{j-2} (n-j+1)^{n-j-1} \\
+ \sum_{k=j+1}^{n} \binom{n-1}{n-k} k^{k-2} (n-k+1)^{n-k-1} \right]} (2.20)
\]

\[
\frac{1}{(n+1)^{n-1} \left[ \sum_{k=1}^{j-1} \binom{n-1}{n-k} k^{k-2} (n-k+1)^{n-k-1} - p \sum_{k=1}^{j-1} \binom{n-1}{n-k} k^{k-2} (n-k+1)^{n-k-1} \\
- (1-p) \sum_{k=j+1}^{n} \binom{n-1}{n-k} k^{k-2} (n-k+1)^{n-k-1} \right] (2.21)
\]

\[
\frac{1}{(n+1)^{n-1} \left[ \sum_{s=0}^{n-1} \binom{n-1}{s} (n-s)^{n-s-2} (s+1)^{s-1} - p \sum_{s=n-j+1}^{n-1} \binom{n-1}{s} (n-s)^{n-s-2} (s+1)^{s-1} \\
- (1-p) \sum_{s=j}^{n-1} \binom{n-1}{s} (n-s)^{n-s-2} (s+1)^{s-1} \right] (2.22)
\]

\[
\frac{2}{n+1} - \frac{1}{(n+1)^{n-1} \left[ p \sum_{s=n-j+1}^{n-1} \binom{n-1}{s} (n-s)^{n-s-2} (s+1)^{s-1} \\
+ (1-p) \sum_{s=j}^{n-1} \binom{n-1}{s} (n-s)^{n-s-2} (s+1)^{s-1} \right]} (2.23)
\]

Here the binomial coefficient \( \binom{n-1}{n-k} \) accounts for the shuffling of the length \( k-1 \) subsequence and the length \( n-k \) subsequence of parking preferences among the 1st through the \( (n-1) \)st cars. We used a simple change of variables \( s = n-k \) going from (2.21) to (2.22). From (2.22) to (2.23), we applied Abel’s binomial identity (2.13): \( A_{n-1}(1,1;-1,-1) = 2(n+1)^{n-2} \).

**Theorem 4.** Take \( n \) large. For preference vector \( \alpha \in [n]^n \) chosen uniformly at random, we have

\[
\mathbb{E}(a_n|\alpha \in \text{PF}_n) = \frac{n+1}{2} - (2p-1) \left[ \frac{\sqrt{2\pi}}{4} n^{1/2} - \frac{7}{6} \right] + o(1). (2.24)
\]

**Remark 23.** Note the parking symmetry as observed in the introduction: the sum of \( \mathbb{E}(a_n|\alpha \in \text{PF}_n) \) under protocol with parameter \( p \) and \( \mathbb{E}(a_n|\alpha \in \text{PF}_n) \) under protocol with parameter \( 1-p \) is \( n+1 \). The lower order correction terms from \( (n+1)/2 \) for \( \mathbb{E}(a_n|\alpha \in \text{PF}_n) \) vanish completely under protocol with parameter \( p = 1/2 \), and \( \mathbb{E}(a_n|\alpha \in \text{PF}_n) = (n+1)/2 \) exactly. See Figure 3.
Figure 3: The conditional expectation of $a_n$ (parking preference of the last car) given $\alpha \in \text{PF}_n$ under the probabilistic parking protocol with parameter $p$. Here size $n = 100$ and 100,000 samples are drawn uniformly at random.

Proof of Theorem 4. By Theorem 3,

$$\mathbb{E}(a_n|\alpha \in \text{PF}_n) = \sum_{j=1}^{n} j \mathbb{P}(a_n = j|\alpha \in \text{PF}_n)$$

$$= n - \frac{1}{(n+1)^{n-1}} \sum_{j=1}^{n} j \left[ p \sum_{s=n-j+1}^{n-1} \binom{n-1}{s} (n-s)^{n-s-2} (s+1)^{s-1} \right.$$

$$+ (1-p) \sum_{s=0}^{n-j-1} \binom{n-1}{s} (n-s)^{n-s-2} (s+1)^{s-1} \left.\right]$$

$$= n - \frac{1}{(n+1)^{n-1}} \sum_{s=0}^{n-1} \binom{n-1}{s} (n-s)^{n-s-2} (s+1)^{s-1} \left[ p \sum_{j=n-s+1}^{n} j + (1-p) \sum_{j=1}^{n-s} j \right]$$

$$= n - \frac{1}{2(n+1)^{n-1}} \left[ \sum_{s=0}^{n-1} \binom{n-1}{s} (n-s)^{n-s-2} (s+1)^{s-1} \right.$$

$$\cdot \left. [(1-p)(n-s)^2 + p(n-s)(s+1) + p(n+1)(s+1) - (n-s) - p(n+1)] \right]$$

$$= n - \frac{1}{2(n+1)^{n-1}} \left[ (1-p)A_{n-1}(1,1; -1,1) + pA_{n-1}(1,1; 0,0) \right.$$

$$+ (pn + p - 1)A_{n-1}(1,1; -1,0) - p(n+1)A_{n-1}(1,1; -1, -1) \right]$$

(2.25)

where Abel’s binomial theorem is used multiple times from (2.25) to (2.26).

We proceed to estimate (2.26) asymptotically. Using (2.13), $A_{n-1}(1,1; -1, -1) = \ldots$
\[ 2(n + 1)^{n-2} \text{ and using (2.14), } A_{n-1}(1, 1; -1, 0) = (n + 1)^{n-1}. \] By (2.15) and (2.16),
\[ (1 - p)A_{n-1}(1, 1; -1, 1) + pA_{n-1}(1, 1; 0, 0) = (n - np + p)(n + 1)^{n-1} + (2p - 1)(n - 1)! \sum_{s=0}^{n-2} \frac{(n + 1)^s}{s!}. \] (2.27)

From Stirling’s formula,
\[ (n - 1)! \sim \sqrt{2\pi(n - 1)} e^{-(n-1)(n - 1)^{-1}} \left[ 1 + \frac{1}{12(n - 1)} \right]. \] (2.28)

We also recognize that
\[ e^{-(n+1)} \sum_{s=0}^{n-2} \frac{(n + 1)^s}{s!} \] equals the probability that the sum of \( n + 1 \) iid Poisson(1) random variables is less than or equal to \( n - 2 \), and is asymptotic to
\[ \frac{1}{2} + \frac{2}{3\sqrt{2\pi(n + 1)}} - 3e^{-(n+1)}(n + 1)^{n-1} (n - 1)! \] from the Edgeworth expansion in Lemma 21. Combining the above,
\[ \mathbb{E}(a_n|\alpha \in \text{PF}_n) = \frac{n + 1}{2} - (2p - 1)\frac{(n - 1)!}{2(n + 1)^{n-1}} \sum_{s=0}^{n-2} \frac{(n + 1)^s}{s!} \]
\[ = \frac{n + 1}{2} - (2p - 1)\left[ \frac{\sqrt{2\pi}}{4} n^{1/2} - \frac{\gamma}{6} \right] + o(1). \] (2.31)

### 2.4 Why the forward probability \( p = 1/2 \) is special

The conditional distribution of \( a_n \) for the classical model is close to a uniform distribution over \([n]\) in a precise sense given by the total variation distance. Building upon the results in the last section, in this section we show that the presence of \( p \) has a consequential impact on this rate of convergence to uniform. Specifically, for \( p = 1/2 \) the symmetry provided by \( p \) plays an important role of speeding up the rate of convergence. This explains why in the histogram of Figure 1 for \( p = 1/2 \) we already see a distribution that looks uniform, whereas for other values of \( p \) the presence of more mass on small or large values of \([n]\) is quite apparent.

In order to better discuss our results in this section, let us introduce a few definitions and set our notation. For two distributions \( P \) and \( Q \) over \([n]\), their total variation distance is given by
\[ \|P - Q\|_{TV} := \frac{1}{2} \sum_{j=1}^{n} |P(j) - Q(j)|. \] (2.32)
For \( p \in [0,1] \), for notational convenience, let \( Q_{n,p} \) be the conditional probability of \( a_n \) given \( \alpha \in PF_n \) under the probabilistic parking protocol with parameter \( p \). That is, \( Q_{n,p} \) is the distribution over \([n]\) established in Theorem 3: \( Q_{n,p}(j) = P(a_n = j | \alpha \in PF_n) \). Additionally, let \( \text{Uni}_n \) be the uniform distribution over \([n]\): \( \text{Uni}_n(j) = 1/n \) for all \( j \in [n] \).

In [3] Diaconis and Hicks showed that \( \|Q_{n,1} - \text{Uni}_n\|_{\text{TV}} \) goes to zero as \( n \) goes to infinity. They also conjectured that the rate of convergence is \( O(1/\sqrt{n}) \). In [1] Bellin confirmed that their conjecture is indeed true.

**Theorem 5.** Let \( Q_{n,p}(\cdot) \) be \( P(a_n = \cdot | \alpha \in PF_n) \) under the probabilistic parking protocol with parameter \( p \). For \( p = 1/2 \), the following bound holds

\[
\|Q_{n,1/2} - \text{Uni}_n\|_{\text{TV}} = \Theta\left(\frac{1}{n}\right). \tag{2.33}
\]

**Proof.** We use the definition of total variation distance together with Theorem 3 as follows. For \( j \in [n] \), Theorem 3 gives us

\[
Q_{n,1/2}(j) = \frac{2}{n+1} - \frac{1}{(n+1)^{n-1}} \left[ \frac{1}{2} \sum_{s=n-j+1}^{n-1} \binom{n-1}{s} (n-s)^{n-s-2}(s+1)^{s-1} \right. \\
+ \frac{1}{2} \sum_{s=0}^{n-j-1} \binom{n-1}{s} (n-s)^{n-s-2}(s+1)^{s-1} \bigg]. \tag{2.34}
\]

Adding and subtracting \( \binom{n-1}{n-j} j^{j-2}(n-j+1)^{n-j} / (2n+1)^{n-1} \) on the right-hand side of (2.34), and recalling that \( A_{n-1}(1,1;-1,-1) = 2(n+1)^{n-2} \) yields

\[
Q_{n,1/2}(j) = \frac{2}{n+1} - \frac{1}{(n+1)^{n-1}} \left[ \frac{1}{2} A_{n-1}(1,1;-1,-1) - \frac{1}{2} \binom{n-1}{n-j} j^{j-2} (n-j+1)^{n-j-1} \right] \\
= \frac{1}{n+1} + \frac{\binom{n-1}{n-j} j^{j-2} (n-j+1)^{n-j-1}}{2(n+1)^{n-1}}. \tag{2.35}
\]

Thus, substituting the identity in (2.35) into (2.32), we obtain

\[
\|Q_{n,1/2} - \text{Uni}_n\|_{\text{TV}} = \frac{1}{2} \sum_{j=1}^{n} \left| \frac{1}{n+1} + \frac{\binom{n-1}{n-j} j^{j-2} (n-j+1)^{n-j-1}}{2(n+1)^{n-1}} - \frac{1}{n} \right| \\
= \frac{1}{2} \sum_{j=1}^{n} \left| \frac{\binom{n-1}{n-j} j^{j-2} (n-j+1)^{n-j-1}}{2(n+1)^{n-1}} - \frac{1}{n(n+1)} \right| \\
= \frac{1}{2} \sum_{s=0}^{n-1} \left| \frac{\binom{n-1}{s} (n-s)^{n-s-2}(s+1)^{s-1}}{2(n+1)^{n-1}} - \frac{1}{n(n+1)} \right| \\
+ \frac{1}{2} \sum_{s=0}^{n-1} \left| \frac{\binom{n-1}{s} (n-s)^{n-s-2}(s+1)^{s-1}}{2(n+1)^{n-1}} + \frac{1}{n(n+1)} \right| \\
= \frac{A_{n-1}(1,1;-1,-1)}{4(n+1)^{n-1}} + \frac{1}{2(n+1)} = \frac{1}{n} + \frac{1}{n} \sim \frac{1}{n}. \tag{2.36}
\]
To obtain a lower bound of the same order, notice that

\[
\|Q_{n,1/2} - \text{Uni}_n\|_{TV} = \frac{1}{2} \sum_{s=0}^{n-1} \left| \frac{(n-1)(n-s)^{n-s-2}(s+1)^{s-1}}{2(n+1)^{n-1}} - \frac{1}{n(n+1)} \right| \\
\geq \frac{1}{2} \left| \frac{(n-1)(1)n^{n-2}}{2(n+1)^{n-1}} - \frac{1}{n(n+1)} \right| \\
\geq \frac{n^{n-2}}{4(n+1)^{n-1}} - \frac{1}{n(n+1)} \sim \frac{1}{4e n},
\]

which proves that \(\|Q_{n,1/2} - \text{Uni}_n\|_{TV} = \Theta(1/n)\).

Next we show that indeed the case \(p = 1/2\) is special when considering the rate of convergence of \(\|Q_{n,p} - \text{Uni}_n\|_{TV}\) to zero. We show that for any \(p\) other than \(p = 1/2\), the sequence \((\|Q_{n,p} - \text{Uni}_n\|_{TV})_{n \geq 1}\) cannot converge to zero much faster than the classical model given by \(p = 1\).

**Proposition 24.** For any \(p \neq 1/2\), the following bound holds

\[
|2p - 1|\|Q_{n,1} - \text{Uni}_n\|_{TV} \leq \|Q_{n,p} - \text{Uni}_n\|_{TV} \leq \|Q_{n,1} - \text{Uni}_n\|_{TV}.
\]

**Remark 25.** Proposition 24 shows that the rate of convergence is of the same order for any \(p \neq 1/2\). This important fact will be used to establish the exact rate of convergence for generic \(p \neq 1/2\) in Theorem 6.

**Proof of Proposition 24.** Recall that by Theorem 3, for any \(p \in [0, 1]\) and \(n \in \mathbb{N}\), \(Q_{n,p}\) is the convex combination of \(Q_{n,1}\) and \(Q_{n,0}\). More precisely,

\[
Q_{n,p} = pQ_{n,1} + (1-p)Q_{n,0}.
\]

Moreover, since \(Q_{n,1}(j) = Q_{n,0}(n + 1 - j)\) (see Remark 22), it follows that

\[
\|Q_{n,1} - \text{Uni}_n\|_{TV} = \|Q_{n,0} - \text{Uni}_n\|_{TV}.
\]

Let us assume \(p > 1/2\) for the moment. Via the above symmetry, the reader will notice that the case for \(p < 1/2\) follows a similar argument. From the definition of the total variation distance combined with (2.39) and that \(|a + b| \geq |a| - |b|\), we obtain

\[
\|Q_{n,p} - \text{Uni}_n\|_{TV} = \|pQ_{n,1} + (1-p)Q_{n,0} - \text{Uni}_n\|_{TV} \\
= \frac{1}{2} \sum_{j=1}^{n} \left| pQ_{n,1}(j) + (1-p)Q_{n,0}(j) - \frac{1}{n} \right| \\
= \frac{1}{2} \sum_{j=1}^{n} \left| pQ_{n,1}(j) - \frac{p}{n} + (1-p)Q_{n,0}(j) - \frac{(1-p)}{n} \right| \\
\geq \frac{1}{2} \sum_{j=1}^{n} \left| pQ_{n,1}(j) - \frac{p}{n} \right| - \frac{1}{2} \sum_{j=1}^{n} \left| (1-p)Q_{n,0}(j) - \frac{(1-p)}{n} \right| \\
= p\|Q_{n,1} - \text{Uni}_n\|_{TV} - (p-1)\|Q_{n,0} - \text{Uni}_n\|_{TV} \\
= (2p - 1)\|Q_{n,1} - \text{Uni}_n\|_{TV}.
\]
For the upper bound, we instead apply the triangle inequality to the third line of (2.41):
\[
\|Q_{n,p} - \text{Uni}_n\|_{TV} = \frac{1}{2} \sum_{j=1}^{n} pQ_{n,1}(j) - \frac{p}{n} + (1 - p)Q_{n,0}(j) - \frac{(1 - p)}{n} \\
\leq \frac{1}{2} \sum_{j=1}^{n} pQ_{n,1}(j) - \frac{p}{n} + \frac{1}{2} \sum_{j=1}^{n} (1 - p)Q_{n,0}(j) - \frac{(1 - p)}{n} \\
= p\|Q_{n,1} - \text{Uni}_n\|_{TV} + (1 - p)\|Q_{n,0} - \text{Uni}_n\|_{TV} \\
= \|Q_{n,1} - \text{Uni}_n\|_{TV}.
\]

For the next result we use the following alternative definition for the total variation distance.

**Proposition 26** (Proposition 4.5 in Levin and Peres [13]). Let $P$ and $Q$ be two distributions over $[n]$, then
\[
\|P - Q\|_{TV} = \frac{1}{2} \sup \left\{ \sum_{j=1}^{n} f(j)P(j) - \sum_{j=1}^{n} f(j)Q(j) : \max_{j} |f(j)| \leq 1 \right\}. \tag{2.42}
\]

With the alternative definition in hand, we can show the right order of the rate of convergence of $\|Q_{n,p} - \text{Uni}_n\|_{TV}$ for $p \neq 1/2$ which is our next result.

**Theorem 6.** Let $Q_{n,p}(\cdot)$ be $P(a_n = \cdot | \alpha \in \text{PF}_n)$ under the probabilistic parking protocol with parameter $p$. For $p \neq 1/2$, we have that
\[
\|Q_{n,p} - \text{Uni}_n\|_{TV} = \Theta \left( \frac{1}{\sqrt{n}} \right). \tag{2.43}
\]

**Remark 27.** The above result for generic $p$ is in sharp contrast with the behavior of the model at $p = 1/2$ for which the rate of convergence is $1/n$ by Theorem 5. Before we start the proof of the theorem, let us explain the flow of our argument. In Theorem 1 of [1], the author proved that for the classical model (corresponding to $p = 1$), the rate of convergence of $(\|Q_{n,1} - \text{Uni}_n\|_{TV})_{n \geq 1}$ is $O(1/\sqrt{n})$. This result together with the second inequality of Proposition 24 shows that in the probabilistic model under consideration, the rate of convergence is actually $O(1/\sqrt{n})$ for any $p \neq 1/2$. We then go one step further and establish that $1/\sqrt{n}$ is indeed the right order for the rate of convergence. Besides the first inequality of Proposition 24, a central ingredient in the proof is a clever choice of the test function $f$ as in Equation (2.42).

**Proof.** For the upper bound, notice that by Proposition 24 the rate of convergence in the general case is bounded from above by the corresponding rate in the classical case $p = 1$.

Then, taking $k = 1$ in Theorem 1 of [1], we obtain that
\[
\|Q_{n,p} - \text{Uni}_n\|_{TV} = O \left( \frac{1}{\sqrt{n}} \right). \tag{2.44}
\]

For the lower bound, define the function $f$ over $[n]$ such that $f(j) = j/n$ for all $j \in [n]$. Notice that by the definition of $f$ we have that
\[
\sum_{j=1}^{n} f(j)\text{Uni}_n(j) = \frac{n + 1}{2n}. \tag{2.45}
\]
Whereas, by Theorem 4 we have
\[
\sum_{j=1}^{n} f(j) Q_{n,p}(j) = \frac{\mathbb{E}(a_{n} | \alpha \in \text{PF}_{n})}{n} = \frac{n + 1}{2n} - (2p - 1) \left[ \frac{\sqrt{2\pi}}{4\sqrt{n}} - \frac{7}{6n} \right] + \frac{o(1)}{n}.
\] (2.46)

Thus, for \( p = 1 \), substitution (2.45) and (2.46) into the identity given by Proposition 26 we have that
\[
\|Q_{n,1} - \text{Uni}_{n}\|_{TV} \geq \frac{1}{2} \left[ \sum_{j=1}^{n} f(j) \text{Uni}_{n}(j) - \sum_{j=1}^{n} f(j) Q_{n,p}(j) \right]
\]
\[
= \frac{1}{2} \left[ \frac{\sqrt{2\pi}}{4\sqrt{n}} - \frac{7}{6n} + \frac{o(1)}{n} \right].
\] (2.47)

Finally, by Proposition 24 we know that
\[
\|Q_{n,p} - \text{Uni}_{n}\|_{TV} \geq |2p - 1|\|Q_{n,1} - \text{Uni}_{n}\|_{TV} \sim |2p - 1| \frac{\sqrt{2\pi}}{8} \frac{1}{\sqrt{n}},
\] (2.48)
which proves the theorem.

\[\square\]

2.5 A statistical interpretation

Let us contextualize the Coin Problem with a more formal statistical framework. We again consider the problem of parking \( n \) cars on a circle with \((n + 1)\) spots. Suppose we have the random vector \( \alpha = (a_1, a_2, \ldots, a_n) \), where each \( a_i \) is drawn with replacement from \([n + 1]\). That is, \( \alpha \) denotes a random sample of parking preferences. Then, consider the following random variables:

- Let \( Y_i \sim g(\alpha|a_1, \ldots, a_{i-1}; p) \) be a random variable denoting the spot at which car \( i \) parks. Notice that this distribution is parameterized by the forward probability \( p \in [0, 1] \), and furthermore, is conditional on previous preferences.
- Let \( T \) denote the vacant spot on the circle, after all \( n \) cars have parked, similar to Definition 11. Since \([n + 1]\) denotes the spots on the circle, we have \( T = \sum_{i=1}^{n+1} i - \sum_{j=1}^{n} Y_j \).
- Finally, let \( Z = \mathbb{I}(\alpha \in S_{n+1}) = \mathbb{I}(T_i \neq n + 1) \), where \( \mathbb{I} \) is the indicator function. That is, \( Z \) checks whether \( \alpha \) is a parking function on the one-way street.

Reframing the results of Theorem 1, we have that \( Z \sim \text{Bernoulli}(\theta) \), for \( \theta = (n + 1)^{n-1}/n^n \). Similar to Theorem 1, the sampling distribution of \( Z \) is independent of \( p \). Then, if we applied the probabilistic parking protocol to each preference vector in \([n + 1]^n\), treating each instance as an independent Bernoulli trial, we expect \((n+1)^{n-1}\) of those preference vectors to be parking functions. Finally, we emphasize that we precisely derived this Bernoulli distribution, without knowledge of the underlying conditional distribution \( g(\cdot) \), which determines the cars’ individual parking outcomes.
2.6 The Coin Problem for \( m \leq n \) cars

Having formalized the symmetric properties of parking on a circle in Section 2.2, we now prove that Theorem 1 generalizes to the problem of parking \( m \in [n] \) cars on a one-way street with \( n \) spots. Here, we slightly adjust the definition of a parking function to mean any preference vector in \([n]^m\) which assigns all \( m \) cars to a unique spot on the one-way street with \( n \) spots.

**Theorem 2.** For \( m \in [n] \), consider the preference vector \( \alpha \in [n]^m \), chosen uniformly at random. Then

\[
P(\alpha \in \text{PF}_n | \alpha \in [n]^m) = \frac{(n+1-m)(n+1)^{m-1}}{n^m}. \tag{2.49}
\]

**Proof.** With \( m \leq n \) cars, it is possible that more than 1 spot is vacant after all \( m \) cars park on a circle with spots \([n+1]\). However, the general principles of symmetry, formalized by Lemma 14 and Equation (2.5), still apply, i.e., each preference vector in \([n+1]^m\) is modularly congruent to \( n \) other preference vectors in \([n+1]^m\), namely those which are obtained by shifting all \( m \) preferences by some \( k \in [n] \). Then, the expected number of preference vectors in \([n+1]^m\) which leave spot \( i \) vacant is equivalent for all \( i \in [n+1] \), despite the fact that there are many more possible combinations of vacant spots.

Next, by symmetry, each of the \( n+1 \) spots has equal probability of being vacant. Since there are always \( n+1-m \) vacant spots after all \( m \) cars have parked, we know that the probability that an arbitrary spot in \([n+1]\) is vacant is \((n+1-m)/(n+1)\). Therefore, the expected number of preference vectors in \([n+1]^m\) which are parking functions is

\[
\mathbb{E}[\#\{\alpha \in [n+1]^m \cap \alpha \in \text{PF}_n\}] = \frac{n+1-m}{n+1} \cdot (n+1)^m = (n+1-m)(n+1)^{m-1}. \tag{2.50}
\]

But, generalizing the result of Lemma 12, we know that if a preference vector in \([n+1]^m\) is a parking function, then none of the \( m \) cars may prefer spot \( n+1 \). Therefore, our effective sample space is the set of preference vectors in \([n]^m\). Since we choose uniformly at random, we divide the expectation in (2.50) by \( n^m \), the size of this sample space, to obtain the probability in question. That is,

\[
P(\alpha \in \text{PF}_n | \alpha \in [n]^m) = \frac{(n+1-m)(n+1)^{m-1}}{n^m}.
\]

\( \square \)

3 Related combinatorial results

In this section, we present various combinatorial properties of parking functions.

3.1 Lucky and unlucky cars

Gessel and Seo [6] defined a car being “lucky” if it is able to park in its preferred spot. Similarly, we say that a car is “unlucky” if it cannot park in its preferred spot.

**Theorem 7.** Suppose \( n \) cars park on a circle with spots \([n+1]\). The expected number of preference vectors in \([n+1]^m\) containing \( 0 \leq k < n \) unlucky cars is

\[
U_n(k) = (n+1)! \sum_{C_k \subset \{2,\ldots,n\}} \prod_{i \in C_k} \frac{i-1}{(n+1) - (i-1)}, \tag{3.1}
\]
where \( C_k \) is a size-\( k \) subset of the cars \( \{2, \ldots, n\} \), and each car \( i \in C_k \) is unable to park at its preferred spot.

Proof. We start by recalling that the first car is always lucky, since it enters an empty street. Therefore, we will fix the leading preference as spot 1.

Let us first consider the case for \( k = 0 \), i.e., no cars are unlucky. Here, there is only one unique approach to choose 0 unlucky cars among the remaining set of cars \( \{2, \ldots, n\} \).

For car 2 to be lucky, it must prefer one of the \( n \) vacant spots. Similarly, for car 3 to be lucky, it must prefer one of the \( n-1 \) vacant spots. Then, in general, there are \( n(n-1)\cdots 2 \) combinations of preferences which allow all cars to be lucky. Since the leading preference has been fixed at spot 1, we have \( U_n(0) = (n+1) \times n! = (n+1)! \), where the \( n+1 \) factor accounts for the \( n+1 \) possibilities for the leading preference.

Next, still keeping the leading preference fixed at 1, let \( C_k \vdash \{2, \ldots, n\} \) denote an arbitrary combination of \( k \) cars designated as unlucky. When each car \( i \in C_k \) enters the street, since it is unlucky, it must prefer one of the \( i-1 \) occupied spots. That is, in the descending product \( n! \), for each \( i \in C_k \), we replace the term \( (n+1) - (i-1) \) with \( i-1 \).

This is done algebraically by dividing \( n! \) by \( (n+1) - (i-1) \), then multiplying by \( i-1 \). Summing over all possible combinations \( C_k \) yields the expected number of preference vectors in \( [n+1]_n \) containing exactly \( k \) unlucky cars and whose leading preference is 1.

We then get \( U_n(k) \) after multiplication by \( n+1 \).

For completion, we also relate this to the problem of parking \( n \) cars on a circular street with spots \( [n] \).

Corollary 28. Suppose \( n \) cars park on a circular street with \( n \) spots. The expected number of preference vectors in \( [n]_n \) containing \( 0 \leq k < n \) unlucky cars is

\[
U_n(k) = n! \sum_{C_k \vdash \{2, \ldots, n\}} \prod_{i \in C_k} \frac{i-1}{n-(i-1)}.
\]  

Proof. The proof proceeds similarly to that for Theorem 7. Note that in the denominator we subtract 1, since each car may choose among \( n \) spots only.

Remark 29. This inner product is identical to the generating function derived by Khidr and El-Desouky [10], which is based on the Stirling numbers of the first kind. This generating function produces the triangular array documented under OEIS A071208.

Our next result provides a combinatorial interpretation for \( U_n(k) \) from Theorem 7 after proper normalization.

Proposition 30. Take \( k \in \{0,1,\ldots,n\} \) arbitrary and let \( U_n(k) \) be as in the statement of Theorem 7. Then \( (n+1)^{-1}U_n(k) \) is the number of classical parking functions of length \( n \) with \( k \) unlucky cars.

Proof. The proof follows from Theorem 7 together with the following two observations. First, notice that the property of having exactly \( k \) unlucky cars is invariant under cyclic shifts. In other words, a cyclic shift of a preference vector in \( [n+1]^n \) having exactly \( k \) unlucky cars yields another preference vector in \( [n+1]^n \) which again has exactly \( k \) unlucky cars. Second, also notice that there is exactly one cyclic shift of the preference vector that keeps spot \( n+1 \) unoccupied.
These two observations imply that if we group the preference vectors into equivalence classes according to the cyclic shift, then inside each equivalence class there is exactly one preference vector that leaves spot \( n+1 \) unoccupied. Thus, by Theorem 7, \( U_n(k)/(n+1) \) gives us the number of preference vectors in \([n+1]^n\) leaving spot \( n+1 \) unoccupied, which we recognize is the number of classical parking functions of length \( n \) with \( k \) unlucky cars. \( \square \)

### 3.2 A problem on polynomials

We now consider a generating polynomial and provide a parking function interpretation for sequence OEIS A220884.

**Theorem 8.** Let \( Q_n(q) \) be the generating polynomial \( \prod_{k=2}^n((n+1-k)q+k) \). Then

\[
Q_n(q) = \sum_{k=0}^{n-1} \frac{1}{n+1} U_n(k)q^k.
\]

(3.3)

**Remark 31.** The polynomial \( Q_n(q) \) appears in a paper by Gessel and Seo as \( P_n(1,q,1) \), where the coefficient of \( q^k \) counts, among other things, the number of rooted forests on \( n \) vertices with \( k \) ascents (see Theorem 9.1 in [6]).

**Proof.** Recall that we fix the leading preference to be spot 1 on a circular street, since the first car is always lucky. Then, rewriting \( \prod_{k=2}^n((n+1-k)q+k) = \prod_{k=2}^n((k-1)q+(n+1)-(k-1)) \), we see that the two coefficients in the \( k \)-th factor denote the number of preferences which make car \( k \) unlucky and lucky, respectively. Therefore, when expanding the first \( 0 \leq j \leq n-1 \) factors, i.e., \( \prod_{k=2}^{j+1}((k-1)q+(n+1)-(k-1)) \), and grouping together same-degree terms, each coefficient of \( q^i \), for all \( i \in \{0, \ldots, j\} \), represents the expected number of partial preference vectors in \([n+1]^{j+1}\) containing \( i \) unlucky cars. \( \square \)

**Remark 32.** In the left-aligned triangular array documented under OEIS A220884, the entry in row \( i \), column \( j \) denotes the expected number of preference vectors in \([i+1]^j\) which have \( j \) unlucky cars, with the first car parking at spot 1 always. See Table 2.

<table>
<thead>
<tr>
<th>( i )</th>
<th>( j )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>8</td>
<td>2</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>58</td>
<td>37</td>
<td>6</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>120</td>
<td>444</td>
<td>504</td>
<td>204</td>
<td>24</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Triangular array under OEIS A220884.
3.3 Weighted Pascal’s triangle

The notion of partial preference vectors in the proof of Theorem 8 alludes to a recurrence relation which bears very strong resemblance to that for Pascal’s triangle.

**Definition 33.** Let $E_n(i, k)$, with $0 \leq k < i \leq n$, denote the expected number of preference vectors in $[n+1]^i$ containing $k$ unlucky cars. Then

$$E_n(i, k) = ((n + 1) - (i - 1)) \cdot E_n(i - 1, k) + (i - 1) \cdot E_n(i - 1, k - 1).$$  \hspace{1cm} (3.4)

We provide a sample calculation to show the mechanics of the recurrence relation of (3.4). For $n = 4$, $i = 3$ and $k = 1$:

$$E_4(3, 1) = (5 - (3 - 1)) \cdot E_4(2, 1) + (3 - 1) \cdot E_4(2, 0) = 3 \cdot 1 + 2 \cdot 4 = 3 + 8 = 11.$$

We refer to the triangular array produced by (3.4) as the “Weighted Pascal’s Triangle” due to the weighted coefficients. An example of this triangle, for a length $i = 4$ sequence, is presented in Table 4.

Notice how (3.4) contrasts with the recurrence relation for Pascal’s triangle:

$$T(n, d) = T(n - 1, d) + T(n - 1, d - 1).$$ \hspace{1cm} (3.5)

Note that $n$ in this case represents the row of Pascal’s triangle, and $d$ represents the column of the triangle. An example of such a triangle for $n = 4$ is presented in Table 3. Notice that (3.4) reduces to (3.5), when both $n - i = 1$ and $i = 2$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$d$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Pascal’s triangle for $0 \leq d \leq n \leq 4$

<table>
<thead>
<tr>
<th>$i$</th>
<th>$k$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>11</td>
<td>2</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>58</td>
<td>37</td>
<td>6</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Weighted Pascal’s triangle for $n = 4$.

It is useful to think about two limiting cases when discussing Table 4. Observe the case of $i = 0$ and $k = 0$. The entry in the table/triangle is giving us the number of expected sequences with zero unlucky cars, when there are no cars parked: such a sequence does not exist because there are no parked cars on the street! Another interesting limiting case occurs in the last row with $i = n$. Notice that each cell in this row can be computed with Theorem 7. That is, $E_n(n, k) = U_n(k)$. For example, consider the case for $i = 4$ and $k = 0$. This entry tells us the expected number of sequences which have no unlucky cars, after four cars have parked, which is $U_4(0) = 4!$.

4 Future research

The combinatorial results derived in Section 3 connect to existing works which provide promising avenues for further analysis. For example, Diaconis and Hicks [3] cite the
generating function:
\[
\sum_{\forall \alpha \in \text{PF}_n} q^{L(\alpha)} = q \prod_{i=1}^{n-1} [i + (n - i + 1)q],
\]
(4.1)

where \( L(\alpha) \) counts the number of lucky cars in the one-way classical parking function \( \alpha \in \text{PF}_n \), chosen uniformly. From Proposition 30, \( \frac{1}{n+1} U_n(k) \) counts the number of unlucky cars in the classical case, we thus have
\[
\sum_{\forall \alpha \in \text{PF}_n} q^{L(\alpha)} = \sum_{k=0}^{n-1} \frac{1}{n+1} U_n(k)q^{n-k} = q^n Q_n \left( \frac{1}{q} \right),
\]
(4.2)

where the polynomial \( Q_n \) is defined as in Theorem 8.

In [3] it was shown that the cumulative density function of \( L(\alpha) \) is asymptotically normal, which implies that the cumulative density function of \( \sum U_n(k) \) as investigated in Theorem 7 is also asymptotically normal. The authors are further interested in similarly researching the distribution of the generating function for \( U_n(k) \) for each valid \( k \).
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