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Abstract

We exactly determine the maximum possible hook length of (s, t)-core partitions
with d-distinct parts when there are finitely many such partitions. Moreover, we
provide an algorithm to construct a d-distinct (s, t)-core partition with this maxi-
mum possible hook length.

Mathematics Subject Classifications: 05A17, 11P81

1 Introduction

A partition is a weakly decreasing tuple of positive integers λ = (λ1,λ2, . . . ,λn). The size
of λ is λ1+λ2+ · · ·+λn. Partitions have been studied not only for their number-theoretic
and combinatorial properties, but also for their applications to the representation theory
of the symmetric group.

A partition can be visualized by its Young diagram, which is a left-justified array of
cells where row i contains λi cells for all i ∈ [n]. For each cell, we define its hook to be
all the cells on its right, all the cells below it, and itself. The hook length of a cell is the
number of cells in its hook. (See Figure 1.) A notion of interest in representation theory is
that of an s-core partition, a partition whose Young diagram contains no cells with hook
length s [7, Chapter 2]. Throughout this paper, we simply refer to an s-core partition as
an s-core.

Anderson [1] generalized this notion to that of an (s, t)-core, which contain no cells
with hook length s or t. (For example, we can see from Figure 1 that λ = (8, 6, 3, 1) is a
(7, 10)-core.) In particular, she proved that there are

󰀃
s+t
s

󰀄
/(s+ t) such cores when s and

t are coprime; otherwise, there are infinitely many. Anderson’s result has inspired several
research directions related to (s, t)-cores (see [2, 9] and [5, Section 4] for three surveys on
the subject).
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Figure 1: The Young diagram of λ = (8, 6, 3, 1). The orange cells compose a hook, and
the numerals indicate the hook length of each cell.

One such direction has studied (s, t)-cores with distinct parts (see, e.g., [12, 10, 15, 16,
3, 14]), in which λi − λi+1 󰃍 1 for all i ∈ [n− 1]. We refer to such cores as distinct (s, t)-
cores. More generally, one can study d-distinct (s, t)-cores [11, 8, 4], in which λi−λi+1 󰃍 d
for all i ∈ [n − 1]. Kravitz [8, Lemma 2.4] proved that the number of d-distinct (s, t)-
cores is finite if and only if gcd(s, t) 󰃑 d, extending Anderson’s result to d-distinct cores.
Most work has focused on counting d-distinct (s, t)-cores, which has only been solved
for a few choices of parameters. Similarly, closed-form expressions for the maximum size,
maximum number of parts, and maximum possible hook length (also known as perimeter)
of d-distinct (s, t)-cores were only known for a few choices of parameters.

The purpose of this paper is to present a closed-form expression for the maximum
possible hook length of d-distinct (s, t)-cores when there are finitely many such cores.
Only loose bounds for general s and t were previously known. Our main theorem, proved
in Section 3, handles the case when s and t are coprime.

Theorem 1. Let s, k, d ∈ Z>0 with s and k coprime and s 󰃍 2. Then, the maximum
possible hook length Hd of an (s, s+ k)-core with d-distinct parts is

Hd(s, k) =

󰀻
󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰀿

󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰀽

s− 1 if k = 1 or k, s 󰃑 d

s+ k − 1 if 1 < k 󰃑 d < s

B − 2 if d < k and s󰁨s mod k = 1

B − s− 1 if 1 < s󰁨s mod k 󰃑 d < k

B + k − s󰁨s− 1 if d < s󰁨s mod k < k − 1

B − 1 if d < s󰁨s mod k = k − 1,

where

B =

󰀙
s− 1

k

󰀚
(k + s󰁨s) + s

󰀕󰀛
s󰁨s− 1

k

󰀜
+ 󰁨s− 1

󰀖
+ s,

s = s mod k, and

󰁨s = min{ℓ · (s)−1 mod k | −d 󰃑 ℓ 󰃑 d, ℓ ∕= 0}.

Note that we use a mod b to denote the modulo operation (remainder of Euclidean
division of a by b) and a (mod b) to denote a as an element of Z/bZ.

Then, in Section 4, we extend our result to all s and t satisfying gcd(s, t) 󰃑 d, which
resolves the problem for all choices of parameters by Kravitz’s result.
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Theorem 2. Let s, k, d ∈ Z>0 with s and k coprime and s 󰃍 2. Then, for all integers
b 󰃍 2 and 0 󰃑 c < b, we have

Hbd+c(bs, bk) =

󰀻
󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰀿

󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰀽

b (Hd (s, k) + 2)− 1 if k = 1 and d < s

b (Hd (s, k) + 1)− 1 if k = 1 and d 󰃍 s

b (Hd (s, k) + 2)− 1
if d < k and (s󰁨s mod k = 1

or d < s󰁨s mod k = k − 1)

b (Hd (s, k) + 1)− 1
if k > 1 and (1 < s󰁨s mod k 󰃑 d

or (d < s󰁨s mod k < k − 1) or d 󰃍 k).

2 Background

For a partition λ = (λ1,λ2, . . . ,λn), its β-set is

β(λ) = {λ1 + n− 1,λ2 + n− 2, . . . ,λn}.

Equivalently, β(λ) is the set of hook lengths of the cells in the first column of the Young
diagram of λ. For example, we can see from Figure 1 that β(8, 6, 3, 1) = {11, 8, 4, 1}.
Hence, the maximum hook length of a given partition is the greatest element of its β-set.
The function β is a bijection from the set of partitions to the set of finite subsets of Z>0.

For our purposes, it’s easier to work with β-sets rather than tuples of parts. This is
because of the following characterization of s-cores, which is often used in the study of
simultaneous core partitions [1].

Proposition 3 ([7, Lemma 2.7.13]). A partition λ is an s-core if and only if for all
x ∈ β(λ) with x 󰃍 s, we have x− s ∈ β(λ).

We can also characterize d-distinct partitions in terms of their β-sets.

Proposition 4 ([11, Lemma 2.1]). A partition λ is d-distinct if and only if for all x, y ∈
β(λ) with x ∕= y, we have |x− y| > d.

Proposition 3 motivates the definition of the following poset, which is implicitly used
in [1].

Definition 5. Let

Ps,s+k = Z>0 \ {x ∈ Z>0 | x = as+ b(s+ k) for some a, b ∈ Z󰃍0}.

For x, y ∈ Ps,s+k, let x⋖Ps,s+k
y if y−x ∈ {s, s+k}. Then, <Ps,s+k

is the transitive closure
of ⋖Ps,s+k

.

An order ideal X is a subset of Ps,s+k such that if x ∈ X and y <Ps,s+k
x, then y ∈ X .

We use 〈x〉 to denote the order ideal generated by x ∈ Ps,s+k.
By Proposition 3, the β-sets of (s, s + k)-cores are exactly the order ideals of Ps,s+k.

For example, Figure 2 illustrates the order ideal {11, 8, 4, 1} ⊆ P7,10, which gives another
way of seeing that λ = (8, 6, 3, 1) is a (7, 10)-core.
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Figure 2: The Hasse diagram of P7,10 with the order ideal {11, 8, 4, 1} indicated

Recall that if s and k are coprime, then the greatest element of Ps,s+k is M = s(s +
k)− s− (s+ k) [13]. Further, every x ∈ Ps,s+k can be uniquely written as

x = M − as− b(s+ k),

where a, b ∈ Z󰃍0 [3, Lemma 3.1].

3 The coprime case

In what follows, s, k, d ∈ Z>0 with s and k coprime and s 󰃍 2. We write P instead of
Ps,s+k.

The proof of Theorem 1 proceeds in two steps. First, in Section 3.1, we reduce the
problem of finding the maximum possible hook length to that of finding the best strip
along the bottom of P (what we will call an interval ideal) according to two criteria.
Then, in Section 3.2, we determine the best strip.

3.1 Reduction to interval ideals

We begin by defining the bottom of P , which we call E , and we impose an order on it.

Definition 6. Let E = P ∩ [s+ k− 1]. For x, y ∈ E , let x⋖E y if y = x+ s or y = x− k.
Then, <E is the transitive closure of ⋖E .

Figure 3 illustrates P7,10 with E highlighted blue. The order on E is the left-to-right
order in the figure. Thus, one expects that the order on E is total, which we now prove.

Lemma 7. The order on E is total.
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Figure 3: The Hasse diagram of P7,10 with E highlighted blue

Proof. We first prove that x ∕<E x for all x ∈ E . Suppose for the sake of contradiction
that x <E x, so for some sequence of xi ∈ E and n 󰃍 2,

x = x1 ⋖E x2 ⋖E · · ·⋖E xn = x.

We may assume that x1, x2, . . . , xn−1 are distinct. Then, x+ as− bk = x, where

a = |{i ∈ [n− 1] | xi+1 = xi + s}| and

b = |{i ∈ [n− 1] | xi+1 = xi − k}|.

Since s and k are coprime, k | a. But xi+1 = xi + s implies that xi+1 ∈ [s+ 1, s+ k − 1].
Thus, a 󰃑 k − 1. It follows that a = b = 0, a contradiction.

Now, observe that for all x ∈ E , we have x+ s ∈ E if and only if x < k, and x− k ∈ E
if and only if x > k. Thus, k is the unique maximal element with respect to the order on
E . Next, observe that for all x ∈ E , we have x − s ∈ E only if x > s − 1, and x + k ∈ E
only if x 󰃑 s − 1. Thus, there is at most one y ∈ E with y ⋖E x. These two facts imply
the lemma.

Next, we define two functions on elements of P .

Definition 8. Given x ∈ P , let

h(x) =
󰁭x
s

󰁮
+ 1.

Definition 9. Given x ∈ P , let g(x) = x− (h(x)− 1)s = x mod s.

Intuitively, h(x) measures how long 〈x〉 ∩ E is. For example, if s = 7 and k = 3, then
h(19) = 3 = |〈19〉 ∩ E| as shown in Figure 4. We think of g(x) as the first element of
〈x〉∩E . If s = 7 and k = 3, then g(19) = 5, which is the first element of 〈19〉∩E as shown
in the figure. We now prove these interpretations of h and g.
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Figure 4: The Hasse diagram of P7,10 with 〈19〉 indicated and 〈19〉 ∩ E highlighted blue

Lemma 10. For all x ∈ P, we have h(x) = |〈x〉 ∩ E|.

Proof. Consider the set A = {x− as | a ∈ [0, h(x)− 1]}. It suffices to prove that the map

f : A → 〈x〉 ∩ E

y 󰀁→ y −
󰀙

y

s+ k

󰀚
(s+ k) = y mod (s+ k)

is a bijection.
We first prove that f is injective. Every z ∈ 〈x〉 can be uniquely written as

z = x− as− b(s+ k),

where a, b ∈ Z󰃍0. The elements of A have distinct s-coefficients, and f(y) has the same
s-coefficient as y. It follows that f is injective.

It remains to prove that f is surjective. Let

z = x− as− b(s+ k) ∈ 〈x〉 ∩ E ,

where a, b ∈ Z󰃍0. Then, f(x− as) = z. It follows that f is surjective.

Lemma 11. For all x ∈ P, we have g(x) is the first element of 〈x〉 ∩ E with respect to
the order on E .

Proof. Let y be the first element of 〈x〉 ∩ E . Then, y can be uniquely written as

y = x− as− b(s+ k),

where a, b ∈ Z󰃍0. We have y 󰃑 s− 1; otherwise,

x− (a+ 1)s− b(s+ k) = y − s <E y,
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a contradiction. We also have b = 0; otherwise,

x− (a+ 1)s− (b− 1)(s+ k) = y + k <E y,

a contradiction. It follows that a = ⌊x/s⌋ = h(x)− 1, so y = g(x), as desired.

The importance of h and g lies in the following simple observation.

Lemma 12. For all x, y ∈ P, we have x < y if and only if (h(x), g(x)) ≺ (h(y), g(y)),
where ≺ is the lexicographic order.

Proof. This is clear from x = g(x)+(h(x)−1)s, viewing h(x)−1 and g(x) as the quotient
and remainder respectively of Euclidean division of x by s.

We now define a special kind of strip along E .

Definition 13. We say that I ⊆ E is an interval ideal if I is an interval with respect to
the order on E and I is an order ideal of P .

The heart of this subsection is the following lemma, which gives the correspondence
between elements of P and interval ideals.

Lemma 14. Let E be the set of nonempty interval ideals. Then, the map

π : P → E

x 󰀁→ 〈x〉 ∩ E

is a bijection. Further, 〈x〉 is d-distinct if and only if 〈x〉 ∩ E is d-distinct.

Proof. We first prove that 〈x〉 ∩E is a nonempty interval ideal. Since 〈x〉 is non-empty, it
must have a minimal element with respect to the order on P . Thus, 〈x〉 ∩ E is nonempty.
Since 〈x〉 and E are order ideals of P , we have that 〈x〉 ∩ E is an order ideal of P . Recall
from Lemma 10 that f(A) = 〈x〉 ∩ E . Thus, to prove that 〈x〉 ∩ E is an interval with
respect to the order on E , it suffices to prove that f(x − (a + 1)s) ⋖E f(x − as) for all
a ∈ [0, h(x)− 2]. If f(x− as) 󰃑 s− 1, then

f(x− (a+ 1)s) = f(x− as)− s+ (s+ k) = f(x− as) + k ⋖E f(x− as).

If f(x− as) > s− 1, then

f(x− (a+ 1)s) = f(x− as)− s⋖E f(x− as).

We now prove that π is injective. Let I be a nonempty interval ideal. By Lemmas 10
and 11, I uniquely determines h(x) and g(x) for any x with π(x) = I. But then, I
uniquely determines x = g(x) + (h(x) − 1)s, so π is injective. Since x is the join of the
first and last elements of I, we have x ∈ P . Then, π(x) = I, so π is surjective.

It remains to prove that 〈x〉 is d-distinct if and only if 〈x〉 ∩ E is d-distinct. It is
clear that if 〈x〉 is d-distinct, then 〈x〉 ∩ E is d-distinct. Conversely, suppose 〈x〉 is not
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d-distinct. Let y, z ∈ 〈x〉 with 0 < |y− z| 󰃑 d. If y, z > s− 1, then y− s, z− s ∈ 〈x〉 with
0 < |(y − s)− (z − s)| 󰃑 d. Thus, we may assume that y 󰃑 s− 1 or z 󰃑 s− 1. Without
loss of generality, assume that y 󰃑 s− 1. If z 󰃑 s+ k − 1, then y, z ∈ 〈x〉 ∩ E , so 〈x〉 ∩ E
is not d-distinct. If z > s + k − 1, then d > k, in which case any two adjacent elements
of E that differ by k are within d of each other. Since x > s+ k − 1 in this case, 〈x〉 ∩ E
is not d-distinct, as desired.

The following lemma completes the reduction to interval ideals.

Lemma 15. We have 〈Hd〉∩E is the interval ideal I maximizing (|I|, I1) lexicographically
over all d-distinct interval ideals, where I1 is the first element of I with respect to the
order on E .

Proof. This is immediate from Lemmas 12, 10, 11, and 14.

3.2 Finding the best interval ideal

By Lemma 15, our goal is now to find the longest interval ideal, using the magnitude of
its first element as a tiebreaker.

First, we partition the elements of E according to their residue classes modulo k.

Definition 16. The ledge Li is the set

Li = {x ∈ E | x ≡ i (mod k)}.

Figure 5 illustrates P7,10 with its ledges color-coded. We see that L1 is red, L2 is green,
and L0 is blue. In general, Li immediately precedes Li+s, unless i ≡ 0 (mod k), in which
case Li is the last ledge in P .

The following lemma gives the size of each ledge.
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Figure 5: The Hasse diagram of P7,10 with its ledges color-coded
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Lemma 17. For all i ∈ [0, k − 1], we have

|Li| =

󰀻
󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰀿

󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰀽

0 if s | i and i > 0
󰀙
s− 1

k

󰀚
if i = s

1 if i = ⌈k/s⌉ s mod k and k > s
󰀙
s− 1

k

󰀚
+ 1 if i = 0 and k > 1

󰀙
s− 1

k

󰀚
+ 1 if s < i and s ∤ i

󰀙
s− 1

k

󰀚
+ 2 if 0 < i < s and i ∕= ⌈k/s⌉ s mod k.

Proof. Case I: s | i and i > 0. In this case, i /∈ P . Then, i+k is also a linear combination
of s and s+ k, so i+ k /∈ P . Since s < k, we have i+ 2k 󰃍 s+ k, so i+ 2k /∈ E . Then no
integer congruent to i (mod k) is in E , and thus |Li| = 0.

Case II: i = s. First, suppose k > 1. We have

s+

󰀙
s− 1

k

󰀚
k = (s− 1) +

󰀙
s− 1

k

󰀚
k + 1

= (s− 1 mod k) +

󰀙
s− 1

k

󰀚
k + 1

= (s− 1) + 1 = s /∈ E .

Thus, for all b > ⌊(s− 1)/k⌋, we have s + bk 󰃍 s + k, so s + bk /∈ E . And for 0 󰃑 b <
⌊(s− 1)/k⌋, we have 0 < s+ bk < s, so s+ bk ∈ E . Thus, |Li| = ⌊(s− 1)/k⌋.

If k = 1, then

s+

󰀕󰀙
s− 1

k

󰀚
+ 1

󰀖
k = s /∈ E .

Thus, for all b > ⌊(s− 1)/k⌋+1, we have we have s+bk 󰃍 s+k, so s+bk /∈ E . And for all
0 < b < ⌊(s− 1)/k⌋+1, we have 0 < s+ bk < s, so s+ bk ∈ E . Thus, |Li| = ⌊(s− 1)/k⌋.

Case III: i = ⌈k/s⌉ s mod k and k > s. We have

k <

󰀛
k

s

󰀜
s < k + s.

Hence,

0 <

󰀛
k

s

󰀜
s mod k < s,

so i ∈ E . Then, i + k = ⌈k/s⌉ s, so i + k /∈ P . We also have i + 2k > 2k > s + k, so
i+ 2k /∈ E . Thus, |Li| = 1.
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Case IV: i = 0 and k > 1. We have

s− 1 <

󰀕󰀙
s− 1

k

󰀚
+ 1

󰀖
k 󰃑 s+ k − 1.

In fact, s ∤ (⌊(s− 1)/k⌋+ 1) k, because s and k are coprime and ⌊(s− 1)/k⌋ + 1 < s.
Thus, for all 0 < b 󰃑 ⌊(s− 1)/k⌋ + 1, we have bk ∈ E . Further, if b > ⌊(s− 1)/k⌋ + 1,
then bk > s+ k − 1, so bk /∈ E . Thus, |Li| = ⌊(s− 1)/k⌋+ 1.

Case V: s < i and s ∤ i. We have

s < i+ s− s = i+

󰀕
s− 1

k
− s− 1

k

󰀖
k = i+

󰀙
s− 1

k

󰀚
k < s+ k − 1.

If s < k, then s = s, so s ∤ i + s − s. If s > k, then no integers strictly between s and
s + k − 1 are multiples of s, so again s ∤ i + s − s. In either case, s ∤ i + ⌊(s− 1)/k⌋ k.
Thus, for all 0 󰃑 b 󰃑 ⌊(s− 1)/k⌋, we have i + bk ∈ E . Further, if b > ⌊(s− 1)/k⌋, we
have i+ bk > s+ k − 1, so i+ bk /∈ E . Thus, |Li| = ⌊(s− 1)/k⌋+ 1.

Case VI: 0 < i < s and i ∕= ⌈k/s⌉ s mod k. We have

s < i+

󰀕󰀙
s− 1

k

󰀚
+ 1

󰀖
k = i+

󰀕
s− 1

k
− s− 1

k
+ 1

󰀖
k = i+ s− s+ k < s+ k.

If s | i+s−s+k, then k > s, so s = s and s | i+k. Hence, i = ⌈k/s⌉ s−k = ⌈k/s⌉ s mod k,
a contradiction. Thus, s ∤ i + (⌊(s− 1)/k⌋+ 1) k, so for all 0 󰃑 b 󰃑 ⌊(s− 1)/k⌋ + 1, we
have i+ bk ∈ E . Further, if b > ⌊(s− 1)/k⌋+1, we have i+ bk > s+ k− 1, so i+ bk /∈ E .
Thus, |Li| = ⌊(s− 1)/k⌋+ 2.

One should think of the first three cases of Lemma 17 as edge cases. In these cases,
the ledge is either empty or the first or last ledge in P . The final two cases are the main
cases. The upshot is that, ignoring edge cases, there are two kinds of ledges: short ledges
and long ledges. Still ignoring edge cases, Li is long according to whether i ∈ [s− 1].

Before proceeding, the following notation for an interval that wraps around modulo k
will be useful.

Definition 18. Given a, b ∈ Z, let

(a, b)k =

󰀫
(a mod k, b mod k) if a mod k 󰃑 b mod k

(a mod k, k − 1] ∪ [0, b mod k) if a mod k > b mod k,

and similarly for closed and half-open intervals.

We say that Lp and Lq are within d of each other if p− q ∈ [−d, d]k. A first approx-
imation of our strategy for finding the best interval ideal is to choose as many adjacent
ledges as possible such that no two are within d of each other. Later we will see that this
isn’t exactly right, but this approximation motivates the strategy.
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The maximum number of adjacent ledges such that no two are within d of each other
is given by 󰁨s (pronounced ES-yay). A sequence of 󰁨s adjacent ledges has the form

Li,Li+s, . . . ,Li+s(󰁨s−1),

which motivates the following definition.

Definition 19. An 󰁨s-interval is a tuple of elements of Z/kZ of the form

(i, i+ s, . . . , i+ s(󰁨s− 1))

for some i ∈ Z/kZ.

To find the best interval ideal, we need to know how many long ledges are in a given
sequence of 󰁨s adjacent ledges. Using Lemma 17, and ignoring edge cases, this is the same
as |I ∩ [s− 1]|, where I is the 󰁨s-interval of ledge indices. The next lemma determines the
size of this intersection.

Lemma 20. Suppose d < k. Let Ii = (i, i + s, . . . , i + s(󰁨s − 1)) be an 󰁨s-interval not
containing both 0 and s. Then,

|Ii ∩ [s− 1]| =

󰀻
󰁁󰁁󰀿

󰁁󰁁󰀽

󰀛
s󰁨s
k

󰀜
if i ∈ (s− s󰁨s, s)k

󰀛
s󰁨s
k

󰀜
− 1 if i ∈ [s, s− s󰁨s]k.

In particular,

max
I

|I ∩ [s− 1]| =
󰀛
s󰁨s− 1

k

󰀜
,

where the maximum is taken over all 󰁨s-intervals not containing both 0 and s.

Proof. We actually prove that for all 󰁨s-intervals Ii,

|Ii ∩ [0, s− 1]| =

󰀻
󰁁󰁁󰀿

󰁁󰁁󰀽

󰀛
s󰁨s
k

󰀜
if i ∈ [s− s󰁨s, s)k

󰀛
s󰁨s
k

󰀜
− 1 if i ∈ [s, s− s󰁨s)k.

This implies the lemma, because if Ii does not contain both 0 and s, then 0 ∈ Ii if and
only if i = s− s󰁨s mod k.

Since Ii = I0 + i,

|Ii ∩ [0, s− 1]|− |I0 ∩ [0, s− 1]| = |I0 ∩ [−i,−1]k|− |I0 ∩ [s− i, s− 1]k|.

If x ∈ [−i,−1]k, then x+ s ∈ [s− i, s− 1]k, so

|I0 ∩ [−i,−1]k|− |I0 ∩ [s− i, s− 1]k| = χ[−i,−1]k(s(󰁨s− 1))− χ[s−i,s−1]k(0) =: χ.
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We have s(󰁨s − 1) ∈ [−i,−1]k if and only if i ∈ [s − s󰁨s, 0]k, and 0 ∈ [s − i, s − 1]k if and
only if i ∈ [s, 0]k. Thus,

χ =

󰀻
󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰀿

󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰀽

1 if i ∈ [s− s󰁨s, s)k and 0 < s− s󰁨s mod k < s mod k

0

if (i ∈ [0, s)k and s− s󰁨s mod k = 0)

or (i ∈ [s, s− s󰁨s)k and 0 < s− s󰁨s mod k < s mod k)

or (i ∈ [s− s󰁨s, s)k and s mod k < s− s󰁨s mod k)

−1
if (i ∈ [s, 0)k and s− s󰁨s mod k = 0)

or (i ∈ [s, s− s󰁨s)k and s mod k < s− s󰁨s mod k).

In particular, |Ii∩ [0, s−1]|− |Ij ∩ [0, s−1]| ∈ {−1, 0, 1} for all i and j. Since the average
of |Ii ∩ [0, s− 1]| over all i ∈ [0, k − 1] is s󰁨s/k, the lemma follows.

We are finally ready to determine the best interval ideal.

Lemma 21. Suppose d < k. Then, 〈Hd〉 ∩ E is the interval ideal I, where I contains the
union of 󰁨s adjacent ledges beginning at Li—excluding the non-minimal element in Li, if
any—and

i =

󰀻
󰁁󰀿

󰁁󰀽

s− 2 if s󰁨s mod k = 1

s− 1 if 1 < s󰁨s mod k 󰃑 d or d < s󰁨s mod k = k − 1

s− s󰁨s− 1 if d < s󰁨s mod k < k − 1.

If d < s󰁨s mod k < k − 1, then I additionally contains the last element of Li−s and the
first element of Li with respect to the order on E . If s󰁨s mod k = 1 or d < s󰁨s mod k, then
I additionally contains the first element of Li+s󰁨s with respect to the order on E . These
are all the elements in I.

Before proving the lemma, we give two examples. First, if s = 7, k = 3, and d = 1,
then s󰁨s mod k = 1. The lemma tells us that 〈H1〉 ∩ E starts at the first non-minimal
element of Ls−2 = L2 and ends at the first element of L0. This example is illustrated in
Figure 4. Second, if s = 8, k = 5, and d = 2, then s󰁨s mod k = 3. The lemma tells us
that 〈H2〉 ∩ E starts at the last element of L−s󰁨s−1 = L1 and ends at the first element of
Ls−1 = L2. This example is illustrated in Figure 6.

Proof of Lemma 21. Throughout, we use L′
j to denote Lj excluding its non-minimal ele-

ment, if any.
Case I: s󰁨s mod k = 1. In this case,

I = L′
s−2 ∪ L2s−2 ∪ · · · ∪ Lk−1 ∪ {y},

where y is the first element of Ls−1. We first prove that I is a d-distinct interval ideal.
Observe that Ls−2 and Ls−1 are the only ledges intersecting I that are within d of each
other. But y = s+ k− 1, and the greatest element of L′

s−2 is s− 2 < s+ k− 1− d, so I is
d-distinct. The observation also implies that I ∩ L0 = ∅; a fortiori, I does not intersect
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Figure 6: The Hasse diagram of P8,13 with 〈25〉 indicated and 〈25〉 ∩ E highlighted blue

both L0 and Ls. Thus, I is an interval with respect to the order on E . Finally, |L′
s−2| 󰃍 1

by Lemma 17, so I is an order ideal of P .
We now prove that I maximizes |I| over all d-distinct interval ideals. Suppose for the

sake of contradiction that there is a d-distinct interval ideal I ′ with |I ′| > |I|. Let the
first element of I ′ be the rth element of L′

j. Then, by Lemmas 17 and 20, I ′ contains the
rth element of L′

j+1. Now, the rth element of L′
j is

j +

󰀙
s− 1− j

k

󰀚
k − (r − 1)k, (1)

and the rth element of L′
j+1 is

j + 1 +

󰀙
s− 2− j

k

󰀚
k − (r − 1)k.

These differ by 1 unless j +1 ≡ s (mod k). If j +1 ≡ s (mod k), then I ′ intersects both
L0 and Ls and hence is not an interval with respect to the order on E . Otherwise, I ′ is
not d-distinct, a contradiction.

By Lemma 15, it remains to prove that I maximizes I1 over all d-distinct interval
ideals of size |I|. We have I1 = s − 2. The only potentially greater value of I1 is s − 1,
but by Lemmas 17 and 20, an interval ideal I ′ with I ′

1 = s− 1 must satisfy |I ′| < |I|.
Case II: 1 < s󰁨s mod k 󰃑 d. In this case,

I = L′
s−1 ∪ L2s−1 ∪ · · · ∪ Ls󰁨s−1.
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We first prove that I is a d-distinct interval ideal. It does not intersect any ledges that are
within d of each other, so I is d-distinct. Hence, since I ∩Ls−1 ∕= ∅, we have I ∩Ls = ∅;
a fortiori, I does not intersect both L0 and Ls. Thus, I is an interval with respect to the
order on E . Finally, |L′

s−1| 󰃍 1 by Lemma 17, so I is an order ideal of P .
We now prove that I maximizes |I| over all d-distinct interval ideals. Suppose for the

sake of contradiction that there is a d-distinct interval ideal I ′ with |I ′| > |I|. Let the
first element of I ′ be the rth element of L′

j. If j ∈ (s − s󰁨s, s)k, then by Lemmas 17 and
20, I ′ contains the rth element of Lj+s󰁨s. Now, the rth element of Lj+s󰁨s is

j + s󰁨s+
󰀙
s+ k − 1− j − s󰁨s

k

󰀚
k − (r − 1)k.

This differs from (1) by s󰁨s mod k, so I ′ is not d-distinct, a contradiction in this case. If
j ∈ [s, s − s󰁨s]k, then by Lemmas 17 and 20, I ′ contains the rth element of L′

j+s󰁨s. Now,
the rth element of L′

j+s󰁨s is

j + s󰁨s+
󰀙
s− 1− j − s󰁨s

k

󰀚
k − (r − 1)k. (2)

This differs from (1) by s󰁨s mod k unless j+ s󰁨s ≡ s (mod k). If j+ s󰁨s ≡ s (mod k), then
I ′ intersects both L0 and Ls and hence is not an interval with respect to the order on E .
Otherwise, I ′ is not d-distinct, a contradiction.

By Lemma 15, it remains to prove that I maximizes I1 over all d-distinct interval
ideals of size |I|. This follows from the fact that I1 is the first element of L′

s−1, which is
s− 1.

Case III: d < s󰁨s mod k = k − 1. In this case,

I = L′
s−1 ∪ L2s−1 ∪ · · · ∪ Lk−2 ∪ {y},

where y is the first element of Ls−2. We first prove that I is a d-distinct interval ideal.
Observe that Ls−1 and Ls−2 are the only ledges intersecting I that are within d of each
other. But y = s+ k− 2, and the greatest element of L′

s−1 is s− 1 < s+ k− 2− d, so I is
d-distinct. The observation also implies that I ∩ Ls = ∅; a fortiori, I does not intersect
both L0 and Ls. Thus, I is an interval with respect to the order on E . Finally, |L′

s−1| 󰃍 1
by Lemma 17, so I is an order ideal of P .

We now prove that I maximizes |I| over all d-distinct interval ideals. Suppose for the
sake of contradiction that there is a d-distinct interval ideal I ′ with |I ′| > |I|. Let the
first element of I ′ be the rth element of L′

j. If j ∈ (s + 1, s)k, then by Lemmas 17 and
20, I ′ contains the rth element of L′

j−1. Now, the rth element of L′
j−1 is

j − 1 +

󰀙
s− j

k

󰀚
k − (r − 1)k.

This differs from (1) by 1, so I ′ is not d-distinct, a contradiction in this case. If j ∈
[s, s + 1]k, then by Lemmas 17 and 20, I ′ contains the (r + 1)th element of L′

j−1, which
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differs from (1) by 1 unless j − 1 ≡ s (mod k). If j − 1 ≡ s (mod k), then I ′ intersects
both L0 and Ls and hence is not an interval with respect to the order on E . Otherwise,
I ′ is not d-distinct, a contradiction.

By Lemma 15, it remains to prove that I maximizes I1 over all d-distinct interval
ideals of size |I|. This follows from the fact that I1 is the first element of L′

s−1, which is
s− 1.

Case IV: d < s󰁨s mod k < k − 1. In this case,

I = {x} ∪ Ls−s󰁨s−1 ∪ L2s−s󰁨s−1 ∪ · · · ∪ Lk−1 ∪ {y},

where x is the last element of L−s󰁨s−1 and y is the first element of Ls−1. We first prove
that I is a d-distinct interval ideal. Observe that {L−s󰁨s−1,Lk−1}, {Ls−s󰁨s−1,Ls−1}, and
possibly {L−s󰁨s−1,Ls−1} are the only pairs of ledges intersecting I that are within d of
each other. But x = −s󰁨s− 1 mod k = k − 1− (s󰁨s mod k), and the least element of Lk−1

is k − 1 > k − 1 − (s󰁨s mod k) + d. Similarly, y = s + k − 1, and the greatest element of
Ls−s󰁨s−1 is s+k−1−(s󰁨s mod k) < s+k−1−d. Finally, k−1−(s󰁨s mod k)+d < s+k−1,
so I is d-distinct. The observation also implies that I ∩ L0 = ∅; a fortiori, I does not
intersect both L0 and Ls. Thus, I is an interval with respect to the order on E . Finally,
|L′

−s󰁨s−1| 󰃍 1 by Lemma 17, so I is an order ideal of P .
Consider a d-distinct interval ideal I ′ with |I ′| 󰃍 |I|. Let the first element of I ′ be

the rth element of L′
j. We claim that j ∈ (0,−s󰁨s)k and |L′

j| = r. Suppose not. If
j ∈ (s − s󰁨s, s)k, then by Lemmas 17 and 20, I ′ contains the rth element of L′

j+s󰁨s. Now,
(1) and (2) differ by k − (s󰁨s mod k) 󰃑 d, so I ′ is not d-distinct, a contradiction in this
case. If j ∈ [s, s− s󰁨s)k, then by Lemmas 17 and 20, I ′ contains the (r + 1)th element of
L′

j+s󰁨s. Now, the (r + 1)th element of L′
j+s󰁨s is

j + s󰁨s+
󰀙
s− 1− j − s󰁨s

k

󰀚
k − rk.

This differs from (1) by k− (s󰁨s mod k) 󰃑 d, so I ′ is not d-distinct, a contradiction in this
case. Finally, if j ≡ s− s󰁨s (mod k), then I ′ intersects both L0 and Ls and hence is not
an interval with respect to the order on E , a contradiction.

We now prove that I maximizes |I| over all d-distinct interval ideals. Suppose for
the sake of contradiction that there is a d-distinct interval ideal I ′ with |I ′| > |I|. By
the claim, the first element of I ′ is the last element of Lj, where j ∈ (0,−s󰁨s)k. Then,
by Lemmas 17 and 20, I ′ contains the first element of L′

j+s+s󰁨s. Now, the first element of
L′

j+s+s󰁨s is

j + s+ s󰁨s+
󰀙
s− 1− j − s− s󰁨s

k

󰀚
k.

We also have that I ′ contains the first element of Lj+s, which is

j + s+

󰀙
s+ k − 1− j − s

k

󰀚
k.

These differ by k − (s󰁨s mod k) 󰃑 d, so I ′ is not d-distinct, a contradiction.
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By Lemma 15, it remains to prove that I maximizes I1 over all d-distinct interval
ideals of size |I|. We have I1 = x = k − 1 − (s󰁨s mod k), which is maximal by the
claim.

We now prove Theorem 1, which says that the maximum possible hook length Hd of
an (s, s+ k)-core with d-distinct parts is

Hd(s, k) =

󰀻
󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰀿

󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰀽

s− 1 if k = 1 or k, s 󰃑 d

s+ k − 1 if 1 < k 󰃑 d < s

B − 2 if d < k and s󰁨s mod k = 1

B − s− 1 if 1 < s󰁨s mod k 󰃑 d < k

B + k − s󰁨s− 1 if d < s󰁨s mod k < k − 1

B − 1 if d < s󰁨s mod k = k − 1,

where

B =

󰀙
s− 1

k

󰀚
(k + s󰁨s) + s

󰀕󰀛
s󰁨s− 1

k

󰀜
+ 󰁨s− 1

󰀖
+ s,

s = s mod k, and

󰁨s = min{ℓ · (s)−1 mod k | −d 󰃑 ℓ 󰃑 d, ℓ ∕= 0}.

Proof of Theorem 1. Case I: k = 1 or k, s 󰃑 d. If k = 1, adjacent elements of E are
within d of each other, so 〈Hd〉 can only have one element in E . Since s−1 is the greatest
element with this property (given that it is the greatest element of E), Hd = s− 1.

If k, s 󰃑 d, adjacent elements of E are within d of each other, and any element of P
is within d of its children. Hence, 〈Hd〉 has only one element. Since s− 1 is the greatest
element with this property (given that it is the greatest minimal element of P), Hd = s−1.

Case II: 1 < k 󰃑 d < s. In this case, adjacent elements of E that differ by k are within
d of each other, so 〈Hd〉 can only have one minimal element. Since s+k−1 is the greatest
element with this property (given that it is the greatest element of E), Hd = s+ k − 1.

Cases III–VI: d < k. By Definition 9,

Hd = g(Hd) + (h(Hd)− 1)s.

In each case, we calculate g(Hd) using Lemmas 21 and 11; we calculate h(Hd) using
Lemmas 21, 10, 17, and 20.

4 Extension to the non-coprime case

The structure of (s, t)-core partitions when gcd(s, t) > 1 is substantially different from
the coprime case (see, e.g., [6]). In particular, the poset P is infinite and has connected
components for each residue classes modulo gcd(s, t). The strategy for proving Theorem 2
is to reduce to the coprime case and invoke results from Section 3.

We begin by defining a variant of the notion of an order ideal generated by an element.
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Definition 22. Given x ∈ Z󰃍0, let

〈x〉b = {x− a1bs− a2b(s+ k) 󰃍 0 | a1, a2 ∈ Z󰃍0}.

Notice that if x ∈ Pbs,b(s+k), then 〈x〉b is the order ideal generated by x ∈ Pbs,b(s+k).
This notation gives us additional flexibility by allowing us to vary b and allowing x to not
be an element of Pbs,b(s+k).

We first simplify the problem by proving that we may assume that c = 0.

Lemma 23. We have Hbd+c(bs, bk) = Hbd(bs, bk).

Proof. Since bd + c 󰃍 bd, we have Hbd+c(bs, bk) 󰃑 Hbd(bs, bk). Now, observe that
all elements of 〈Hbd(bs, bk)〉b are congruent modulo b. Therefore, any two elements of
〈Hbd(bs, bk)〉b within bd+c of each other are also within bd of each other. Hence, Hbd(bs, bk)
is (bd+ c)-distinct, so Hbd+c(bs, bk) 󰃍 Hbd(bs, bk).

We now prove Theorem 2, which says that for all integers b 󰃍 2 and 0 󰃑 c < b, we
have

Hbd+c(bs, bk) =

󰀻
󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰀿

󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰁁󰀽

b (Hd (s, k) + 2)− 1 if k = 1 and d < s

b (Hd (s, k) + 1)− 1 if k = 1 and d 󰃍 s

b (Hd (s, k) + 2)− 1
if d < k and (s󰁨s mod k = 1

or d < s󰁨s mod k = k − 1)

b (Hd (s, k) + 1)− 1
if k > 1 and (1 < s󰁨s mod k 󰃑 d

or (d < s󰁨s mod k < k − 1) or d 󰃍 k).

Proof of Theorem 2. By Lemma 23, we may assume that c = 0.
Case I: k = 1 and d < s. We have Hd(s, 1) = s − 1 by Theorem 1. First, we prove

Hbd(bs, b) 󰃍 b(s+ 1)− 1. Since b ∤ b(s+ 1)− 1, we have b(s+ 1)− 1 ∈ Pbs,b(s+1). Further,
〈b(s+ 1)− 1〉b = {bs+ b− 1, b− 1}, which is bd-distinct.

Now, we prove Hbd(bs, b) 󰃑 b(s+ 1)− 1. We have

〈b(s+ 1)〉b = b〈s+ 1〉1 = {b(s+ 1), b, 0},

which is not bd-distinct. It follows that 〈x〉b is not bd-distinct for any x 󰃍 b(s+ 1).
Case II: k = 1 and d 󰃍 s. We have Hd(s, 1) = s− 1 by Theorem 1. First, we prove

Hbd(bs, b) 󰃍 bs−1. Since b ∤ bs−1, we have bs−1 ∈ Pbs,b(s+1). Further, 〈bs−1〉b = {bs−1},
which is bd-distinct.

Now, we prove Hbd(bs, b) 󰃑 bs− 1. We have

〈bs〉b = b〈s〉1 = {bs, 0},

which is not bd-distinct. It follows that 〈x〉b is not bd-distinct for any x 󰃍 bs.
Case III: d < k and (s󰁨s mod k = 1 or d < s󰁨s mod k = k − 1). First, we prove

Hbd(bs, bk) 󰃍 b(Hd(s, k) + 2) − 1. If s󰁨s mod k = 1, then s + k − 1 ∈ 〈Hd(s, k)〉1 by

the electronic journal of combinatorics 30(3) (2023), #P3.30 17



Lemma 21. And if d < s󰁨s mod k = k − 1, then s − 1 ∈ 〈Hd(s, k)〉1 by Lemma 21. In
particular,

−1 ∈ {Hd(s, k)− a1s− a2(s+ k) | a1, a2 ∈ Z󰃍0}.

Since b(x+ 2)− 1 󰃍 0 if and only if x 󰃍 −1 for all x ∈ Z, we have

〈b(Hd(s, k) + 2)− 1〉b = b((〈Hd(s, k)〉1 ∪ {−1}) + 2)− 1.

Thus, it suffices to prove that 〈Hd(s, k)〉1 ∪ {−1} is d-distinct, which is equivalent to
[d−1]∩〈Hd(s, k)〉1 = ∅. Suppose for the sake of contradiction that x ∈ [d−1]∩〈Hd(s, k)〉1.
Then, x is the last element of Lx. If s󰁨s mod k = 1, then Lx is within d of Lk−1, which is
impossible by Lemma 21. If d < s󰁨s mod k = k−1, then by Lemma 21, x+s ∈ 〈Hd(s, k)〉1,
and 0 < |(x+ s)− (s− 1)| 󰃑 d, contradicting the d-distinctness of 〈Hd(s, k)〉1.

Now, we prove Hbd(bs, bk) 󰃑 b(Hd(s, k) + 2) − 1. If s󰁨s mod k = 1, then s − 2 ∈
〈Hd(s, k)〉1 by Lemma 21. And if d < s󰁨s mod k = k − 1, then s+ k − 2 ∈ 〈Hd(s, k)〉1 by
Lemma 21. In particular,

−2 ∈ {Hd(s, k)− a1s− a2(s+ k) | a1, a2 ∈ Z󰃍0}.

Hence, we have

〈b(Hd(s, k) + 2)〉b = b((〈Hd(s, k)〉1 ∪ {−1,−2}) + 2) ⊇ {b, 0},

which is not bd-distinct. It follows that 〈x〉b is not bd-distinct for any x 󰃍 b(Hd(s, k)+ 2).
Case IV: k > 1 and (1 < s󰁨s mod k 󰃑 d or (d < s󰁨s mod k < k − 1) or d 󰃍 k). First,

we prove Hbd(bs, bk) 󰃍 b(Hd(s, k) + 1)− 1. Since b(x+ 1)− 1 󰃍 0 if and only if x 󰃍 0 for
all x ∈ Z, we have

〈b(Hd(s, k) + 1)− 1〉b = b(〈Hd(s, k)〉1 + 1)− 1.

Since 〈Hd(s, k)〉1 is d-distinct, 〈b(Hd(s, k) + 1)− 1〉b is bd-distinct.
Now, we prove Hbd(bs, bk) 󰃑 b(Hd(s, k) + 1) − 1. If 1 < s󰁨s mod k 󰃑 d or d 󰃍 k, s,

then s − 1 ∈ 〈Hd(s, k)〉1 by Lemma 21 and Theorem 1. And if d < s󰁨s mod k < k − 1 or
s > d 󰃍 k, then s+ k − 1 ∈ 〈Hd(s, k)〉1 by Lemma 21 and Theorem 1. In particular,

−1 ∈ {Hd(s, k)− a1s− a2(s+ k) | a1, a2 ∈ Z󰃍0}.

Hence, we have
〈b(Hd(s, k) + 1)〉b = b((〈Hd(s, k)〉1 ∪ {−1}) + 1).

Thus, it suffices to prove that 〈Hd(s, k)〉1 ∪ {−1} is not d-distinct, which is equivalent to
[d− 1]∩ 〈Hd(s, k)〉1 ∕= ∅. If 1 < s󰁨s mod k 󰃑 d, then (s󰁨s mod k)− 1 ∈ [d− 1]∩ 〈Hd(s, k)〉1
by Lemma 21. If d < s󰁨s mod k < k − 1, then k − (s󰁨s mod k) − 1 ∈ [d − 1] ∩ 〈Hd(s, k)〉1
by Lemma 21. If d 󰃍 k, s, then s − 1 ∈ [d − 1] ∩ 〈Hd(s, k)〉1 by Theorem 1. Finally, if
s > d 󰃍 k, then k − 1 ∈ [d− 1] ∩ 〈Hd(s, k)〉1 by Theorem 1.
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