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#### Abstract

The Wiener index of a finite graph $G$ is the sum over all pairs $(p, q)$ of vertices of $G$ of the distance between $p$ and $q$. When $P$ is a finite poset, we define its Wiener index as the Wiener index of the graph of its Hasse diagram. In this paper, we find exact expressions for the Wiener indices of the distributive lattices of order ideals in minuscule posets. For infinite families of such posets, we also provide results on the asymptotic distribution of the distance between two random order ideals.


Mathematics Subject Classifications: 05A15, 05C09, 06A07

## 1 Introduction

### 1.1 Background: the Wiener index of the noncrossing partition lattice

Meandric systems are collections of non-crossing loops (up to isotopy) intersecting the horizontal axis at $2 n$ fixed points - they have connections to several areas of mathematics, physics, and biology. There is a simple bijection between meandric systems and pairs of noncrossing partitions of size $n$.

Let $\mathrm{NC}(n)$ be the lattice of noncrossing partitions of $n$. In the paper [GNP20]motivated by asymptotic problems about meanders and meandric systems-Goulden, Nica, and Puder raised the following question: what is the average distance between two (uniform) random partitions in $\mathrm{NC}(n)$ ? The question was answered for large $n$ by Thévenin and the second author in [FT22], where it was proved that this average distance behaves as $\kappa n$ for some constant $\kappa$.

It is natural to ask similar questions for other families of posets, looking either for an exact nice formula or for an asymptotic answer. When the number of elements is known

[^0](which is the case for $\mathrm{NC}(n)$ ), one can equivalently ask for the sum of distances between all pairs of elements.

In general, let $G=(V, E)$ be a finite connected graph, and for $p, q \in V$, write $d(p, q)$ for the distance in $G$ from $p$ to $q$. The Wiener index of $G$ is defined to be

$$
\begin{equation*}
d(G):=\sum_{(p, q) \in V \times V} d(p, q) . \tag{1}
\end{equation*}
$$

This definition has its origin as the Wiener index predicting the boiling point of certain organic compounds [Wie47, Wik22, Rou02], and it has also been called the distance of the graph $G$ [EJS76]. When $P$ is a poset, we define $d(P):=d(G(P))$ for the Wiener index of the Hasse diagram $G(P)$ of $P$ (that is, the vertices of $G(P)$ are the elements of $P$, and there is an edge in $G(P)$ between $p$ and $q$ when there is a cover relation in $P$ between $p$ and $q$ ).

In the case of the noncrossing partition lattice, the results in [FT22] imply that

$$
d(\mathrm{NC}(n)) \sim|\mathrm{NC}(n)|^{2} \kappa n \sim \frac{\kappa 16^{n}}{\pi n^{2}}
$$

but no exact enumeration appears possible. (There does not even seem to be a simple formula for $\kappa$; see the discussion in [FT22] and the related open problem in [Wil22].)

### 1.2 Wiener indices of other lattices

Computer experiments suggest that there are few nontrivial families of graphs $\left\{G_{n}\right\}_{n \geqslant 1}$ of combinatorial objects for which it is possible to find exact formulas for the Wiener index. First, there are families with elementary exact solutions, for which $\left|G_{n}\right|$ is a relatively small polynomial in $n$ (for example: path graphs, grid graphs, etc.), or in which each graph $G_{n}$ has a transitive underlying symmetry group (for example: the weak order on a finite Coxeter group, a boolean lattice or hypercube, etc.). A short list of examples is given in [Wei21].

There is, however, one class of posets in algebraic combinatorics that demonstrates consistently exceptional enumerative behavior: the minuscule lattices [Pro84]. For example, both the number of elements and the number of maximal chains in a minuscule lattice have simple (uniformly stated and proven) product formulas, and the minuscule lattices are well understood from the perspective of dynamical algebraic combinatorics (promotion, rowmotion, etc.) [SW12, Hop20]. Because of their rich algebraic, representationtheoretic, and combinatorial properties, such posets serve as useful test cases for results and methods that might apply to more complicated structures.

It turns out that the Wiener indices of minuscule lattices also admit simple exact formulas, and one of the goals of the present paper is to establish such formulas.

For completeness, we first recall the definition of minuscule lattices (note that we will only use here their classification, and not the algebraic definition). Let $\mathfrak{g}$ be a complex simple Lie algebra with Weyl group $W$. Fix a set $\Phi^{+}$of positive roots of $\mathfrak{g}$, and let $\Lambda^{+}$be the set of dominant weights. The finite-dimensional irreducible complex representations
$V_{\lambda}$ of $\mathfrak{g}$ are indexed by dominant weights $\lambda \in \Lambda^{+} ; \lambda$ is called minuscule if the $W$-orbit of $\lambda$ is the set of all weights in $V_{\lambda}$. The minuscule weights are exactly those fundamental weights whose corresponding simple roots appear exactly once in the simple root expansion of the highest root. For more information, we refer the reader to [Sta80, Pro84].

For $\lambda$ minuscule, define a poset on the weights in $V_{\lambda}$ by introducing a cover relation $\mu \lessdot \nu$ whenever $\mu+\alpha=\nu$ for some simple root $\alpha \in \Phi^{+}$. This poset on $V_{\lambda}$ is a distributive lattice, which we call a minuscule lattice [Pro84].

There are three infinite families of minuscule lattices - the order ideals in:

- a rectangle (type $A$; in type $B$, minuscule lattices are chains and thus particular cases of rectangles),
- a shifted staircase (types $C$ and $D$ ), and
- a "double tailed diamond" (type $D$ )
-as well as two exceptional minuscule lattices (of types $E_{6}$ and $E_{7}$ ).
In this paper, we show that the Wiener indices of the infinite families of minuscule lattices admit simple product formulas, although we regrettably have been unable to find a unifying expression for these formulas. We also provide information about the asymptotic distribution of the distance between random elements in these posets (in the rectangle and shifted staircase cases), and we give a method for computing the higher moments exactly.

Note added in revision: after submitting our paper to the arXiv, our exact enumerative results have been used by Bourn and Erickson to obtain a close formula for a generating series of pairs of compositions weighted by the so-called "Earth Moving Distance" (or mass transportation distance) between them [BE23].

### 1.3 Rectangles

Write $J(P)$ for the lattice of order ideals in a finite poset $P$, ordered by inclusion. By Birkhoff's representation theorem, any finite distributive lattice is of this form. In Sections 2 to 4 , we consider the Wiener index of $P_{m, k}=J([m] \times[k])$, the lattice of order ideals in an $m \times k$ rectangle. The elements of $P_{m, k}$ can be represented as lattice paths in an $m \times k$ grid, so $\left|P_{m, k}\right|=\binom{m+k}{k}$. In this case (and, more generally, for any distributive lattice), it is easy to see that $d(p, q)=|p \Delta q|$, where $p \Delta q=(p \backslash q) \cup(q \backslash p)$ is the symmetric difference of the order ideals $p$ and $q$.

It will be convenient to draw the elements of $P_{m, k}$ as lattice paths from $(0,0)$ to ( $m+k, m-k$ ) using steps of the form $U=(1,1)$ and $D=(1,-1)$. Writing $p_{i}, q_{i}$ for the heights of $p$ and $q$ after the ends of their $i$ th steps, the number of squares in column $i$ between the lattice paths $p$ and $q$ is given as $\left.\backslash \frac{q_{i}-p_{i}}{2} \right\rvert\,$, so that

$$
\begin{equation*}
d(p, q)=\left|\frac{q_{1}-p_{1}}{2}\right|+\left|\frac{q_{2}-p_{2}}{2}\right|+\cdots+\left|\frac{q_{m+k}-p_{m+k}}{2}\right| . \tag{2}
\end{equation*}
$$

Example 1. The graph $G\left(P_{2,2}\right)$ is drawn in Figure 1. Its Wiener index is

$$
\begin{aligned}
56=\frac{4}{18}\binom{10}{5}= & (0+1+2+2+3+4)+(1+0+1+1+2+3)+(2+1+0+2+1+2)+ \\
& +(2+1+2+0+1+2)+(3+2+1+1+0+1)+(4+3+2+2+1+0)
\end{aligned}
$$



Figure 1: The Hasse diagram $G\left(P_{2,2}\right)$ of order ideals in a $2 \times 2$ square.
We have three results that completely describe the Wiener index of the lattice of order ideals of a rectangle.

Theorem 2. The generating function for the Wiener indices of all posets $P_{m, k}$ is given by

$$
\begin{equation*}
\sum_{m=0}^{\infty} \sum_{k=0}^{\infty} d\left(P_{m, k}\right) x^{m} y^{k}=\frac{2 x y}{\left(x^{2}-2 x y+y^{2}-2 x-2 y+1\right)^{2}} \tag{3}
\end{equation*}
$$

This theorem is obtained via classical first return decomposition for lattice paths. The fact that this generating series is rational comes as a surprise, since several intermediate computation steps involve algebraic non-rational functions. Extracting the coefficient of $x^{m} y^{k}$ from Equation (3), we obtain a formula for $d\left(P_{m, k}\right)$.

Corollary 3. The Wiener index of $P_{m, k}$ is

$$
d\left(P_{m, k}\right)=\frac{m k}{4 m+4 k+2}\binom{2 m+2 k+2}{2 k+1}
$$

For fixed $\alpha$, we obtain the asymptotic expected value of $d(p, q)$ in a $(\alpha n) \times n$ rectangle as $n \rightarrow \infty$. To keep notation simple, we assume throughout the paper that $\alpha n$ is an integer (otherwise, it suffices to replace $\alpha n$ by its integer value).

Corollary 4. We have

$$
\frac{d\left(P_{\alpha n, n}\right)}{\left|P_{\alpha n, n}\right|^{2}} \sim \frac{\sqrt{\pi \alpha(1+\alpha)}}{4} n^{3 / 2} \text { as } n \rightarrow \infty .
$$

In Section 7, we also describe in this regime the asymptotic distribution of the distance $D_{\alpha, n}$ between two independent uniform random elements of $P_{\alpha n, n}$.

Proposition 5. The random variable $n^{-3 / 2} D_{\alpha, n}$ converges in distribution and in moments to $\sqrt{2 \alpha(1+\alpha)} \cdot \int_{0}^{1}\left|B_{0}(t)\right| d t$, where $B_{0}(t)$ is a Brownian bridge on $[0,1]$.

Informally, a Brownian bridge on $[0,1]$ is a Brownian motion conditioned to have value 0 at time 1. Alternatively, if $B$ is a Brownian motion, then $B_{0}(t):=B(t)-t B(1)$ is a Brownian bridge. Brownian bridges have been extensively studied in the probabilistic literature. In particular, much is known on the random variable $\int_{0}^{1}\left|B_{0}(t)\right| d t$; see [Jan07, Section 20] for a survey of results including numerous references. In particular, a table of the first few moments can be found in [Jan07, Table 2]. We copy here the first three:

$$
\begin{gathered}
\mathbb{E}\left[\int_{0}^{1}\left|B_{0}(t)\right| d t\right]=\frac{1}{4} \sqrt{\frac{\pi}{2}} \\
\mathbb{E}\left[\left(\int_{0}^{1}\left|B_{0}(t)\right| d t\right)^{2}\right]=\frac{7}{60}, \\
\mathbb{E}\left[\left(\int_{0}^{1}\left|B_{0}(t)\right| d t\right)^{3}\right]=\frac{21}{512} \sqrt{\frac{\pi}{2}} .
\end{gathered}
$$

Together with Theorem 5, this implies

$$
\begin{aligned}
& \frac{1}{\left|P_{\alpha n, n}\right|^{2}} \sum_{p, q \in P_{\alpha n, n}} d(p, q)=\mathbb{E}\left[D_{\alpha, n}\right] \sim \frac{\sqrt{\pi \alpha(1+\alpha)}}{4} n^{3 / 2}, \\
& \frac{1}{\left|P_{\alpha n, n}\right|^{2}} \sum_{p, q \in P_{\alpha n, n}} d(p, q)^{2}=\mathbb{E}\left[D_{\alpha, n}^{2}\right] \sim \frac{7}{30} \alpha(1+\alpha) n^{3}, \\
& \frac{1}{\left|P_{\alpha n, n}\right|^{2}} \sum_{p, q \in P_{\alpha n, n}} d(p, q)^{3}=\mathbb{E}\left[D_{\alpha, n}^{3}\right] \sim \frac{21}{256} \sqrt{\pi} \alpha^{3 / 2}(1+\alpha)^{3 / 2} n^{9 / 2} .
\end{aligned}
$$

Note that the first estimate is nothing but Theorem 4. This gives a second derivation of this asymptotic result, which does not go through the exact expression. Exact expressions for such higher moments can also be obtained through combinatorial means, see Section 8 for a derivation of the second moment.

### 1.4 Shifted staircases

In Sections 5 and 6, we consider the Wiener index of $Q_{n}$, the distributive lattice of order ideals in the $n$th shifted staircase poset. Explicitly, $Q_{n}$ is the set of order ideals in the poset $\{(i, j): 1 \leqslant i \leqslant j \leqslant n\}$ under componentwise ordering. The following results determine $d\left(Q_{n}\right)$ exactly.

The elements of $Q_{n}$ can be represented as lattice paths starting at ( 0,0 ), ending somewhere on the line $x=n$, and using steps of the form $U=(1,1)$ and $D=(1,-1)$. In
particular, $\left|Q_{n}\right|=2^{n}$. Similarly as for rectangles, if $p$ and $q$ are elements in $Q_{n}$, writing $p_{i}, q_{i}$ for the heights of $p$ and $q$ after the ends of their $i$ th steps, we have

$$
\begin{equation*}
d(p, q)=\sum_{i=1}^{n}\left|\frac{q_{i}-p_{i}}{2}\right| . \tag{4}
\end{equation*}
$$

Example 6. The graph $G\left(Q_{3}\right)$ is plotted in Figure 2. Its Wiener index is

$$
140=\frac{6 \cdot 7}{3}\binom{5}{3}=24+18+14+14+14+14+18+24
$$



Figure 2: The Hasse diagram $G\left(Q_{3}\right)$ of order ideals in the third shifted staircase.

Theorem 7. The generating function for the Wiener indices of all lattices $Q_{n}$ is given by

$$
\begin{equation*}
\sum_{n=0}^{\infty} d\left(Q_{n}\right) x^{n}=\frac{8 x(1+\sqrt{1-4 x}-x(3+\sqrt{1-4 x}))}{(1-4 x)(1-4 x+\sqrt{1-4 x})^{3}} . \tag{5}
\end{equation*}
$$

Corollary 8. The Wiener index of $Q_{n}$ is

$$
d\left(Q_{n}\right)=\frac{2 n(2 n+1)}{3}\binom{2 n-1}{n} .
$$

Consequently, as $n$ tends to $+\infty$, we have $d\left(Q_{n}\right) \sim \frac{2}{3 \sqrt{\pi}} 4^{n} n^{3 / 2}$.
In Section 7, we turn to the asymptotic distribution of the distance $E_{n}$ between two random order ideals of $Q_{n}$.

Proposition 9. The random variable $n^{-3 / 2} E_{n}$ converges in distribution and in moments to $\frac{1}{\sqrt{2}} \cdot \int_{0}^{1}|B(t)| d t$, where $B(t)$ is a Brownian motion on $[0,1]$.

Again, much is known about the random variable $\int_{0}^{1}|B(t)| d t$, and a comprehensive literature review appears in [Jan07, Section 21]. In particular, the first few moments are given in [Jan07, Table 3]:
$\mathbb{E}\left[\int_{0}^{1}|B(t)| d t\right]=\frac{2}{3} \sqrt{\frac{2}{\pi}}, \quad \mathbb{E}\left[\left(\int_{0}^{1}|B(t)| d t\right)^{2}\right]=\frac{3}{8}, \quad \mathbb{E}\left[\left(\int_{0}^{1}|B(t)| d t\right)^{3}\right]=\frac{263}{630} \sqrt{\frac{2}{\pi}}$.
Together with Theorem 9, this implies

$$
\begin{aligned}
& \frac{1}{\left|Q_{n}\right|^{2}} \sum_{p, q \in Q_{n}} d(p, q)=\mathbb{E}\left[E_{n}\right] \sim \frac{2}{3 \sqrt{\pi}} n^{3 / 2}, \\
& \frac{1}{\left|Q_{n}\right|^{2}} \sum_{p, q \in Q_{n}} d(p, q)^{2}=\mathbb{E}\left[E_{n}^{2}\right] \sim \frac{3}{16} n^{3}, \\
& \frac{1}{\left|Q_{n}\right|^{2}} \sum_{p, q \in Q_{n}} d(p, q)^{3}=\mathbb{E}\left[E_{n}^{3}\right] \sim \frac{263}{1260 \sqrt{\pi}} n^{9 / 2} .
\end{aligned}
$$

Again, recalling that $\left|Q_{n}\right|=2^{n}$, this allows us to recover the asymptotic behaviour of $d\left(Q_{n}\right)$ given in Theorem 8 without going through its exact expression.

### 1.5 The remaining minuscule lattices

The Wiener indices of the remaining minuscule lattices are simple calculations.
Let $R_{n}$ be the $n$th "double tailed diamond" - that is, the distributive lattice of order ideals in the minuscule poset of type $D_{n}$ corresponding to the first fundamental weight.
Theorem 10. We have

$$
d\left(R_{n}\right)=\frac{2}{3}(n+3)\left(4 n^{2}+9 n+8\right) .
$$

The minuscule lattices of types $E_{6}$ and $E_{7}$ have Wiener indices 3584 and 24048, respectively.

The proof in the case of $R_{n}$ is elementary and left to the reader. The cases of $E_{6}$ and $E_{7}$ are treated by computer. The expressions for Wiener indices given in Theorem 3, Theorem 8, and Theorem 10 suggest that there may be a uniform formula for $d(P)$ for $P$ a minuscule lattice - but we regrettably have been unable to find such an expression.

## 2 Lattice path bijections

We continue to use the steps $U=(1,1)$ and $D=(1,-1)$, but we will also make use of two versions (or colors) of the step ( 1,0 ), denoted $O_{1}$ and $O_{2}$. For $(p, q) \in P_{k, n-k} \times P_{k, n-k}$, define a lattice path $A(p, q)$ using the following dictionary between the $i$ th pair of steps in $(p, q)$ and the $i$ th step in $A(p, q)$ :

| $(p, q)$ | $A(p, q)$ | $\frac{q_{i+1}-p_{i+1}}{2}-\frac{q_{i}-p_{i}}{2}$ | $r_{i+1}-r_{i}$ |
| :---: | :---: | :---: | :---: |
| $(D, U)$ | $U$ | +1 | +1 |
| $(U, D)$ | $D$ | -1 | -1 |
| $(U, U)$ | $O_{1}$ | 0 | 0 |
| $(D, D)$ | $O_{2}$ | 0 | 0 |

Two examples of this bijection are illustrated in Figure 3. Given a lattice path $r$ of length $n$ with steps from the set $\left\{U, D, O_{1}, O_{2}\right\}$, write $r_{i}$ for the height (i.e. the $y$ coordinate) of $r$ at the end of its $i$ th step. The unsigned area between $r$ and the $x$-axis is $d(r)=\left|r_{0}\right|+\left|r_{1}\right|+\left|r_{2}\right|+\cdots+\left|r_{n-1}\right|+\frac{1}{2}\left|r_{n}\right|$. Then, comparing with Equation (2), it is clear that $d(p, q)=d(A(p, q))$ : certainly $\frac{q_{0}-p_{0}}{2}=0=r_{0}$, so suppose that $\frac{q_{i}-p_{i}}{2}=r_{i}$; then the difference in height at the $(i+1)$ st step in $A(p, q)$ matches the difference in height at the ( $i+1$ )st steps of $p$ and $q$, as shown in the rightmost two columns of (6). Let us also write

$$
\begin{equation*}
\bar{d}(r)=\left|r_{0}\right|+\left|r_{1}\right|+\left|r_{2}\right|+\cdots+\left|r_{n}\right|=d(r)+\frac{1}{2}\left|r_{n}\right| . \tag{7}
\end{equation*}
$$



Figure 3: Illustration of the bijection $A$ from the table in (6). The horizontal steps $O_{1}$ and $O_{2}$ are indicated with lines of different thickness.

Write the set of all ordered pairs of paths in $P_{k . n-k}$ as

$$
P_{k, n-k}^{\times}:=P_{k, n-k} \times P_{k, n-k},
$$

and denote the restriction of $P_{k, n-k}^{\times}$to those pairs $(p, q)$ with $p \leqslant q$ as

$$
P_{k, n-k}^{\leqslant}:=\left\{(p, q) \in P_{k, n-k}^{\times}: p \leqslant q\right\} .
$$

We begin by converting the total area between pairs of paths in $P_{k, n-k}^{\times}$and $P_{k, n-k}^{\leqslant}$into the (unsigned) area under a single Motzkin path.

Definition 11. Write $\mathcal{W}$ for the set of bilateral Motzkin paths - that is, lattice paths from $(0,0)$ to $(n, 0)$ for some $n \in \mathbb{Z}_{\geqslant 0}$ that use step set $\left\{U, D, O_{1}, O_{2}\right\}$. We write $\mathcal{W}_{n, k}$ for the set of bilateral Motzkin paths that end at $(n, 0)$ and use exactly $k$ steps of the form $U$ or $O_{1}$. A bicolored Motzkin path is a bilateral Motzkin path that stays weakly above the $x$-axis. Write $\mathcal{M}$ (resp. $\mathcal{M}_{n, k}$ ) for the set of bicolored Motzkin paths in $\mathcal{W}$ (resp. $\mathcal{W}_{n, k}$ ).

Proposition 12. The map $A: P_{n, n-k}^{\times} \rightarrow \mathcal{W}_{n, k}$ is a bijection satisfying $d(p, q)=d(A(p, q))$, and it restricts to a bijection from $P_{n, n-k}^{\leqslant}$to $\mathcal{M}_{n, k}$.

Proof. The dictionary in (6) shows that $A$ is a bijection. When $p \leqslant q, A(p, q)$ never goes below the $x$-axis, so $A$ maps $P_{n, n-k}^{\leqslant}$onto $\mathcal{M}_{n, k}$. The claim about $d$ was proven immediately after (6).

## 3 Proof of Theorem 2

In this section, we use recurrences on Motzkin paths and their associated generating functions to deduce Theorem 2.

### 3.1 Bicolored Motzkin paths

Define the generating function for bicolored Motzkin paths to be

$$
\mathcal{M}(x, u)=\sum_{n \geqslant 0} \sum_{k \geqslant 0}\left|\mathcal{M}_{n, k}\right| x^{n} u^{k},
$$

so that the coefficient of $x^{n} u^{k}$ counts bicolored Motzkin paths of total length $n$ with exactly $k$ steps of the form $U$ and $O_{1}$.

Proposition 13. The generating function $\mathcal{M}(x, u)$ satisfies the functional equation

$$
\mathcal{M}(x, u)=1+x(1+u) \mathcal{M}(x, u)+u x^{2} \mathcal{M}(x, u)^{2}
$$

with the explicit solution

$$
\mathcal{M}(x, u)=\frac{1-(u+1) x-\sqrt{\left(u^{2}-2 u+1\right) x^{2}-2(u+1) x+1}}{2 u x^{2}} .
$$

Proof. The functional equation comes from decomposing a lattice path $r \in \mathcal{M}$ by first return to the $x$-axis: $r$ is empty; or $r$ starts with an $O_{1}$ step; or $r$ starts with an $O_{2}$ step; or $r$ starts with a $U$ step. This is illustrated in Figure 4. The explicit solution is easily obtained by solving this quadratic equation in $\mathcal{M}(x, u)$.


Figure 4: The decompositions of lattice paths in $\mathcal{M}, \boldsymbol{\mathcal { M }}, \mathcal{W}$, and $\mathcal{W}$ from Theorem 13, Theorem 14, Theorem 15, and Theorem 17. The multiplication by 2 comes from the symmetry of reflecting the first factor across the $x$-axis.

Define the generating function for the total area of paths in $\mathcal{M}$ by

$$
\mathcal{M}(x, u):=\sum_{n \geqslant 0} \sum_{k \geqslant 0} x^{n} u^{k} \sum_{p \in \mathcal{M}_{n, k}} d(p) .
$$

Proposition 14. The generating function $\boldsymbol{\mathcal { M }}(x, u)$ satisfies the functional equation

$$
\boldsymbol{\mathcal { M }}(x, u)=x(1+u) \boldsymbol{\mathcal { M }}(x, u)+u x^{2}\left(2 \mathcal{M}(x, u) \boldsymbol{\mathcal { M }}(x, u)+\mathcal{M}(x, u) \frac{d}{d x}(x \mathcal{M}(x, u))\right.
$$

with the explicit solution

$$
\boldsymbol{\mathcal { M }}(x, u)=\frac{\left(u^{2}+1\right) x^{2}-(u+1) x+((u+1) x-1)\left(\sqrt{(u-1)^{2} x^{2}-2(u+1) x+1}-1\right)}{2 u x^{2}\left((u-1)^{2} x^{2}-2(u+1) x+1\right)} .
$$

Proof. As in Theorem 13, the functional equation comes from decomposing a lattice path $r$ in $\boldsymbol{\mathcal { M }}$ by first return to the $x$-axis: either $r$ is empty (in which case it contributes zero area); or $r$ starts with an $O_{1}$ step; or $r$ starts with an $O_{2}$ step; or $r$ starts with a $U$ step. This is illustrated in Figure 4. The explicit solution is easily obtained by using the explicit form of $\mathcal{M}(x, u)$ from Theorem 13 and solving the linear equation in $\boldsymbol{\mathcal { M }}(x, u)$.

### 3.2 Bilateral Motzkin paths

Define the generating function for bilateral Motzkin paths to be

$$
\mathcal{W}(x, u)=\sum_{n \geqslant 0} \sum_{k \geqslant 0}\left|\mathcal{W}_{n, k}\right| x^{n} u^{k},
$$

so that the coefficient of $x^{n} u^{k}$ counts bilateral Motzkin paths of total length $n$ with exactly $k$ steps of the form $U$ or $O_{1}$.

Proposition 15. The generating function $\mathcal{W}(x, u)$ satisfies the functional equation

$$
\mathcal{W}(x, u)=1+x(1+u) \mathcal{W}(x, u)+2 u x^{2} \mathcal{M}(x, u) \mathcal{W}(x, u)
$$

with the explicit solution

$$
\mathcal{W}(x, u)=\left(u^{2} x^{2}-2 u x^{2}-2 u x+x^{2}-2 x+1\right)^{-1 / 2}
$$

Proof. As in Theorem 13, the functional equation comes from decomposing a lattice path $r$ in $\mathcal{W}$ by first return to the $x$-axis: $r$ is empty; or $r$ starts with an $O_{1}$ step; or $r$ starts with an $O_{2}$ step; or $r$ starts with a $U$ or $D$ step. This is illustrated in Figure 4. The explicit solution is easily obtained by using the explicit form of $\mathcal{M}(x, u)$ from Theorem 13 and solving the linear equation in $\mathcal{W}(x, u)$.

Remark 16. Because $\mathcal{W}_{n, k}$ encodes $P_{k, n-k}^{\times}$by Proposition 12, we have

$$
\begin{equation*}
\mathcal{W}(x, u)=\sum_{n, k \geqslant 0}\binom{n}{k}^{2} x^{n} u^{k} \tag{8}
\end{equation*}
$$

Define the generating function for the total area of paths in $\mathcal{W}$ to be

$$
\mathcal{W}(x, u):=\sum_{n \geqslant 0} \sum_{k \geqslant 0} x^{n} u^{k} \sum_{p \in \mathcal{W}_{n, k}} d(p) .
$$

Proposition 17. The generating function $\mathcal{W}(x, u)$ satisfies the functional equation

$$
\begin{aligned}
\mathcal{W}(x, u)= & x(1+u) \mathcal{W}(x, u)+2 u x^{2}(\mathcal{M}(x, u) \mathcal{W}(x, u) \\
& +\boldsymbol{\mathcal { M }}(x, u) \mathcal{W}(x, u)+\mathcal{W}(x, u) \frac{d}{d x}(x \mathcal{M}(x, u))
\end{aligned}
$$

with the explicit solution

$$
\begin{equation*}
\mathcal{W}(x, u)=\frac{2 u x^{2}}{\left((u-1)^{2} x^{2}-2(u+1) x+1\right)^{2}} \tag{9}
\end{equation*}
$$

Proof. As in Theorem 14, the functional equation comes from decomposing a lattice path $r$ in $\mathcal{W}$ by first return to the $x$-axis: if $r$ is empty, then it counts for zero area; otherwise, $r$ starts with an $O_{1}$ step; or $r$ starts with an $O_{2}$ step; or $r$ starts with a $U$ or $D$ step. This is illustrated in Figure 4. The explicit solution is easily obtained by using the explicit forms of $\mathcal{M}(x, u), \mathcal{W}(x, u)$, and $\boldsymbol{\mathcal { M }}(x, u)$ from Theorems 13 to 15 and solving the linear equation in $\mathcal{W}(x, u)$.

Substituting $u=y / x$ into Equation (9), we obtain Equation (3) and thus complete the proof of Theorem 2 for the generating function for the Wiener indices of the lattices $P_{m, k}=J([m] \times[k])$.

## 4 Proofs of Theorems 3 and 4

We note that

$$
x^{2}-2 x y+y^{2}-2 x-2 y+1=(q-t-1)(q-t+1)(q+t-1)(q+t+1),
$$

where $q^{2}=x$ and $t^{2}=y$. Then, by performing a partial fraction decomposition with a computer algebra system, we get

$$
\begin{align*}
\frac{2 x y}{\left(x^{2}-2 x y+y^{2}-2 x-2 y+1\right)^{2}} & =\frac{1}{32}\left(\frac{1}{(-1-t+q)^{2}}+\frac{1}{(1-t+q)^{2}}\right) \\
& +\frac{1}{32}\left(\frac{1}{(-1+t+q)^{2}}+\frac{1}{(1+t+q)^{2}}\right)  \tag{10}\\
& +\frac{1}{32 t(t+1)}\left(\frac{1+t+t^{2}}{(1+t-q)}+\frac{1+t+t^{2}}{(1+t+q)}\right) \\
& +\frac{1}{32 t(t-1)}\left(\frac{1-t+t^{2}}{(1-t+q)}+\frac{-1+t-t^{2}}{(-1+t+q)}\right) . \tag{11}
\end{align*}
$$

Taking the $n$th coefficient in $q$ from the right-hand side of Equation (10) gives

$$
\begin{align*}
& \frac{n+1}{32}\left((1+t)^{-2-n}+(-1+t)^{-2-n}+(1-t)^{-2-n}+(-1-t)^{-2-n}\right) \\
& +\frac{1}{32 t}\left(\left(t^{2}+t+1\right)(t+1)^{-n-2}+\left(t^{2}+t+1\right)(-t-1)^{-n-2}\right) \\
& +\frac{1}{32 t}\left(\left(-t^{2}+t-1\right)(1-t)^{-n-2}+\left(-t^{2}+t-1\right)(t-1)^{-n-2}\right) \tag{12}
\end{align*}
$$

Taking the $j$ th coefficient in $t$ from (12) and simplifying gives

$$
\begin{equation*}
\frac{\left((-1)^{n}+1\right)\left((-1)^{j}+1\right)}{32}\left(\frac{(n+j+1)!}{n!j!}-\frac{(n+j)!\left((n+1)^{2}+j^{2}+j(n+2)\right)}{(n+1)!(j+1)!}\right) \tag{13}
\end{equation*}
$$

Restricting (13) to $n=2 m$ and $j=2 k$ even, we obtain the desired expression in Theorem 3 for the coefficient of $q^{n} t^{m}$, giving the coefficient for $x^{m} y^{k}$ :

$$
\begin{aligned}
& \frac{1}{8}\left(\frac{(n+j+1)!}{n!j!}-\frac{(n+j)!\left((n+1)^{2}+j^{2}+j(n+2)\right)}{(n+1)!(j+1)!}\right) \\
& =\frac{(n+j)!}{8 n!j!}\left(n+j+1-\frac{j^{2}+(n+1)^{2}+j(n+2)}{(n+1)(j+1)}\right) \\
& =\frac{n j}{8(n+j+1)}\binom{n+j+2}{j+1} \\
& =\frac{m k}{4 m+4 k+2}\binom{2 m+2 k+2}{2 k+1} .
\end{aligned}
$$

Given the exact expression for $d\left(P_{m, k}\right)$, Theorem 4 is routine using Stirling's asymptotic equivalent for factorials.

## 5 Shifted staircases

As for rectangles, we can view elements of $Q_{n}$ as lattice paths of length $n$ that start at $(0,0)$ and use steps of the form $U=(1,1)$ and $D=(1,-1)$. The main difference is that paths representing different order ideals can have different endpoints. Let

$$
Q_{n}^{\times}:=Q_{n} \times Q_{n} \quad \text { and } \quad Q_{n}^{\leqslant}:=\left\{(p, q) \in Q_{n}^{\times}: p \leqslant q\right\}
$$

Definition 18. Define a bilateral Motzkin prefix to be a lattice path that starts at $(0,0)$ and uses the steps of the form $U, D, O_{1}, O_{2}$. Let $\mathcal{V}$ denote the set of bilateral Motzkin prefixes, and let $\mathcal{V}_{n}$ be the set of bilateral Motzkin prefixes that use exactly $n$ steps. A bicolored Motzkin prefix is a bilateral Motzkin prefix that stays weakly above the $x$-axis. Write $\mathcal{N}$ for the set of bicolored Motzkin prefixes, and let $\mathcal{N}_{n}=\mathcal{N} \cap \mathcal{V}_{n}$.

Throughout this section, we write $d(p, q)$ for the length of a geodesic between bilateral Motzkin prefixes $p$ and $q$ in the Hasse diagram of $Q_{n}$.

By applying the same rules as in the table in (6), we can transform a pair $(p, q) \in$ $Q_{n} \times Q_{n}$ into a path $A(p, q)$ that uses steps $U, D, O_{1}, O_{2}$. The path $A(p, q)$ is similar to a bilateral Motzkin path, except it does not necessarily end on the $x$-axis. Recall the definition of $\bar{d}$ from (7).
Proposition 19. The map $A: Q_{n}^{\times} \rightarrow \mathcal{V}_{n}$ is a bijection satisfying $d(p, q)=\bar{d}(A(p, q))$, and it restricts to a bijection from $Q_{n}^{\leqslant}$to $\mathcal{N}_{n}$.
Proof. The proof is essentially the same as that of Theorem 12.

## 6 Proof of Theorems 7 and 8

### 6.1 Bicolored Motzkin prefixes

Let

$$
\mathcal{N}(x):=\sum_{n \geqslant 0}\left|\mathcal{N}_{n}\right| x^{n}
$$

be the generating function for bicolored Motzkin prefixes.
Proposition 20. The generating function $\mathcal{N}(x)$ satisfies the functional equation

$$
\mathcal{N}(x)=1+3 x \mathcal{N}(x)+x^{2} \mathcal{M}(x, 1) \mathcal{N}(x) .
$$

Thus,

$$
\mathcal{N}(x)=\frac{2}{1-4 x+\sqrt{1-4 x}} .
$$

Proof. The expression $1+x \mathcal{N}(x)$ counts (possibly empty) bicolored Motzkin prefixes that only touch the $x$-axis at $(0,0)$, while the expression $2 x \mathcal{N}(x)+x^{2} \mathcal{M}(x, 1) \mathcal{N}(x)$ counts bicolored Motzkin prefixes that touch the $x$-axis at some point other than $(0,0)$. This is illustrated on the first line of Figure 5. It is routine to derive the explicit solution from the functional equation and Theorem 13.
 $\left.\sqcup \underset{x}{\sim} \underset{x}{\sim} \rightarrow \frac{\mathcal{V}}{\sim}\right)$


Figure 5: The decompositions of lattice paths in $\mathcal{N}, \boldsymbol{\mathcal { N }}, \mathcal{V}$, and $\mathcal{V}$ from Theorem 20, Theorem 21, Theorem 22, and Theorem 23.

Define the generating function

$$
\boldsymbol{\mathcal { N }}(x):=\sum_{n \geqslant 0} x^{n} \sum_{p \in \mathcal{N}_{n}} \bar{d}(p) .
$$

Proposition 21. The generating function $\boldsymbol{\mathcal { N }}(x)$ satisfies the functional equation

$$
\begin{aligned}
\boldsymbol{\mathcal { N }}(x) & =2 x \boldsymbol{\mathcal { N }}(x)+x^{2} \boldsymbol{\mathcal { M }}(x, 1) \mathcal{N}(x)+x^{2} \mathcal{M}(x, 1) \boldsymbol{\mathcal { N }}(x)+x^{2} \mathcal{N}(x) \frac{\partial}{\partial x}(x \mathcal{M}(x, 1)) \\
& +x \boldsymbol{\mathcal { N }}(x)+x \frac{\partial}{\partial x}(x \mathcal{N}(x))
\end{aligned}
$$

Thus,

$$
\boldsymbol{\mathcal { N }}(x)=\frac{4 x(1+\sqrt{1-4 x}-x(1-\sqrt{1-4 x}))}{\sqrt{1-4 x}(1-4 x+\sqrt{1-4 x})^{3}}
$$

Proof. Following the same ideas used in the proof of Theorem 14, we find that

$$
2 x \boldsymbol{\mathcal { N }}(x)+x^{2} \boldsymbol{\mathcal { M }}(x, 1) \mathcal{N}(x)+x^{2} \mathcal{M}(x, 1) \boldsymbol{\mathcal { N }}(x)+x^{2} \mathcal{N}(x) \frac{\partial}{\partial x}(x \mathcal{M}(x, 1))
$$

counts bicolored Motzkin prefixes that touch the $x$-axis at some point other than $(0,0)$, with each path $p$ weighted by $\bar{d}(p)$. The generating function for bicolored Motzkin prefixes that only touch the $x$-axis at $(0,0)$ (with each path $p$ weighted by $\bar{d}(p)$ ) is

$$
x \boldsymbol{\mathcal { N }}(x)+x \frac{\partial}{\partial x}(x \mathcal{N}(x)) .
$$

This is illustrated on the second line of Figure 5. This yields the functional equation, from which the explicit solution is straightforward to obtain via Theorems 13, 14 and 20.

Let

$$
\mathcal{V}(x):=\sum_{n \geqslant 0}\left|\mathcal{V}_{n}\right| x^{n} .
$$

Proposition 22. The generating function $\mathcal{V}(x)$ satisfies the functional equation

$$
\mathcal{V}(x)=1+2 x \mathcal{N}(x)+2 x \mathcal{V}(x)+2 x^{2} \mathcal{M}(x, 1) \mathcal{V}(x)
$$

Thus,

$$
\mathcal{V}(x)=\frac{1+\sqrt{1-4 x}}{\sqrt{1-4 x}(1-4 x+\sqrt{1-4 x})}
$$

Proof. The expression $1+2 x \mathcal{N}(x)$ counts (possibly empty) bilateral Motzkin prefixes that only touch the $x$-axis at $(0,0)$, while the expression $2 x \mathcal{V}(x)+2 x^{2} \mathcal{M}(x, 1) \mathcal{V}(x)$ counts bilateral Motzkin prefixes that touch the $x$-axis at some point other than $(0,0)$. This is illustrated on the third line of Figure 5. The explicit solution can be derived from the functional equation using Theorems 13 and 20.

Finally, consider the generating function

$$
\mathcal{V}(x):=\sum_{n \geqslant 0} x^{n} \sum_{p \in \mathcal{V}_{n}} \bar{d}(p) .
$$

Proposition 23. The generating function $\mathcal{V}(x)$ satisfies the functional equation

$$
\begin{aligned}
\mathcal{V}(x) & =2 x \boldsymbol{\mathcal { V }}(x)+2 x^{2} \boldsymbol{\mathcal { M }}(x, 1) \mathcal{V}(x)+2 x^{2} \mathcal{M}(x, 1) \boldsymbol{\mathcal { V }}(x)+2 x^{2} \mathcal{V}(x) \frac{\partial}{\partial x}(x \mathcal{M}(x, 1)) \\
& +2 x \boldsymbol{\mathcal { N }}(x)+2 x \frac{\partial}{\partial x}(x \mathcal{N}(x))
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\mathcal{V}(x)=\frac{8 x(1+\sqrt{1-4 x}-x(3+\sqrt{1-4 x}))}{(1-4 x)(1-4 x+\sqrt{1-4 x})^{3}} \tag{14}
\end{equation*}
$$
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Proof. Following the same ideas used in the proof of Theorem 21, we find that

$$
2 x \boldsymbol{\mathcal { V }}(x)+2 x^{2} \boldsymbol{\mathcal { M }}(x, 1) \mathcal{V}(x)+2 x^{2} \mathcal{M}(x, 1) \mathcal{V}(x)+2 x^{2} \mathcal{V}(x) \frac{\partial}{\partial x}(x \mathcal{M}(x, 1))
$$

counts bilateral Motzkin prefixes that touch the $x$-axis at some point other than $(0,0)$, with each path $p$ weighted by $\bar{d}(p)$. Furthermore, the generating function for bilateral Motzkin prefixes that only touch the $x$-axis at $(0,0)$ (with each path $p$ weighted by $\bar{d}(p)$ ) is

$$
2 x \boldsymbol{\mathcal { N }}(x)+2 x \frac{\partial}{\partial x}(x \mathcal{N}(x)) .
$$

This is illustrated on the fourth line of Figure 5. This yields the functional equation, from which one can derive the explicit solution using Theorems 13, 14, 20 and 22.

We conclude Theorem 8 by expanding the explicit generating function for $\mathcal{V}(x)$ given in Equation (14) as

$$
\frac{8 x(1+\sqrt{1-4 x}-x(3+\sqrt{1-4 x}))}{(1-4 x)(1-4 x+\sqrt{1-4 x})^{3}}=\sum_{n \geqslant 0} a_{n} x^{n} .
$$

Using a computer algebra system, the coefficients $a_{n}$ satisfy the difference equation

$$
(2 n+3) 2^{-2 n-1} a_{n}-(4 n+5) 2^{-2 n-3} a_{n+1}+(2+2 n) 2^{-2 n-5} a_{n+2}=0
$$

with initial conditions $a_{0}=0$ and $a_{1}=2$. It is easily checked that $\frac{2 n(2 n+1)}{3}\binom{2 n-1}{n}$ satisfies this equation and initial conditions.

## $7 \quad$ Asymptotic distributions

In this section, we prove Theorems 5 and 9 , which describe the asymptotic distribution of the distance between 2 random points (also called 2-point distance) in $P_{\alpha n, n}$ and $Q_{n}$, respectively. We start with the case of shifted staircases, which is easier.

### 7.1 2-point distance in $Q_{n}$

Recall that the elements in $Q_{n}$ are exactly the lattice paths starting at ( 0,0 ), ending somewhere on the line $x=n$, and using steps of the form $U=(1,1)$ and $D=(1,-1)$. Let $p^{n}$ and $q^{n}$ be independent uniform random elements in $Q_{n}$. Seeing $p^{n}$ and $q^{n}$ as lattice paths, we write $p_{i}^{n}$ and $q_{i}^{n}$ for their heights after $i$ steps. Clearly, for all $n \geqslant 1$ and $i \leqslant n$, one has $p_{i}^{n}=X_{1}+\cdots+X_{i}$ and $q_{i}^{n}=Y_{1}+\cdots+Y_{i}$, where $\left(X_{j}\right)_{j \geqslant 1}$ and $\left(Y_{j}\right)_{j \geqslant 1}$ are independent sequences of i.i.d. Rademacher random variables of parameter $1 / 2$. Using Equation (4), we write

$$
d\left(p^{n}, q^{n}\right)=\frac{1}{2} \sum_{i=1}^{n}\left|p_{i}^{n}-q_{i}^{n}\right|=\frac{n}{2} \int_{0}^{1}\left|p_{\lceil n t\rceil}^{n}-q_{\lceil n t\rceil}^{n}\right| d t .
$$

By Donsker's theorem, the processes

$$
\left(\frac{1}{\sqrt{n}} p_{\lceil n t\rceil}^{n}\right)_{t \leqslant 1} \text { and }\left(\frac{1}{\sqrt{n}} q_{[n t\rceil}^{n}\right)_{t \leqslant 1}
$$

converge in distribution to independent Brownian motions $\left(B_{t}\right)_{t \leqslant 1}$ and $\left(B_{t}^{\prime}\right)_{t \leqslant 1}$ in Skorokhod space $D[0,1]$ (see [Bil99, Chapter 3] for background on Skorokhod space). Since integration is a continuous functional on $D[0,1]$, we have

$$
n^{-3 / 2} d\left(p^{n}, q^{n}\right)=\frac{1}{2} \int_{0}^{1}\left|n^{-1 / 2} p_{\lceil n t\rceil}^{n}-n^{-1 / 2} q_{\lceil n t\rceil}^{n}\right| d t \xrightarrow{d} \frac{1}{2} \int_{0}^{1}\left|B_{t}-B_{t}^{\prime}\right| d t,
$$

where $\xrightarrow{d}$ means convergence in distribution. But $B_{t}-B_{t}^{\prime} \stackrel{d}{=} \sqrt{2} B_{t}$, proving that $n^{-3 / 2} d\left(p^{n}, q^{n}\right)$ converges in distribution to $\frac{1}{\sqrt{2}} \int_{0}^{1}\left|B_{t}\right| d t$, as claimed in Theorem 9.

It remains to prove moment convergence. By [Bil12, Corollary of Theorem 25.12], it suffices to show that for each $s>1$, the sequence of $s$ th moments of $n^{-3 / 2} d\left(p^{n}, q^{n}\right)$ is bounded as $n$ tends to $+\infty$. We have

$$
n^{-3 / 2} d\left(p^{n}, q^{n}\right) \leqslant n^{-1 / 2} \max _{i \leqslant n}\left|p_{i}^{n}\right|+n^{-1 / 2} \max _{i \leqslant n}\left|q_{i}^{n}\right| .
$$

Both terms in the upper bound are identically distributed, so we only consider the first one. By Doob's maximal inequality, we have

$$
\mathbb{E}\left[\left(\max _{i \leqslant n}\left|p_{i}^{n}\right|\right)^{s}\right] \leqslant\left(\frac{s}{s-1}\right)^{s} \mathbb{E}\left[\left|p_{n}^{n}\right|^{s}\right] .
$$

Since $p_{n}^{n}$ is a sum of $n$ i.i.d. centered random variables, we have the following classical bound on its moments (see, e.g., [Pet89]):

$$
\mathbb{E}\left[\left|p_{n}^{n}\right|^{\prime}\right] \leqslant C(s) n^{s / 2} \mathbb{E}\left[\left|X_{1}\right|^{s}\right]
$$

where $C(s)$ is a constant depending only on $s$. In particular the $s$ th moment of $n^{-1 / 2} p_{n}^{n}$ is bounded (as $n$ tends to $+\infty$ ). Consequently, the sth moment of $n^{-1 / 2} \max _{i \leqslant n} p_{i}^{n}$ is bounded, and that of $n^{-3 / 2} d\left(p^{n}, q^{n}\right)$ is as well. This proves that the convergence of $n^{-3 / 2} d\left(p^{n}, q^{n}\right)$ to $\frac{1}{\sqrt{2}} \int_{0}^{1}\left|B_{t}\right| d t$ holds also in moments, concluding the proof of Theorem 9 .

### 7.2 2-point distance in $P_{\alpha n, n}$

We now turn to the case of rectangles. Let $p^{n}$ and $q^{n}$ be independent uniform random elements in $P_{\alpha n, n}$, seen as lattice paths from $(0,0)$ to $((\alpha+1) n,(\alpha-1) n)$. These paths $p^{n}$ and $q^{n}$ can be constructed as partial sums of sequences of i.i.d. random variables under some conditioning. To this end, let $\left(X_{j}\right)_{j \geqslant 1}$ and $\left(Y_{j}\right)_{j \geqslant 1}$ be independent sequences of i.i.d. Rademacher random variables of parameter $\alpha /(\alpha+1)$. We also let $\left(\tilde{X}_{j}^{n}\right)_{j \geqslant 1}$ have the
distribution of $\left(X_{j}\right)_{j \geqslant 1}$ conditioned to the event $\sum_{j \leqslant(\alpha+1) n} X_{j}=(\alpha-1) n$. Then one has the equality in distribution

$$
\left(p_{i}^{n}\right)_{i \leqslant(\alpha+1) n} \stackrel{d}{=}\left(\sum_{j \leqslant i} \tilde{X}_{j}^{n}\right)_{i \leqslant(\alpha+1) n}
$$

Recall that we are interested in the quantity

$$
\begin{align*}
n^{-3 / 2} D_{\alpha, n} & =n^{-3 / 2} d\left(p^{n}, q^{n}\right) \\
& =\frac{1}{2 n^{3 / 2}} \sum_{i=1}^{(\alpha+1) n}\left|p_{i}^{n}-q_{i}^{n}\right| \\
& =\frac{\alpha+1}{2 \sqrt{n}} \int_{0}^{1}\left|p_{\lceil(\alpha+1) n t\rceil}^{n}-q_{\lceil(\alpha+1) n t\rceil}^{n}\right| d t . \tag{15}
\end{align*}
$$

A version of Donsker's theorem for conditioned partial sums has been proved by Liggett [Lig68] (see in particular the corollary of Theorem 4 there). In our case, the centered process

$$
\left(\frac{1}{\sigma \sqrt{(1+\alpha) n}}\left(p_{\lceil(\alpha+1) n t\rceil}^{n}-\lceil n t\rceil(\alpha-1)\right)\right)_{0 \leqslant t \leqslant 1}
$$

converges in distribution to $B_{0}(t)$ in Skorokhod space $D[0,1]$, where $\sigma^{2}=\operatorname{Var}\left(X_{1}\right)$ and $B_{0}(t)$ is a Brownian bridge. A similar convergence result holds for $q^{n}$ with an independent Brownian bridge $B_{0}^{\prime}(t)$.

Using the continuity of taking integrals on $D[0,1]$, the quantity in (15) converges in distribution to

$$
\frac{1}{2}(\alpha+1) \sigma \sqrt{\alpha+1} \int_{0}^{1}\left|B_{0}(t)-B_{0}^{\prime}(t)\right| d t .
$$

An easy computation gives $\sigma=2 \sqrt{\alpha} /(\alpha+1)$, while $B_{0}(t)-B_{0}^{\prime}(t) \stackrel{d}{=} \sqrt{2} B_{0}(t)$ in distribution. Consequently, $n^{-3 / 2} D_{\alpha, n}$ converges in distribution to $\sqrt{2 \alpha(\alpha+1)} \int_{0}^{1}\left|B_{0}(t)\right| d t$, as claimed in Theorem 5.

It remains to prove moment convergence. As above, we shall prove that for any $s>1$, the random variable $n^{-3 / 2} D_{\alpha, n}$ has a bounded $s$ th moment as $n$ tends to $+\infty$. Using the convexity of the map $t \mapsto|t|^{s}$, we obtain

$$
\begin{align*}
n^{-s} D_{\alpha, n}^{s} & =2^{-s}\left(\frac{1}{n} \sum_{i \leqslant(\alpha+1) n}\left|p_{i}^{n}-q_{i}^{n}\right|\right)^{s} \\
& \leqslant \frac{2^{-s}}{n} \sum_{i \leqslant(\alpha+1) n}\left|p_{i}^{n}-q_{i}^{n}\right|^{s} \\
& \leqslant \frac{1}{n} \sum_{i \leqslant(\alpha+1) n} \frac{\left|\bar{p}_{i}^{n}\right|^{s}+\left|\bar{q}_{i}^{n}\right|^{s}}{2} \tag{16}
\end{align*}
$$

where $\bar{p}_{i}^{n}=p_{i}^{n}-i \frac{\alpha-1}{\alpha+1}$ is the centered version of $p_{i}^{n}$ (and idem for $q$ ). Writing $\bar{X}_{i}=$ $X_{i}-\frac{\alpha-1}{\alpha+1}$, we have

$$
\mathbb{E}\left[\left|\bar{p}_{i}^{n}\right|^{s}\right]=\mathbb{E}\left[\left.\left|\sum_{j \leqslant i} \bar{X}_{j}\right|^{s}\right|_{j \leqslant(\alpha+1) n} \bar{X}_{j}=0\right]=\sum_{k}|k|^{s} \mathbb{P}\left[\sum_{j \leqslant i} \bar{X}_{j}=k \mid \sum_{j \leqslant(\alpha+1) n} \bar{X}_{j}=0\right],
$$

where the sum runs over possible values $k$ for $\sum_{j \leqslant i} \bar{X}_{j}$. Using the independence of the $\bar{X}_{j}$, we have

$$
\begin{aligned}
\mathbb{P}\left[\sum_{j \leqslant i} \bar{X}_{j}=k \mid \sum_{j \leqslant(\alpha+1) n} \bar{X}_{j}=0\right] & =\frac{\mathbb{P}\left[\sum_{j \leqslant i} \bar{X}_{j}=k \wedge \sum_{j \leqslant(\alpha+1) n} \bar{X}_{j}=0\right]}{\mathbb{P}\left[\sum_{j \leqslant(\alpha+1) n} \bar{X}_{j}=0\right]} \\
& =\mathbb{P}\left[\sum_{j \leqslant i} \bar{X}_{j}=k\right] \cdot \frac{\mathbb{P}\left[\sum_{i<j \leqslant(\alpha+1) n} \bar{X}_{j}=-k\right]}{\mathbb{P}\left[\sum_{j \leqslant(\alpha+1) n} \bar{X}_{j}=0\right]} .
\end{aligned}
$$

Take $i \leqslant(\alpha+1) n / 2$. The probabilities in the fraction can be evaluated asymptoticallyuniformly in $k$-through the local limit theorem (see, e.g., [Dur19, Theorem 3.5.2]), which yields

$$
\begin{aligned}
& \mathbb{P}\left[\sum_{j \leqslant(\alpha+1) n} \bar{X}_{j}=0\right] \sim \frac{2}{\sigma \sqrt{2 \pi(\alpha+1) n}} ; \\
& \mathbb{P}\left[\sum_{i<j \leqslant(\alpha+1) n} \bar{X}_{j}=-k\right]=\frac{2 e^{-k^{2} / 2((\alpha+1) n-i) \sigma^{2}}}{\sigma \sqrt{2 \pi((\alpha+1) n-i)}}+o\left(n^{-1 / 2}\right) \leqslant \frac{2+o(1)}{\sigma \sqrt{\pi(\alpha+1) n}} .
\end{aligned}
$$

In particular, the quotient is bounded by 2 for $n$ large enough, uniformly in $k$. Bringing everything together, we obtain that for $n$ large enough and $i \leqslant(\alpha+1) n / 2$,

$$
\mathbb{E}\left[\left|\bar{p}_{i}^{n}\right|^{s}\right] \leqslant \sum_{k}|k|^{s} \cdot 2 \mathbb{P}\left[\sum_{j \leqslant i} \bar{X}_{j}=k\right]=2 \mathbb{E}\left[\left|\sum_{j \leqslant i} \bar{X}_{j}\right|^{s}\right] .
$$

Since the $\bar{X}_{j}$ are i.i.d. centered random variables with finite moments, we have (see, e.g., [Pet89])

$$
\mathbb{E}\left[\left|\sum_{j \leqslant i} \bar{X}_{j}\right|^{s}\right] \leqslant C(s) i^{s / 2} \mathbb{E}\left[\left|X_{1}\right|^{s}\right],
$$

where $C(s)$ is a constant depending only on $s$ (and $\alpha$ in the sequel), which may change from line to line. Therefore, for $n$ large enough and $i \leqslant(\alpha+1) n / 2$, we have

$$
\mathbb{E}\left[\left|\bar{p}_{i}^{n}\right|^{s}\right] \leqslant C(s) n^{s / 2} .
$$

By symmetry, this holds also for $i \geqslant(\alpha+1) n / 2$ (we have $p_{i}^{n} \stackrel{d}{=} p_{(\alpha+1) n-i}^{n}$ for all $\left.i \leqslant(\alpha+1) n\right)$. Going back to (16), we get

$$
n^{-s} \mathbb{E}\left[D_{\alpha, n}^{s}\right] \leqslant(\alpha+1) C(s) n^{s / 2}
$$

Thus $n^{-3 / 2} D_{\alpha, n}$ has bounded moments, and the convergence to $\sqrt{2 \alpha(\alpha+1)} \int_{0}^{1}\left|B_{0}(t)\right| d t$ holds also in moments. Theorem 9 is proved.

## 8 Higher moments

Given a finite graph $G=(V, E)$ and a positive integer $r$, let $d^{r}(G)$ denote the moment $d^{r}(G)=\sum_{(p, q) \in V \times V} d(p, q)^{r}$. The convergence of the distance between two random elements in distribution and in moments established in the previous section yields some asymptotic estimates for $d^{r}\left(P_{\alpha n, n}\right)$ and $d^{r}\left(Q_{n}\right)$. In this section, we give an exact expression of $d^{2}\left(P_{k, n-k}\right)$. The same method can, in principle, be used to compute the moments $d^{r}\left(P_{k, n-k}\right)$ one by one. Similarly, one could use a similar method, drawing from the ideas in Sections 5 and 6, to compute the moments $d^{r}\left(Q_{n}\right)$. For the sake of brevity, we merely state the explicit formula for $d^{2}\left(Q_{n}\right)$ and omit the computation.

Proposition 24. We have that $d^{2}\left(P_{m, k}\right)$ is equal to

$$
\frac{1}{30} \frac{m+k+1}{m+k}\binom{m+k}{m-1}\binom{m+k}{k-1}\left(7 m k^{2}+7 m^{2} k+3 m^{2}+10 m k+3 k^{2}+3 m+3 k+4\right)
$$

and

$$
d^{2}\left(Q_{n}\right)=2^{2 n-4} n\left(20+15(n-2)+3(n-2)^{2}\right) .
$$

Proof. As mentioned above, we will only prove the first formula. Given a bilateral Motzkin path $p$, let len $(p)$ denote the length of $p$, and let $\mathcal{U}(p)$ be the number of steps in $p$ of the form $U$ or $O_{1}$. Recall that

$$
\begin{array}{ll}
\mathcal{W}(x, u)=\sum_{p \in \mathcal{W}} x^{\operatorname{len}(p)} u^{\mathcal{U}(p)}, & \mathcal{W}(x, u)=\sum_{p \in \mathcal{W}} x^{\operatorname{len}(p)} u^{U(p)} d(p), \\
\mathcal{M}(x, u)=\sum_{p \in \mathcal{M}} x^{\operatorname{len}(p)} u^{\mathcal{U}(p)}, & \mathcal{M}(x, u)=\sum_{p \in \mathcal{M}} x^{\operatorname{len}(p)} u^{U(p)} d(p) .
\end{array}
$$

Let

$$
\mathbb{W}(x, u)=\sum_{p \in \mathcal{W}} x^{\operatorname{len}(p)} u^{U(p)} d(p)^{2} \quad \text { and } \quad \mathbb{M}(x, u)=\sum_{p \in \mathcal{M}} x^{\operatorname{len}(p)} u^{U(p)} d(p)^{2} .
$$

It follows from Theorem 12 that $\mathbb{W}(x, u)=\sum_{n \geqslant 0} \sum_{k \geqslant 0} d^{2}\left(P_{k, n-k}\right) x^{n} u^{k}$.
The contribution to $\mathbb{M}(x, u)$ coming from paths that start with $O_{1}$ or $O_{2}$ is $x(u+$ 1) $\mathbb{M}(x, u)$. The other paths that contribute to $\mathbb{M}(x, u)$ begin with $U$ and have the form $U p D q$ for some $p, q \in \mathcal{M}$. We find that

$$
\begin{equation*}
\mathbb{M}(x, u)=x(u+1) \mathbb{M}(x, u)+u x^{2} \Sigma \tag{17}
\end{equation*}
$$

where

$$
\Sigma=\sum_{p, q \in \mathcal{M}} x^{\operatorname{len}(p)+\operatorname{len}(q)} u^{\mathcal{U}(p)+\mathcal{U}(q)}(d(p)+d(q)+\operatorname{len}(p)+1)^{2} .
$$

We can write

$$
\begin{aligned}
(d(p)+d(q)+\operatorname{len}(p)+1)^{2} & =\left(d(p)^{2}+d(q)^{2}\right)+(\operatorname{len}(p)+1)^{2}+2 d(p)(\operatorname{len}(p)+1) \\
& +2 d(q)(\operatorname{len}(p)+1)+2 d(p) d(q)
\end{aligned}
$$

to find that

$$
\begin{align*}
\Sigma & =2 \mathbb{M}(x, u) \mathcal{M}(x, u)+\mathcal{M}(x, u) \frac{\partial}{\partial x}\left(x \frac{\partial}{\partial x}(x \mathcal{M}(x, u))\right)+2 \mathcal{M}(x, u) \frac{\partial}{\partial x}(x \mathcal{M}(x, u)) \\
& +2 \boldsymbol{\mathcal { M }}(x, u) \frac{\partial}{\partial x}(x \mathcal{M}(x, u))+2 \boldsymbol{\mathcal { M }}(x, u)^{2} \tag{18}
\end{align*}
$$

A similar argument yields the functional equation

$$
\begin{equation*}
\mathbb{W}(x, u)=x(u+1) \mathbb{W}(x, u)+2 u x^{2} \Sigma^{\prime} \tag{19}
\end{equation*}
$$

where

$$
\begin{align*}
\Sigma^{\prime} & =\sum_{\substack{p \in \mathcal{M} \\
q \in \mathcal{W}}} x^{\operatorname{len}(p)+\operatorname{len}(q)} u^{\mathcal{U}(p)+\mathcal{U}(q)}(d(p)+d(q)+\operatorname{len}(p)+1)^{2} \\
& =\mathbb{M}(x, u) \mathcal{W}(x, u)+\mathbb{W}(x, u) \mathcal{M}(x, u)+\mathcal{W}(x, u) \frac{\partial}{\partial x}\left(x \frac{\partial}{\partial x}(x \mathcal{M}(x, u))\right) \\
& +2 \mathcal{W}(x, u) \frac{\partial}{\partial x}(x \mathcal{M}(x, u))+2 \mathcal{W}(x, u) \frac{\partial}{\partial x}(x \mathcal{M}(x, u))+2 \mathcal{M}(x, u) \mathcal{W}(x, u) . \tag{20}
\end{align*}
$$

We already computed explicit formulas for $\mathcal{M}(x, u), \boldsymbol{\mathcal { M }}(x, u), \mathcal{W}(x, u)$, and $\mathcal{W}(x, u)$ in Theorems 13 to 15 and 17. Combining those formulas with Equations (17) to (20), we can derive the explicit formula

$$
\mathbb{W}(x, u)=\frac{2 u x^{2}\left((u-1)^{2}(u+1) x^{3}-((u-8) u+1) x^{2}-(u+1) x+1\right)}{\left((u x+x-1)^{2}-4 u x^{2}\right)^{7 / 2}} .
$$

Setting $u=y / x$ and extracting coefficients yields the desired explicit formula for $d^{2}\left(P_{m, k}\right)$.

## 9 Open problems

Comparing the results of Proposition 15 and 17, we get the intriguing equation

$$
\begin{equation*}
\mathcal{W}=2 u x^{2} \mathcal{W}^{4} \tag{21}
\end{equation*}
$$

A direct proof of this would be interesting in itself and could lead to a bijective proof of Theorem 3 via the explicit formula (8). Recall that $\mathcal{W}$ counts pairs of paths where a cell
in the symmetric difference is marked. The connected component where this cell occurs corresponds to a part where the two paths only meet at their beginning and end (this forms a parallelogram polyomino), and the generating function $\mathcal{W}^{2}$ naturally enumerates the rest of the paths. It follows that a bijective proof of (21) reduces to a bijective proof that $\mathcal{W}^{2}$ enumerates the total area of parallelogram polyominoes. The specialization $u=1$ is known [DLNPR04].

As minuscule lattices arise as the weak order on certain maximal parabolic quotients of finite Coxeter groups, it would be interesting to extend our results to other parabolic quotients. Minuscule lattices also appear as certain crystal graphs; one could also ask about the Wiener indices of more general crystals.
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