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Abstract

It is a remarkable fact that for many statistics on finite sets of combinatorial ob-
jects, the roots of the corresponding generating function are each either a complex
root of unity or zero. These and related polynomials have been studied for many
years by a variety of authors from the fields of combinatorics, representation theory,
probability, number theory, and commutative algebra. We call such polynomials
cyclotomic generating functions (CGFs). With Konvalinka, we have studied the
support and asymptotic distribution of the coefficients of severalfamilies of CGFs
arising from tableau and forest combinatorics. In this paper, we survey general
CGFs from algebraic, analytic, and asymptotic perspectives. We review some of
the many known examples of CGFs in combinatorial representation theory; de-
scribe their coefficients, moments, cumulants, and characteristic functions; and give
a variety of necessary and sufficient conditions for their existence arising from prob-
ability, commutative algebra, and invariant theory. As a sample result, we show
that CGFs are “generically” asymptotically normal, generalizing a result of Diaco-
nis on q-binomial coefficients using work of Hwang–Zacharovas. We include several
open problems concerning CGFs.

Mathematics Subject Classifications: 05A16 (Primary), 60C05, 60F05 (Sec-
ondary)

1 Introduction

Many formulas in enumerative combinatorics express the cardinality of a finite set X
as a product or quotient of integers. In many cases of interest, such formulas may be
generalized to q-analogues with a corresponding refined count of X subject to the value
of some statistic on X. Such q-analogues have nonnegative integer coefficients. A classic
example is the q-binomial coefficients, which q-count integer partitions that fit in the
k × (n − k) rectangle according to size for a given pair of nonnegative integers k 6 n.
Here a partition λ = (λ1 > · · · > λj > 0) fits in the rectangle provided j 6 k and each
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λi is a nonnegative integer less than or equal to (n − k). The size of λ is the sum of its
parts, |λ| =

∑
λi. These polynomials can be expressed in two ways,(

n

k

)
q

:=
[n]q!

[k]q![n− k]q!
=

∑
λ⊂k×(n−k)

q|λ|, (1.1)

where [n]q! := [n]q[n − 1]q · · · [1]q is a q-factorial and [n]q := 1 + q + · · · + qn−1 =
(1− qn)/(1− q) is a q-integer. The q-binomial coefficient

(
n
k

)
q

is well known in topology

and geometry as the Poincaré polynomial of the Grassmannian variety Gr(k, n) [Ful97].
Here X may be taken to be the set of Schubert cells of Gr(k, n) and the q-statistic is the
dimension of the cell. Enumerative properties of the coefficients of

(
n
k

)
q

have attracted

attention since the mid 19th century [Syl78]. They are a prime example of unimodality
[O’H90, Zei89].

In this paper, we study the class of such nonzero polynomials with nonnegative inte-
ger coefficients arising as quotients of q-integers from algebraic, analytic, and asymptotic
perspectives. Such polynomials are closely associated with the cyclotomic polynomials
Φn from number theory. See Section 2 for a review of their key properties. Since our ex-
amples all come from q-counting formulas for well-known combinatorial objects and their
associated generating functions, we have chosen to call these polynomials cyclotomic
generating functions or CGFs for short. We begin by stating several equivalent char-
acterizations of this class. See Section 3 for the proof of their equivalence.

Theorem/Definition 1. Suppose f(q) =
∑n

k=0 ckq
k is a nonzero polynomial with non-

negative integer coefficients. The following are equivalent definitions for the polynomial
f to be a cyclotomic generating function (CGF).

(i) (Complex form.) The complex roots of f(q) are all either roots of unity or zero.

(ii) (Kronecker form.) The complex roots of f(q) all have modulus at most 1 and the
leading coefficient is the greatest common divisor of all coefficients of f .

(iii) (Cyclotomic form.) The polynomial f can be written as a positive integer times a
product of cyclotomic polynomials and factors of q.

(iv) (Rational form.) There are multisets {a1, . . . , am} and {b1, . . . , bm} of positive inte-
gers and integers α ∈ Z>0, β ∈ Z>0 such that

f(q) = αqβ ·
m∏
j=1

[aj]q
[bj]q

= αqβ ·
m∏
j=1

1− qaj
1− qbj

.

Moreover, this factorization is unique if the multisets are disjoint.
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(v) (Probabilistic form.) There is a discrete random variable X with probability distri-
bution given by P (X = k) = ck/f(1) such that the following equality in distribution
holds:

X + Ub1 + · · ·+ Ubm = β + Ua1 + · · ·+ Uam ,

where the summands are all independent and β is maximal such that qβ | f(q). Here
Ua is a uniform random variable supported on {0, 1, . . . , a− 1} and α is the greatest
common divisor of all coefficients of f .

(vi) (Characteristic form.) There is a discrete random variable X on a uniform sample
space supported on Z>0 with probability generating function E[qX ] = f(q)/f(1) such
that the scaled characteristic function φX (z) := E[e2πizX ] has complex zeros only at
rational z ∈ Q.

Example 2. Allow us to indulge in a thought experiment. Imagine yourself as Percy
MacMahon at the turn of the last century investigating plane partitions in an x× y× z
box for the first time. These are x× y matrices of nonnegative integers whose entries are
at most z and weakly decrease along rows and columns. For (x, y, z) = (3, 2, 2), you find
there are 50 plane partitions. We have 50 = 2 · 52, and a wide-eyed optimist may hope
for a product formula akin to that for

(
n
k

)
, though cancellations are difficult to uncover.

Plane partitions come with the size statistic, which is the sum of all entries. The size
generating function here is

f(3,2,2)(q) = 1 + q + 3q2 + 4q3 + 6q4 + 6q5 + 8q6 + 6q7 + 6q8 + 4q9 + 3q10 + q11 + q12.

You immediately notice the generating function is monic, palindromic, and even uni-
modal. Ever-optimistic, you try dividing off cyclotomic polynomial factors, which results
in f(3,2,2)(q) = Φ6(q) Φ5(q)

2 Φ4(q)—you’ve found a CGF! Unique factorization as a reduced
quotient of q-integers results in

f(3,2,2)(q) =
[6]q [5]2q [4]q

[3]q [2]2q [1]q
.

We now see that most of the cancellations are “hidden” in the q = 1 specialization 2 · 52.
It is not hard to imagine that further experimentation from here quickly leads you to the
following version of MacMahon’s famous formula,

f(x,y,z)(q) =
x∏
i=1

y∏
j=1

[i+ j + z − 1]q
[i+ j − 1]q

, (1.2)

which for (x, y, z) = (3, 2, 2) yields

f(3,2,2)(q) =
[6]q[5]q[4]q[5]q[4]q[3]q
[4]q[3]q[2]q[3]q[2]q[1]q

.
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Definition 3. Among all CGFs, we focus on the family of basic CGFs with no α or qβ

factors,

f(q) =
m∏
j=1

[aj]q
[bj]q

=
m∏
j=1

1− qaj
1− qbj

. (1.3)

The basic CGF monoid Φ+ is the monoid consisting of all basic CGFs under multipli-
cation.

By the rational form, basic CGFs are always palindromic and monic. They need not
be unimodal in general, e.g.

f(q) = q6 + q4 + q3 + q2 + 1 =
[5]q[6]q
[2]q[3]q

∈ Φ+. (1.4)

In Section 6.1, we study the submonoids Φuni and Φlcc of Φ+ given by cyclotomic generating
functions which are unimodal or log-concave with no internal zeros, respectively.

Testing if a polynomial f ∈ Z>0[q] is in Φ+ may be done by repeatedly dividing off
cyclotomic polynomial factors Φn(q). Note that we have the elementary bounds

√
n/2 6

deg Φn(q) 6 n, so there are only a finite number of basic CGFs of each given degree.
The main reason to study CGFs as a family of polynomials is that they are already

prevalent in the literature. In addition to q-binomial coefficients, the standard q-analogues
of n! using inversions or the major index statistic on permutations and their generaliza-
tions to arbitrary words corresponding to q-multinomial generating functions are CGFs
using MacMahon’s classic formulas. Here are a (Catalan) number of examples from the
literature. We emphasize that this list is not exhaustive.

1. Length generating functions of Weyl groups and their parabolic quotients [BB05].

2. The Hilbert series of all finite-dimensional quotient rings of the form

R := B/(θ1, . . . , θm)

where θ1, . . . , θm is a homogeneous system of parameters in the polynomial ring
B = k[x1, . . . , xm], where deg(θi) = ai and deg(xi) = bi. The ring of invariants of a
finite reflection group has such a Hilbert series. See Section 6.3 for references and
further discussion.

3. A q-analogue of Cayley’s formula coming from the t = q case of the diagonal har-

monics, namely q(
n
2) Hilb(DHn; q, q−1) = [n+ 1]n−1q [Hai03, Thm. 4.2.4].

4. A q-analogue of the Catalan numbers [CWW08].

5. A q-analogue of the Fuß–Catalan numbers for irreducible well-generated complex
reflection groups [KM13, (3.2), Thm. 25].

6. A q-analogue of Narayana numbers [RS18, Thm. 1.10].
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7. A q-analogue of the Hook Length Formula for standard Young tableaux [Sta79,
Prop. 4.11],

8. A q-analogue of the Hook Content Formula for semi-standard Young tableaux
[Sta99, Thm. 7.21.2].

9. A q-hook length formula for linear extensions of forests [BW89].

10. A q-analogue of the Weyl dimension formula for highest weight modules of semisim-
ple Lie algebras [Ste94, Lem. 2.5].

11. The q-analogues of the formulas enumerating alternating sign matrices [RSW14,
p.171], cyclically symmetric plane partitions [MRR82], or totally symmetric plane
partitions [KKZ11].

12. Rank generating functions of Bruhat intervals [id, w] for permutations w indexing
smooth Schubert varieties in the complete flag manifolds [Gas98, GR02]. Similar
results hold in other types as well. See [Slo15] for an extensive overview and recent
results.

13. The statistic baj− inv appeared in the context of extended affine Weyl groups and
Hecke algebras in the work of Iwahori and Matsumoto in 1965 [IM65]. It is the Cox-
eter length generating function restricted to coset representatives of the extended
affine Weyl group of type An−1 mod translations by coroots. Stembridge and Waugh
[SW98, Remarks 1.5 and 2.3] give a careful overview of this topic and further re-
sults. In particular, they prove the corresponding q-analogue of n! is a cyclotomic
generating function. See Zabrocki [Zab03] for the nomenclature and [BKS20a, §4]
for an asymptotic description.

14. Rank generating functions of Gaussian posets and d-complete posets, with con-
nections to Lie theory and order polynomials of posets, [Pro84, PS19, Ste94]. In
recent work, Hopkins has explored general properties of posets with order polyno-
mial product formulas in the context of cyclic sieving and other good dynamical
behavior such as promotion and rowmotion [Hop24]. Furthermore, sometimes there
is an associated cyclic sieving phenomenon associated to these order polynomials.
These well behaved order polynomials are often cyclotomic generating functions.
See also Stanton’s online notes [Sta98] for conjectures related to CGFs generaliz-
ing rank generating functions of Gaussian posets, which he calls “fake Gaussian
sequences”.

Classes of polynomials similar to the class of cyclotomic generating functions have
been studied for roughly a century in other contexts. A polynomial f ∈ C[q] of degree
n is self-inversive if f(q) = αqnf(q−1) where |α| = 1. Equivalently, the zeros of f
are symmetric about the unit circle. Self-inversive polynomials were studied by A. Cohn
[Coh22] a century ago and by Bonsall–Marden [BM52] in the 1950s; they related them to
the complex roots of f ′.
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Kedlaya [Ked08] and Hwang–Zacharovas [HZ15] refer to polynomials with roots all on
the unit circle as root-unitary. Note that basic CGFs are in particular root-unitary with
real coefficients. We will review key details from [HZ15] in Section 2 since they pertain to
our focus on basic CGFs. In particular, they gave an elegant formula for the cumulants of
the real-valued discrete random variables whose probability generating functions are basic
CGFs and a test for asymptotic normality using the fourth cumulants. More recently,
there has been interest in certain polynomials associated to numerical semigroups that
have cyclotomic factorizations [CGSM16, CGSHPM22] and identifying criteria for central
limit theorems for polynomials based on the geometry of their roots in the complex plane
[HST24, MS19b, MS19a].

Another particularly well-known class of polynomials consists of elements of R>0[q]
with all real roots [Brä15, Bre94, Pit97, Sta89]. Stirling numbers of the second kind are the
motivating example [Har67]. A famous asymptotic characterization of their coefficients is
due to Bender.

Theorem 4 ([Ben73, Thm. 2]; see also [Har67]). If Xn is a sequence of real-valued discrete
random variables whose probability generating functions are polynomials fn(q) with all real
roots and standard deviation σn →∞, then Xn is asymptotically normal.

In contrast to Theorem 4, CGF polynomials and their associated random variables
have much more complex limiting behavior. In [BS22], we initiated the study of the
metric space of all standardized CGF distributions in the Lévy metric and their asymptotic
limits. For some families of CGFs, there are statistics that completely characterize their
limiting behavior. Asymptotic normality is one common occurrence. While finding a
complete description of the closure of all CGF distributions is still an open problem [BS22,
Open Problem 1.19], we did show that all uncountably many DUSTPAN distributions
(distributions associated to a uniform sum for t plus a normal distribution) can occur on
the boundary. Furthermore, many more multimodal limiting distributions are possible,
due to the following construction. Given a CGF f(q) and positive integer N , note that
(1 + qN)f(q) remains a CGF. If N is larger than the degree of f(q), the result is a
CGF with two disjoint copies of the distribution of f(q). In this way, valid limits may
be “duplicated” in a fractal pattern. The unimodal and log-concave submonoids of Φ+

are not subject to this construction. We expect the unimodal basic CGFs will have the
simplest limiting behavior.

Towards addressing the problem of characterizing when a limiting sequence of stan-
dardized CGF distributions in the Lévy metric approaches the standard normal distribu-
tion N (0, 1), we present a new criterion in terms of the multisets in the rational presenta-
tion of the CGF polynomials. It is these multisets which have combinatorial significance
in applications. We give a more complete characterization in the special case of polyno-
mials which are products of q-integers, see Theorem 37. This approach builds on the work
of Hwang–Zacharovas [HZ15], but emphasizes the role of the multisets of q-integers in the
numerators. It also generalizes the work of Diaconis [Dia88, pp.128-129] who showed that
the coefficients of a sequence of q-binomials

(
n
k

)
q

are asymptotically normal provided both

k, n− k →∞. See Section 4 on asymptotic considerations for the proof.
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Theorem 5. Let fN(q) =
∏

a∈a(N) [a]q/
∏

b∈b(N) [b]q ∈ Φ+ for N = 1, 2, . . . be a sequence
of basic cyclotomic generating functions expressed in terms of their associated multisets
a(N), b(N). For each N , let XN be the corresponding CGF random variable with E[qXN ] =
fN(q)/fN(1). If

lim sup
N→∞

∑
b∈b(N)(b2 − 1)∑
a∈a(N)(a2 − 1)

< 1 (1.5)

and

lim
N→∞

∑
a∈a(N)

( a

max a(N)

)4
=∞, (1.6)

then X1,X2, . . . is asymptotically normal.

The ratios in (1.5) are related to the variances of the random variables obtained
from sums of uniform random variables associated to the numerators and denominators
respectively. The sum in (1.6) is derived using the fourth cumulant test due to Hwang–
Zacharovas. Hence the appearance of the quadratic and quartic terms. When the limiting
ratio in (1.5) is 1, massive cancellation occurs and obscures the asymptotic behavior. More
careful analysis may still reveal limit laws, such as in the Irwin–Hall case of [BKS20a,
Thm. 1.7].

Example 6. Continuing the plane partition example, suppose we have an infinite se-
quence of triples (xN , yN , zN) for N = 1, 2, . . .. For ease of notation, we will just write
(x, y, z) for a general element in the sequence. In MacMahon’s formula (1.2), we see intu-
itively that the numerator dominates the denominator, which is essentially condition (1.5).
More rigorously, routine calculations show that the ratio (1.5) is the rational function

g(x, y)

g(x, y) + z · (x+ y + z)
, where g(x, y) = (2x2 + 3xy + 2y2 − 7)/6.

When x 6 y 6 z, which may be arranged without loss of generality, and z → ∞, we
use the rational function above to observe (1.5) holds. Similarly we find that (1.6) holds
if y → ∞ as well. Hence with nothing more than basic computer algebra systems and
routine calculations, we find that size on plane partitions in a box is asymptotically normal
if median(x, y, z)→∞, recovering a result from [BS22]. Indeed, this result is sharp in the
sense that, when median(x, y, z) is bounded and z →∞, the possible limits are Irwin–Hall
distributions; see [BS22]. The approach in this example to proving central limit theorems
is a kindred spirit to Zeilberger’s “automatic central limit theorem generator” [Zei09].

Remark 7. While Theorem 5 provides a precise asymptotic conclusion, [MS19a, Thm. 1.4]
states the following quantitative bound after a lengthy technical argument. If f(q) is a
polynomial which is zero-free in the sector {z ∈ C : | arg(q)| < δ} and if X is a random
variable with E[qX ] = f(q)/f(1), then

sup
t∈R
|P(X ∗ 6 t)− P(Z 6 t)| 6 C

δσ
, (1.7)
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where C is an absolute constant and Z is the standard normal random variable. In the
situation of Theorem 5, δ−1 = max a(N)/2π and 12σ2 =

∑
a∈a(N) a2 −

∑
b∈b(N) b2, so (1.7)

becomes

sup
t∈R
|P(X ∗ 6 t)− P(Z 6 t)| 6 C0 max a(N)√∑

a∈a(N) a2 −
∑

b∈b(N) b2
. (1.8)

Using MacMahon’s plane partition formula (1.2), max a(N) = x + y + z − 1 and 12σ2 =
xyz(x + y + z). The right-hand side in (1.8) in this case may then be replaced with

C0

√
x+y+z
xyz

. Note that this expression tends to 0 if and only if median(x, y, z)→∞.

Towards addressing the problem of characterizing all limiting distributions for CGF
random variables, we note the following special property. Roughly speaking, it states that
the converse of the Frechét–Shohat Theorem holds for standardized CGF distributions.
A proof is given in Section 5. The same statement holds with moments replaced by cumu-
lants, and in fact, this paper focuses on the cumulants as the key quantities characterizing
a CGF distribution.

Theorem 8. Let X1,X2, . . . be a sequence of random variables corresponding to cyclotomic
generating functions. Then the sequence of standardized random variables X ∗1 ,X ∗2 , . . .
converges in distribution if and only if for all d ∈ Z>1, the limit of the dth moments of
the random variables

µd := lim
N→∞

µ
X ∗N
d

exists and is finite. In this case, X ∗n ⇒ X where µd = µXd is the dth moment of X , X is
determined by its moments, and the moment-generating function of X is entire.

The paper is organized as follows. In Section 2, we state our notation and give back-
ground details from prior work. In Sections 3 to 5, we describe the algebraic, asymptotic
and analytic properties of basic CGFs, their associated random variables, and charac-
teristic functions. In Section 6, we examine the monoid of basic cyclotomic generating
functions and several of its submonoids including unimodal and log-concave CGFs, CGFs
whose rational form satisfies the Gale order, and CGFs that come from Hilbert series
of polynomial rings modded out by homogeneous systems of parameters. We include
several open problems about cyclotomic generating functions for future work based on
experimentation.

2 Background

2.1 Cyclotomic polynomials

The cyclotomic polynomials are defined for all positive integers n > 1 by

Φn(q) =
∏

16k6n
gcd(k,n)=1

(q − e2πik/n). (2.1)

the electronic journal of combinatorics 31(4) (2024), #P4.4 8



Each nth root of unity e2πik/n is in the cyclic group generated by e2πi/d for d ∈ {1, 2, . . . , n}
where d = n/ gcd(k, n). Thus, for n > 1, we have

qn − 1 =
n∏
k=1

(q − e2πik/n) =
∏
d|n

Φd(q). (2.2)

Since qn − 1 = (q − 1)(1 + q + q2 + · · ·+ qn−1), we have

[n]q = 1 + q + q2 + · · ·+ qn−1 =
∏
1<d|n

Φd(q). (2.3)

Let µ(n) be the classical Möbius function. The Möbius function satisfies the recurrence∑
d|n µ(n/d) = 0 for all n > 1. Therefore, by Möbius inversion, we also have the identities

for cyclotomic polynomials indexed by n > 1,

Φn(q) =
∏
d|n

(qd − 1)µ(n/d) =
∏
d|n

[d]µ(n/d)q . (2.4)

It follows by induction that Φn(q) is monic with integer coefficients.
The cyclotomic polynomials in the product (2.2) are the irreducible factors of (qn− 1)

over the integers. For example, Φ1(q) = q − 1, Φ2(q) = q + 1, Φ3(q) = 1 + q + q2,
Φ4(q) = q2 + 1, and Φ27(q) = q18 + q9 + 1. See [Wik22] or [Coh03, Sect. 7.7] for many
beautiful properties of cyclotomic polynomials including the formula

Φpk(q) =

p−1∑
j=0

qj p
k−1

.

Also, Φp(q) = 1 + q + q2 + · · · + qp−1 = [p]q if and only if p is prime. Note, Φpk(1) = p,
otherwise if n > 1 is not a prime power, then Φn(1) = 1. The number of complex
roots and therefore the degree of Φn(q) is given by Euler’s totient function, ϕ(n), so for
n > 3 the degree of Φn(q) is even and bounded by

√
n/2 6 ϕ(n) 6 n − 1. For n > 2,

the constant term is Φn(0) = 1, and the coefficients are palindromic in the sense that
Φn(q) = qϕ(n)Φn(q−1).

2.2 Probabilistic generating functions and cumulants

We now briefly review the background from probability related to CGFs. See [Bil95] for
more details or [BKS20a, §2] for a review aimed at a combinatorial audience.

The probability generating function of a discrete random variable X supported
on Z>0 is

GX (q) := E[qX ] =
∞∑
k=0

P (X = k)qk.
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If X is a nonnegative-integer-valued statistic on a set S which is sampled uniformly, then
the probability generating function of X as a random variable is the same as the ordinary
generating function of X , up to a scale factor:

GX (q) =
1

#S

∑
s∈S

qX (s).

The moment generating function of X is obtained by substituting q = et above so

MX (t) := E[etX ] = GX (et) =
∞∑
d=0

µd
td

d!
,

where µd := E[X d] is the dth moment. The central moments of X are αd := E[(X−µ)d],
where µ = µ1 is the mean and α2 = σ2 is the variance. The characteristic function of
X is

φX (t) := E[eitX ] = MX (it) = GX (eit).

The characteristic function, for t ∈ R, exists for all random variables and determines the
distribution of X . While moment generating functions in general are less well-behaved, all
of the moment generating functions we will encounter converge in a complex neighborhood
of 0 and the distributions will be determined by their moments.

The cumulant generating function, also known as the second characteristic
function, of X is log φX (t) = logMX (it). The cumulants κ1, κ2, . . . of X are defined to
be the coefficients of the related exponential generating function

KX (t) := logMX (t) = logE[etX ] =
∞∑
d=1

κd
td

d!
.

Cumulants and moments are polynomials in each other and are interchangeable for many
purposes, though cumulants generally have more convenient formal properties. For exam-
ple, for independent random variables X and Y , κX+Y

d = κXd + κYd for all positive integers
d.

The normal distribution with mean µ and standard deviation σ, denoted N (µ, σ) is
central in this work. It is the unique distribution with cumumlants κ1 = µ, κ2 = σ2, and
κd = 0 for all positive integers d > 3.

The cumulants of random variables associated to cyclotomic generating functions have
the following simple, explicit form due to Hwang–Zacharovas. This builds on work of
Chen–Wang–Wang [CWW08, Thm. 3.1] and Sachkov [Sac97, §1.3.1]. From their formula
it is easy to derive the formula for the moments and central moments of CGF random
variables as explained in [BKS20a, §2.3].

Theorem 9. [HZ15, §4.1] Suppose {a1, . . . , am} and {b1, . . . , bm} are multisets of positive
integers such that

f(q) =

∏m
k=1[ak]q∏m
k=1[bk]q

=
n∑
k=0

ckq
k ∈ Φ+,
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so in particular each ck ∈ Z>0 and n =
∑
ak − bk > 0. Let X be a discrete random

variable with P[X = k] = ck/f(1). Then the dth cumulant of X is

κXd =
Bd

d

m∑
k=1

(adk − bdk), (2.5)

where Bd is the dth Bernoulli number (with B1 = 1
2
). Moreover, the dth central moment

of X is

αd =
∑
|λ|=d

has all parts even

d!

zλ

`(λ)∏
i=1

Bλi

λi!

[
m∑
k=1

(
adk − bdk

)]
, (2.6)

and the dth moment of X is

µd =
∑
|λ|=d

has all parts either
even or size 1

d!

zλ

`(λ)∏
i=1

Bλi

λi!

[
m∑
k=1

(
adk − bdk

)]
. (2.7)

Definition 10. Let X1,X2, . . . and X be real-valued random variables with cumulative
distribution functions F1, F2, . . . and F , respectively. We say X1,X2, . . . converges in
distribution to X , written Xn ⇒ X , if for all t ∈ R at which F is continuous we have

lim
n→∞

Fn(t) = F (t).

For any real-valued random variable X with mean µ and variance σ2 > 0, the corre-
sponding standardized random variable is

X ∗ :=
X − µ
σ

.

Observe that X ∗ has mean µ∗ = 0 and variance σ∗2 = 1. The moments and central
moments of X ∗ agree for d > 2 and are given by

µ∗d = α∗d = αd/σ
d.

Similarly, the cumulants of X ∗ are given by κ∗1 = 0, κ∗2 = 1, and κ∗d = κd/σ
d for d > 2.

Definition 11. Let X1,X2, . . . be a sequence of real-valued random variables. We say the
sequence is asymptotically normal if X ∗n ⇒ N (0, 1).

We next describe two standard criteria for establishing asymptotic normality or more
generally convergence in distribution of a sequence of random variables.

Theorem 12 (Lévy’s Continuity Theorem, [Bil95, Theorem 26.3]). A sequence X1,X2, . . .
of real-valued random variables converges in distribution to a real-valued random variable
X if and only if, for all t ∈ R,

lim
n→∞

E[eitXn ] = E[eitX ].
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Theorem 13 (Frechét–Shohat Theorem, [Bil95, Theorem 30.2]). Let X1,X2, . . . be a
sequence of real-valued random variables, and let X be a real-valued random variable.
Suppose the moments of Xn and X all exist and the moment generating functions all have
positive radius of convergence. If

lim
n→∞

µXn
d = µXd ∀d ∈ Z>1, (2.8)

then X1,X2, . . . converges in distribution to X .

By Theorem 12, we may test for asymptotic normality by checking if the standardized
characteristic functions tend pointwise to the characteristic function of the standard nor-
mal. Likewise by Theorem 13 we may instead perform the check on the level of individual
standardized moments, which is often referred to as the method of moments. By the
polynomial relationship between moments and cumulants, we may further replace the
moment condition (2.8) with the cumulant condition

lim
n→∞

κXn
d = κXd . (2.9)

For instance, we have the following explicit criterion.

Corollary 14. A sequence X1,X2, . . . of real-valued random variables on finite sets is
asymptotically normal if for all d > 3 we have

lim
n→∞

κXn
d

(σXn)d
= 0. (2.10)

In fact, the converse of the Frechét–Shohat theorem holds for cyclotomic generating
functions. See Theorem 40 below, which builds on [HZ15, Lem. 2.8]. Furthermore, we
have the following simplified test for asymptotic normality due to Hwang and Zacharovas.

Theorem 15. [HZ15, Thm. 1.1] Let f1(q), f2(q), . . . be a sequence of cyclotomic gen-
erating functions. Let X1,X2, . . . be a corresponding sequence of random variables with
E[qXN ] = fN(q)/fN(1). Then, X1,X2, . . . is asymptotically normal if and only if the stan-
dardized fourth cumulants approach 0,

lim
n→∞

κXn
4

(σXn)4
= 0. (2.11)

2.3 Formal cumulants

We may extend the notions of cumulants and moments to power series even when they do
not necessarily have associated discrete random variables. Suppose that f(q) ∈ R[[q]] is
a formal power series with coefficients in a (commutative, unital) ring R of characteristic
0. If f(1) = 1, one may define the formal cumulants of f by the coefficients in the
expansion of the generating function

log f(et) =
∞∑
d=1

κd(f)
td

d!
(2.12)
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where et :=
∑∞

k=0
tn

n!
∈ R[[t]]. See [PW99] or [BKS20a, §2] for more details. If f is clear

from context, we will often just write κd for κd(f). Similarly, we write µ = κ1(f) and
σ2 = κ2(f). If f(1) 6= 0 is invertible, we use κd(f) := κd(f/f(1)). If R = C, we may also
define the formal characteristic function of f by φf (t) := f(eit)/f(1).

For example, if f(q) =
∏m

k=1[ak]q∏m
k=1[bk]q

∈ Z[[q]], the cumulant formula (2.5) remains valid, so

κd(f) =
Bd

d

(
m∑
k=1

adk −
m∑
k=1

bdk

)
. (2.13)

We also have two factored forms for the formal characteristic function

φf (t) := f(eit)/f(1) =

∏m
k=1[ak]eit/ak∏m
k=1[bk]eit/bk

= e−itµ
m∏
j=1

sinc(ajt/2)

sinc(bjt/2)
, (2.14)

where [a]eit = (1 + eit + e2it + · · ·+ e(a−1)it), sinc(x) := sinx
x

and µ = κ1(f). This coincides
with the actual characteristic function φX (t) when f(q) is a cyclotomic generating function
with corresponding random variable X .

In particular, the formal mean of the cyclotomic polynomial Φn(q) is

µ = κ1(Φn(q)) = B1

∑
k|n

µ(n/k)k = B1 n
∏

p prime
p|n

(
1− 1

p

)
= ϕ(n)/2

for any n > 1 by known formulas of the Möbius function and Euler’s totient function
ϕ(n). Thus, µ is half the degree of Φn(q) as expected by (2.1). More generally, the formal
cumulants of cyclotomic polynomials are closely related to Jordan’s generalization of the
Euler totient formula, given by

Jd(n) = nk
∏

p prime
p|n

(
1− 1

pk

)
.

Lemma 16. The formal cumulants of the cyclotomic polynomials for n > 1 satisfy

κd(Φn(q)) =
Bd

d

∑
k|n

µ(n/k)kd =
Bd

d
Jd(n). (2.15)

Proof. By (2.4), the cyclotomic polynomials for n > 1 can be expressed in rational form
as a ratio of q-integers so one can use (2.13) to compute κd(Φn(q)) = Bd

d

∑
k|n µ(n/k)kd.

This sum factors as ∑
k|n

µ(n/k)kd = nd
∏

p prime
p|n

(
1− 1

pd

)
. (2.16)

Indeed, (2.16) can be easily verified when n is a prime power, and it is straightforward
to check that both sides are multiplicative functions. Thus, the second equality in (2.15)
holds.
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We will use the next corollary which was first noted by Hwang–Zacharovas for root
unitary polynomials. It applies to all polynomials which can be expressed as rational
products of q-integers. The proof relies on (2.13) and the fact that the Bernoulli numbers
Bn vanish for odd n > 1.

Corollary 17. [HZ15, Cor. 3.1] Let f ∈ R>0[q] be any nonzero polynomial such that
all of its complex roots have modulus 1. The corresponding odd cumulants κ2d−1(f) van-
ish after the first. The corresponding even cumulants κ2d(f) alternate in sign to make
(−1)d−1κ2d(f) > 0.

2.4 Generalized uniform sum distributions

Here we recall some of the notation of p-norms, the decreasing sequence space with finite
p-norm, and the generalized uniform sum random variables. See [BS22] for more details.

Definition 18. Let t = (t1, t2, . . .) be a sequence of nonnegative real numbers. For

p ∈ R>1, the p-norm of t is |t|p := (
∑∞

k=1 t
p
k)

1/p
. We also set |t|∞ := supk tk.

The p-norm has many nice properties. It is well-known (e.g. [MV97, Ex. 7.3, p.58])
that if 1 6 p 6 q 6 ∞, then |t|p > |t|q, and that if |t|p < ∞, then limq→∞ |t|q = |t|∞.
Thus, if t is weakly decreasing, |t|∞ = supk tk = t1.

The sequence space with finite p-norm `p := {t = (t1, t2, . . .) ∈ RN
>0 : |t|p < ∞}

is commonly used in functional analysis and statistics. Here we define a related concept
for analyzing sums of central continuous uniform random variables.

Definition 19. The decreasing sequence space with finite p-norm is

˜̀
p := {t = (t1, t2, . . .) : t1 > t2 > · · · > 0, |t|p <∞}.

The elements of ˜̀p may equivalently be thought of as the set of countable multisets
of nonnegative real numbers with finite p-norm. Any finite multiset of nonneg-
ative real numbers can be considered as an element of ˜̀p with finite support by sorting
the multiset and appending 0’s. We write ˜̀

6m for the resulting collection of decreasing

sequences with at most m nonzero entries. The multisets in ˜̀p are uniquely determined by
their p-norms. In fact, any sequence of p-norm values injectively determines the multiset
provided the sequence goes to infinity.

Definition 20. [BS22, §3] A generalized uniform sum distribution is any distribu-
tion associated to a random variable with finite mean and variance given as a countable
sum of independent continuous uniform random variables. Such random variables are
given by a constant overall shift plus a uniform sum random variable

St := U
[
−t1

2
,
t1
2

]
+ U

[
−t2

2
,
t2
2

]
+ · · ·

for some t = (t1, t2, . . .) ∈ ˜̀2.
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The uniform sum random variables have nice cumulant formulas which are similar
to the CGF distributions. It was shown in [BS22, Lem. 3.11] that for d > 2 and t =

(t1, t2, . . .) ∈ ˜̀2, we have

κStd =
Bd

d

∞∑
k=1

(tk)
d =

Bd

d
|t|dd. (2.17)

Theorem 21. [BS22, Thm 3.13] Generalized uniform sum distributions are bijectively

parameterized by R× ˜̀2. In particular, if t,u ∈ ˜̀2 with t 6= u, then St 6= Su. Furthermore,
S∗t = S∗u if and only if t,u differ by a scalar multiple.

It is not known what all the possible limiting distributions of families of CGF polyno-
mials are. By [BS22, Cor. 3.17], we know that all standardized uniform sum distributions
S∗t do occur as limiting distributions coming from the hook length formulas for linear
extensions of forests due to Björner and Wachs [BW89]. In fact, all standardized DUST-
PAN distributions can occur as limits of CGF distributions. These are distributions of
the form St +N (0, σ2), assuming the two random variables are independent, t ∈ ˜̀2, and
σ2 := 1− |t|22/12 ∈ R>0.

3 Algebraic considerations

3.1 Equivalent characterizations of CGFs

One algebraic justification for studying cyclotomic generating functions as a special class
of polynomials is the following classical result of Kronecker from the 1850s. We include a
proof similar to Kronecker’s for completeness. See [Mat10] for further references.

Theorem 22. [Kro57] Suppose f(q) ∈ Z[q] is monic and all of its complex roots have
modulus at most 1. Then the roots of f(q) are each either a root of unity or 0.

Proof. If f(q) =
∏n

j=1(q − zj) for z1, . . . , zn ∈ C, define fk(q) =
∏n

j=1(q − zkj ) for each
positive integer k. The coefficients of fk(q) are elementary symmetric polynomials in the
zkj and each |zkj | 6 1 by hypothesis, so the coefficients of fk(q) are bounded in modulus
by binomial coefficients. These coefficients are also symmetric functions of roots of f , so
they belong to the fixed field of the Galois group of f , namely the base field Q. Since
f is monic, its roots z1, . . . , zn are algebraic integers as are all sums of products of the
zi’s. Therefore, the coefficients of each fk(q) are also algebraic integers, and since the
only algebraic integers in Q are the integers themselves, we observe fk(q) ∈ Z[q]. The list
f1, f2, . . . must thus eventually repeat. We may as well suppose f = f1 is repeated, so
that taking kth powers for some k > 1 permutes the zi’s. Hence, taking kth powers n!
times implies zi = zkn!i for all i, and the result follows.

We now prove the six equivalent characterizations of a CGF from the introduction.
These results follow closely from properties of cyclotomic polynomials reviewed in Sec-
tion 2.
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Proof of Theorem/Definition 1. By the definition of cyclotomic polynomials, (i) ⇔ (iii)
and (iv) ⇒ (i). For (iii) ⇒ (iv), recall the identity for cyclotomic polynomials Φn(q) =∏

d|n(qd − 1)µ(n/d) from (2.4). Furthermore, if Φn(q) is a divisor of f ∈ Φ+, then we can

assume n > 1 since f(1) is positive. By the well-known recurrence
∑

d|n µ(n/d) = 0

for all n > 1, the number of factors in the numerator and denominator of Φn(q) =∏
d|n(qd − 1)µ(n/d) are equal so

Φn(q) =
∏
d|n

(qd − 1)µ(n/d) =
∏
d|n

[d]µ(n/d)q =
m∏
j=1

1− qaj
1− qbj

=
m∏
j=1

[aj]q
[bj]q

(3.1)

for some multisets {a1, . . . , am} and {b1, . . . , bm} of positive integers. Hence (iv) is equiv-
alent to (i) and (iii). The uniqueness claim follows from the uniqueness of polynomial
factorizations.

The equivalence of (i) and (iii) implies (ii) because the cyclotomic polynomials are
all monic. In the other direction, after dividing through by the leading coefficient which
is also the greatest common divisor of all the coefficients by hypothesis, we can assume
f(q) is a monic polynomial with nonnegative integer coefficients. If f(q) also has all of
its complex roots with modulus at most 1, then the roots of f are each either a root of
unity or 0 by Theorem 22. Hence, (ii) implies (i).

The equivalence of (iv) and (v) follows from the polynomial identity

f(q)
m∏
j=1

[bj]q = αqβ ·
m∏
j=1

[aj]q.

Up to a choice of α and β, the equivalence of (i) and (vi) follows since the roots of unity
e2πik/n which are zeros of f(q)/f(1) = E[qX ] are all determined by rational numbers k/n
which give rise to all zeros of E[e2πitX ].

3.2 Rational products of q,qintegers

Consider the general class of rational products of q-integers of the form

f(q) =

∏m
k=1[ak]q∏m
k=1[bk]q

=
∞∑
k=0

ckq
k (3.2)

as formal power series in Z[[q]]. Such rational products include the set of basic CGFs.
We examine several properties of such products.

In the next lemma, we state an explicit formula for the coefficients of the expansion of
(3.2) generalizing work of Knuth for the number of permutations with k 6 n inversions in
Sn in [Knu73, p.16]. See also [Sta12, Ex. 1.124] and [OEI23, A008302], and the application
to standard Young tableaux in [BKS20b]. Here we use(

x

k

)
:=

x(x− 1) · · · (x− k + 1)

k!

the electronic journal of combinatorics 31(4) (2024), #P4.4 16



for all k ∈ Z>0 and x ∈ Z, including x < 0. For all x ∈ Z, define the empty product(
x
0

)
= 1.

Lemma 23. Assume f(q) =
∏m

k=1[ak]q∏m
k=1[bk]q

=
∑

k ckq
k ∈ Z[[q]] for multisets of positive integers

{a1, . . . , am} and {b1, . . . , bm}. Set

Mi := #{k : bk = i} −#{k : ak = i}.

Then, for every k, the coefficient ck is a polynomial in M1, . . . ,Mk given by

ck =
∑
|µ|=k

∏
i>1

mi(µ)>0

(
Mi +mi(µ)− 1

mi(µ)

)
(3.3)

where mi(µ) is the number of parts of µ of size i. Moreover, we may restrict the sum in
(3.3) to only those |µ| = k where for all i > 1, either Mi > 0 or mi(µ) 6 |Mi|.

Proof. By definition, we have after cancellation

f(q) =
∏
Mi 6=0

(1− qi)−Mi .

Equation (3.3) follows using the expansion (1 − qi)−j =
∑∞

n=0

(
j+n−1
n

)
qin, multiplication

of ordinary generating functions, and the fact that
(
x
0

)
= 1. For the restriction, consider

a term indexed by µ with Mi 6 0 and mi(µ) > |Mi| = −Mi. It follows that Mi 6 0 6
Mi +mi(µ)− 1, so that

mi(µ)!

(
Mi +mi(µ)− 1

mi(µ)

)
= (Mi +mi(µ)− 1) · · · (Mi + 2)(Mi + 1)Mi = 0.

Remark 24. The binomial coefficients
(
Mi+mi(µ)−1

mi(µ)

)
appearing in (3.3) are positive when

Mi > 0. When Mi 6 0 and mi(µ) 6 |Mi|, the binomial coefficient is nonzero and has sign
(−1)mi(µ). Thus the negative summands in (3.3) are precisely those for which µ has an
odd number of row lengths i such that Mi 6 0.

Remark 25. In the particular case when f(q) is a basic cyclotomic generating function,
the fact that the expression in (3.3) is nonnegative, symmetric, and eventually 0 is quite
remarkable. Is there a simplification of the expression in (3.3) that would directly imply
nonnegativity of the coefficients for any f(q) ∈ Φ+? Even the case of [n]q! or any of the
examples CGFs mentioned in the Introduction would be of interest.

3.3 Necessary conditions for qinteger ratios to be polynomial

The most obvious necessary and sufficient condition for rational products of q-integers of
the form

f(q) =

∏m
k=1[ak]q∏m
k=1[bk]q

(3.4)
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to yield a polynomial (not necessarily with positive coefficients) is for the multiplicity
of each primitive dth root of unity to be nonnegative. However, both numerator and
denominator can be factored uniquely into cyclotomic polynomials, so the polynomiality
criterion is equivalent to

#{k : ` | ak} > #{k : ` | bk} ∀ ` ∈ Z>2. (3.5)

Example 26. Recall from the introduction that Stanley’s q-analogue of the hook length
formula

qb(λ)
[n]q!∏
c∈λ[hc]q

=
∑

T∈SYT(λ)

qmaj(T ),

gives an important family of cyclotomic generating functions. In this case, the inequality
(3.5) reduces to the fact that the `-quotient of any partition λ with |λ| = n has no more
than bn/`c cells. In particular, this gives a quick proof that [n]q!/

∏
c∈λ[hc]q ∈ Z[q], though

the stronger result that the coefficients are nonnegative is not clear from this approach.
See [Sta79, Prop. 4.11] and [Sta99, Cor. 21.5] for more details and proofs for this equality.
[BKS20a] for

3.4 Necessary conditions for a qinteger ratio to be a CGF

In addition to satisfying the polynomiality conditions in (3.5) and (3.7), what further re-
strictions on {a1, . . . , am} and {b1, . . . , bm} are required for a rational product of q-integers
as in (3.4) to yield a cyclotomic generating function? Say f(q) =

∏m
k=1[ak]q/

∏m
k=1[bk]q =∑

ckq
k. Using the expression for ck in (3.3), ck > 0 and limk→∞ ck = 0 are by definition

necessary and sufficient to prove f(q) ∈ Φ+, though these conditions are difficult to use for
families of such rational products in practice. We will outline some more direct necessary
conditions here. We begin with complete classifications for m = 1, 2.

Lemma 27. A rational product of q-integers [a]q/[b]q is a CGF if and only if b | a.

Proof. If the ratio is a CGF, it must evaluate to a positive integer at q = 1, so b | a is
necessary. It is also sufficient since when b | a, we have [a]q/[b]q = [a/b]qb , which is a
CGF.

Lemma 28. Consider a rational product of q-integers f(q) = [a1]q[a2]q/[b1]q[b2]q.

1. Then, f(q) is a polynomial if and only if

(i) b1 | a1 and b2 | a2; or

(ii) b1 | a2 and b2 | a1; or

(iii) b1, b2 | a1 and gcd(b1, b2) | a2; or

(iv) b1, b2 | a2 and gcd(b1, b2) | a1.

2. If f(q) is a power series with nonnegative coefficients, then a1, a2 ∈ SpanZ>0
{b1, b2}.
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3. Moreover, f(q) ∈ Φ+ if and only if both the divisibility and span conditions hold.

Proof. First suppose f(q) is a polynomial. If either bi = 1, then [1]q = 1 and the conditions
follow easily by (2.3), so assume each bi > 1. By (2.3), Φbi(q) divides [bi]. Since Φbi(q)
appears in the denominator of f(q), it must be canceled in the numerator, forcing bi | a1
or a2 for i = 1, 2. If we do not have cases (i) or (ii), we have the first clause of (iii) or
(iv). Without loss of generality suppose b1, b2 | a1 and gcd(b1, b2) > 1. Then, Φd(q) for
d = gcd(b1, b2) appears twice in the denominator, and so must divide both [a1]q and [a2]q
in order for f(q) to be polynomial, giving d | a2 by (2.3) again.

Conversely, suppose one of (i)-(iv) holds. Then, f(q) is a polynomial if conditions (i)
or (ii) hold by Lemma 27, and (iv) is equivalent to (iii), so it suffices to assume (iii) holds.
Use the cyclotomic expansion of [n]q again from (2.3). Since (iii) holds, every cyclotomic
divisor of either [b1]q or [b2]q but not both is canceled by a cyclotomic divisor of [a1]q,
and every divisor of both [b1]q and [b2]q is canceled by divisors of [a1]q and [a2]q together.
Thus, (1) holds.

The span condition in statement (2) is proved for all basic CGFs in Lemma 30 below.
To prove (3), observe that f(q) ∈ Φ+ implies both the divisibility and span conditions
hold by (1) and (2). Conversely, if any one of the divisibility conditions hold, then f(q)
is a polynomial with integer coefficients. If divisibility conditions (i) or (ii) hold, then
f(q) ∈ Φ+ by Lemma 27, so suppose divisibility condition (iii) and the span condition in
(2) holds. Again the case (iv) is similar.

By canceling out common cyclotomic factors, we may suppose without loss of gen-
erality that gcd(b1, b2) = 1 and that a1 = b1b2. Since a2 ∈ SpanZ>0

{b1, b2}, there exist
positive integers u, v such that a2 = ub1 + vb2. So, we must show that the polynomial
f(q) = [b1b2]q[ub1 + vb2]q/[b1]q[b2]q has nonnegative coefficients.

Given the assumptions above, f(q) may be expressed as

f(q) = (1− qb1b2)(1− qub1+vb2)(1 + qb1 + q2b1 + · · · )(1 + qb2 + q2b2 + · · · ).

Let N(n) = #{x, y ∈ Z>0 : xb1 + yb2 = n}. The coefficient of qn in f(q) is hence

N(n)−N(n− b1b2)−N(n− ub1 − vb2) +N(n− b1b2 − ub1 − vb2).

Let N(n;α, β) = #{α 6 x, β 6 y : xb1 + yb2 = n}. The previous expression becomes

N(n; 0, 0)−N(n; b2, 0)−N(n;u, v) +N(n;u+ b2, v).

Furthermore, let N(n;α, β; δ) = #{α 6 x < α + δ, β 6 y : xb1 + yb2 = n}. Thus, the
expression for the coefficient of qn in f(q) becomes

N(n; 0, 0; b2)−N(n;u, v; b2).

Assume there exist (x0, y0) ∈ Z2 such that x0b1 + y0b2 = n, since otherwise the
coefficient of qn in f(q) is 0. Then, all integer solutions of xb1 + yb2 = n are of the form
x = x0 − tb2, y = y0 + tb1 for some t ∈ Z by the theory of linear Diophantine equations.

the electronic journal of combinatorics 31(4) (2024), #P4.4 19



In particular, there exist unique solutions (x1, y1), (x2, y2) ∈ Z2 with 0 6 x1 < b2 and
u 6 x2 < u + b2. Hence, N(n; 0, 0; b2) = δy1>0 and N(n;u, v; b2) = δy2>v. Since x1 6 x2,
we have y1 > y2 as solutions to the linear equation. Thus, δy2>v = 1 ⇒ δy1>0 = 1.
Therefore, N(n; 0, 0; b2)−N(n;u, v; b2) is nonnegative, which completes the proof.

Example 29. For m = 2, the polynomiality condition alone does not imply nonneg-
ative integer coefficients. For example, [1]q[6]q/[2]q[3]q = Φ6(q) = q2 − q + 1. Here
6 ∈ SpanZ>0

{2, 3}, but 1 is not. For m = 3 and higher, the polynomiality and span
conditions do not imply nonnegative integer coefficients. For example,

[4]q[4]q[15]q
[2]q[3]q[5]q

= q13 + q11 + q10 − q9 + 2q8 + 2q5 − q4 + q3 + q2 + 1. (3.6)

However, we do have the following necessary conditions for basic CGFs related to spans
and sums.

In the next lemma, we will use the big Theta notation for asymptoticly bounding a
function. If f(n) is a function of n, we write f = Θ(g) provided there exist constants
c, d, a function g(n), and a positive integer n0 such that for all n > n0 we have cg(n) 6
f(n) 6 dg(n). Thus, the function g is a reasonable approximation to f for large n. We
will extend the big Theta notation to other families of functions not necessarily indexed
by positive integers if such constants exist.

Lemma 30. If f(q) =
∏m

k=1[ak]q/[bk]q ∈ Φ+, then the following hold.

(i) For each 1 6 k 6 m, ak ∈ SpanZ>0
{b1, . . . , bm}.

(ii) If a1 6 · · · 6 am and b1 6 · · · 6 bm, then a1 > b1 > 1 and am > bm.

(iii) Let X be the random variable corresponding to f(q)/f(1) with mean µ = 1
2

∑m
k=1(ak−

bk) and variance σ2 = 1
6

∑m
k=1(a

2
k − b2k). Then, log σ = Θ(log µ). More precisely,

µ/2 6 σ2 6 µ2.

(iv) We have ∑m
i=1(a

4
i − b4i )

(
∑m

i=1(a
2
i − b2i ))

2 6
5

3
.

(v) For all positive even integers d and d = 1, we have

m∑
k=1

adk >
m∑
k=1

bdk, (3.7)

where the inequality is strict if the polynomial is non-constant. For example, when
d = 1 this inequality is equivalent to noting the degree of f(q) is

∑m
k=1 ak − bk > 0.
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Proof. (i) From the definition of f(q), we have

m∏
k=1

1/(1− qbk) = f(q)
m∏
k=1

1/(1− qak).

The support of the power series
∏m

k=1 1/(1 − qbk) is SpanZ>0
{b1, . . . , bm}. Since f(q) has

nonnegative coefficients and constant term 1, comparing supports gives

SpanZ>0
{a1, . . . , am} ⊂ SpanZ>0

{b1, . . . , bm},

which yields (i).
(ii) From (i), it follows that a1 > min{b1, . . . , bm} = b1. From (3.5) at ` = bm, there is

some ak such that bm | ak 6 am, so bm 6 am.
(iii) The argument in [HZ15, Lem. 2.5] applies here.
(iv) By definition, the kurtosis of X is E[(X−µ

σ
)4]. Jensen’s Inequality for convex

functions gives the inequality of central moments

α2
2 = E[(X − µ)2]2 6 E[(X − µ)4] = α4.

In terms of cumulants, this says κ22 6 κ4 + 3κ22, which simplifies to the stated expression
by (2.5).

(v) The inequality follows directly from the formula for cumulants of a rational product
of q-integers (2.5) and the sign constraints in Corollary 17.

Remark 31. Warnaar–Zudilin [WZ11, Conj. 1] conjecture that a family of inequalities
similar to (3.5) for ratios of q-factorials implies positivity. They prove the conjecture for
q-super Catalan numbers.

Remark 32. One might wonder if f(q) =
∏m

k=1[ak]q/[bk]q ∈ Φ+ implies ak > bk for all k
when sorted as in Lemma 30(ii). However, this is false, though empirically counterexam-
ples are rare. For instance,

[2]q[3]q[3]q[8]q[12]q
[1]q[1]q[4]q[4]q[6]q

= q12 + 2q11 + 2q10 + 2q7 + 4q6 + 2q5 + 2q2 + 2q + 1

is one of only three counterexamples with 5 q-integers in the numerator and denominator
and maximum entry 6 14, out of 956719 cyclotomic generating functions satisfying these
conditions. On the other hand, we propose the following.

Conjecture 33. Suppose f(q) =
∏m

k=1[ak]q/[bk]q ∈ Φ+, a1 6 · · · 6 am, b1 6 · · · 6 bm.

Then
∑`

k=1 ak >
∑`

k=1 bk and
∑m

k=` ak >
∑m

k=` bk for all `. That is, {a1, . . . , am} (weakly)
majorizes {b1, . . . , bm} from both sides.

The majorization inequalities hold for ` = 1 by Lemma 30(ii) and ` = m by (3.7).
These majorization inequalities have also been checked for multisets with 7 elements

and largest entry at most 15. Out of the
(
15+7−1

7

)2
= 13521038400 pairs of multisets,
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70653669 or roughly 0.5% yield cyclotomic generating functions. Of these, 2713 do not
satisfy ak > bk for all k, or roughly 0.004% of the cyclotomic generating functions. Each
of these nonetheless satisfy the majorization inequalities in Conjecture 33. Moreover,
Conjecture 33 holds for all f of degree 6 42, of which there are 10439036. Finally, the
majorization condition is preserved under multiplication.

Remark 34. The affirmative answer to Conjecture 33 together with Karamata’s inequal-
ity would give

∑`
k=1 ψ(ak) >

∑`
k=1 ψ(bk) and

∑m
k=` ψ(ak) >

∑m
k=` ψ(bk) for every non-

decreasing convex function ψ : [1,∞) → R, in particular strengthening (3.7) and leading
to more necessary conditions for CGFs.

3.5 CGFs with a fixed denominator

In a different direction, one may fix the denominator
∏m

k=1[bk]q and consider which nu-
merators

∏m
k=1[ak]q yield cyclotomic generating functions. Fixing the multiset B =

{b1, . . . , bm}, let GB be the graph whose vertices are multisets {a1, . . . , am} for which∏m
k=1[ak]q/[bk]q ∈ Φ+ and two vertices are connected by an edge if their multisets differ

by a single element.

Lemma 35. Fix a multiset B = {b1, . . . , bm} of positive integers. Suppose {a1, . . . , am}
and {a′1, . . . , a′m} are multisets of positive integers such that both

∏m
k=1[ak]q/[bk]q and∏m

k=1[a
′
k]q/[bk]q ∈ Φ+ are cyclotomic generating functions. Then there exists a multiset

{h1, . . . , hm} of positive integers such that for all 1 6 i 6 m,∏i
k=1[hk]q

∏m
k=i+1[ak]q∏m

k=1[bk]q
∈ Φ+ and

∏i
k=1[hk]q

∏m
k=i+1[a

′
k]q∏m

k=1[bk]q
∈ Φ+.

Proof. By long division, one may observe [xy]q/[y]q = [x]qy ∈ Φ+. So, we may replace
any [ak]q in the numerator of a cyclotomic generating function with [`ak]q for any positive
integer ` and get another cyclotomic generating function. Hence, defining hk = aka

′
k for

1 6 k 6 m has the desired property.

Corollary 36. The graph GB is nonempty, connected and has diameter at most 2m.

4 Asymptotic considerations

Given a sequence of cyclotomic generating functions and their corresponding random
variables, we can put their distributions in one common frame of reference by standard-
izing them to have mean 0 and standard deviation 1. Under what conditions does such a
sequence converge? Can we classify all possible standardized limiting distributions of ran-
dom variables coming from CGFs? Both problems have been completely solved for certain
families of CGFs coming from q-hook length formulas, but the complete classification is
not known, see [BS22, Open Problem 1.19]. In several “generic” regimes, they are asymp-
totically normal [BKS20a, Thm. 1.7], [BS22, Thm. 1.13]. In mildly degenerate regimes,
they are related to independent sums of uniform distributions [BS22, Thm. 1.8]. Our aim
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in this section is to give another “generic” asymptotic normality criterion for sequences
of CGFs, which is sufficient to quickly identify the limit in many cases of interest.

Throughout the rest of the section, we will use the following notation. Let a(N) and
b(N) for N = 1, 2, . . . denote two sequences of multisets of positive integers of the same
size. By Lemma 30(ii), we can always assume the values in a(N) are strictly greater
than 1. The multisets b(N) may contain 1’s in order to have the same size as a(N).
Let fN(q) =

∏
a∈a(N) [a]q/

∏
b∈b(N) [b]q, and let XN be the random variable associated to

E[qXN ] = fN(q)/fN(1). We will denote the dth moment and cumulant of XN by µ
(N)
d

and κ
(N)
d for N = 1, 2, . . . respectively. Similarly, the standard deviation and mean of XN

are denoted by σ(N) and µ(N). Recall the notation for uniform sum distributions St and
p-norms from Section 2.4.

Theorem 37. Let a(N) be a sequence of multisets of positive integers where a > 2 for each
a ∈ a(N). Let fN(q) =

∏
a∈a(N) [a]q and XN be the associated sequence of CGF polynomials

and random variables.

(i) The sequence of random variables X1,X2, . . . is asymptotically normal if∑
a∈a(N)

( a

max a(N)

)4
→∞. (4.1)

(ii) Suppose the cardinality of the multisets a(N) is bounded by some m and max a(N) →
∞. Then X ∗1 ,X ∗2 , . . . converges in distribution if and only if the rescaled multisets

a(N)/|a(N)|2 ∈ ˜̀6m converge pointwise to some multiset t ∈ ˜̀6m in the sense of
[BS22, §3.2]. In that case, the limiting distribution is the standardized uniform sum
S∗t .

(iii) Suppose the cardinality of a(N) is bounded and max a(N) is also bounded. Then
X ∗1 ,X ∗2 , . . . converges in distribution if and only if a(N) is eventually a constant mul-
tiset.

Proof. The polynomial fN(q) =
∏

a∈a(N) [a]q can also be expressed in rational form as
=
∏

a∈a(N) [a]q/[1]q. Thus, we obtain the corresponding sequence of multisets b(N) =
(1, 1, . . . , 1) from the denominators where the size of b(N) equals the size of a(N) as mul-
tisets. By Theorem 9 and the scaling property of cumulants, the standardized cumulants
of XN are given by

(κ
(N)
d )∗ =

κ
(N)
d

(σ(N))d/2
=

Bd

d

∑
a∈a(N)(ad − 1)(

B2

2

∑
a∈a(N)(a2 − 1)

)d/2 . (4.2)

Since a > 2 for all a ∈ a(N), 1
2
ad 6 ad − 1 6 ad, so ad − 1 = Θ(ad) uniformly. Hence for

d > 2 even,

(κ
(N)
d )∗ = Θ

( ∑
a∈a(N) ad

(
∑

a∈a(N) a2)d/2

)
= Θ

(
|a(N)|dd
|a(N)|d2

)
= Θ

(
|a(N)|d
|a(N)|2

)d
.
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Therefore by Theorem 15, asymptotic normality is equivalent to |a(N)|4/|a(N)|2 → 0,
or equivalently

|a(N)|2
|a(N)|4

→∞.

By [BS22, (3.7)],

|a(N)|4 6 |a(N)|1/2∞ |a(N)|1/22 .

Hence, squaring both sides and rearranging the factors we have

|a(N)|4
|a(N)|∞

6
|a(N)|2
|a(N)|4

.

Thus, |a(N)|4/|a(N)|∞ →∞ implies asymptotic normality. By Definition 18(
|a(N)|4/|a(N)|∞

)4
=
∑
a∈a(N)

( a

max a(N)

)4
so (i) holds.

For (ii), let â(N) :=
√

12 · a(N)/|a(N)|2 be the rescaled multiset such that Sâ(N) is
standardized for each N according to (2.17). Since |a(N)|2 > |a(N)|∞ := max a(N) → ∞,
we have by (4.2) that

(κ
(N)
d )∗ =

Bd

d

∑
a∈a(N)(ad − 1)(

B2

2

∑
a∈a(N)(a2 − 1)

)d/2
∼

Bd

d

∑
a∈a(N)(a/|a(N)|2)d(

B2

2

∑
a∈a(N)(a/|a(N)|2)2

)d/2 =
Bd

d(
B2

2

)d/2 |â(N)|dd
|â(N)|d/22

.

Here and elsewhere we write f(N) ∼ g(N) to mean limN→∞ f(N)/g(N) = 1. This last
expression is the dth cumulant of Sâ(N) by (2.17). Therefore, by the cumulant version of
Theorem 13 and Theorem 40, we know X ∗1 ,X ∗2 , . . . converges in distribution if and only if
the sequence Sâ(N) converges in distribution, and to the same limit. By [BS22, Thm. 1.15],
Sâ(N) converges in distribution if and only if the multisets â(N) converge pointwise in
the sense of [BS22, §3] to some t ∈ ˜̀

2, with limiting distribution St + N (0, σ2) where
σ =

√
1− |t|22/12. Since the cardinality of a(N) is bounded, |â(N)|22 = 12 for each N , so

|t|22 = limN→∞ |a(N)|22 = 12. This implies σ = 0 by definition, so the limiting distribution
of the standardized random variables X ∗N is just the standardized generalized uniform sum
St = S∗t as given in the statement.

For (iii), if both the cardinality of a(N) and |a(N)|∞ are bounded, there are only finitely
many possible choices for a(N). Hence, convergence in distribution happens if and only if
the sequence a(N) is eventually constant.

Building on the case of finite products of q-integers above, we can now address the
characterization of asymptotic normality for basic CGFs stated in the introduction. In-
tuitively, the idea is that if the numerator of the rational form of the CGF leads to
asymptotic normality, then the rational form does as well since it is dominated by its
numerator.
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Proof of Theorem 5. Observe that for any positive integer n, the polynomial [n]q/n is the
probability generating function of a discrete uniform random variable Un supported on
{0, 1, . . . , n−1}. LetAN =

∑
a∈a(N) Ua and BN =

∑
b∈b(N) Ub denote the CGF distributions

corresponding to the numerator and denominator of fN(q) =
∏

a∈a(N) [a]q/
∏

b∈b(N) [b]q. By
Theorem 9, σ2

AN
= 1

12

∑
a∈a(N)(a2 − 1) and σ2

BN = 1
12

∑
b∈b(N)(b2 − 1).

Let cN := σBN/σAN
, so each cN > 0. By the hypothesis in (1.5),

lim sup
N→∞

c2N = lim sup
N→∞

∑
b∈b(N)(b2 − 1)∑
a∈a(N)(a2 − 1)

< 1.

Recall that convergence in distribution of real-valued random variables can be metrized
using the Lévy metric. Therefore, it suffices to show that every subsequence of X1,X2, . . .
itself has an asymptotically normal subsequence. Hence, without loss of generality, we
may assume that the sequence cN converges to some 0 6 c < 1.

By construction, we have the following equality in distribution:

XN + BN = AN , (4.3)

where all summands are independent. It follows from independence that

σ2
XN

= σ2
AN
− σ2

BN .

By standardizing random variables and simplifying (4.3), we have

X ∗N
√

1− c2N + B∗N cN = A∗N . (4.4)

In terms of characteristic functions, (4.4) gives

φX ∗N (t) =
φA∗N

(
t /
√

1− c2N
)

φB∗N

(
t cN/

√
1− c2N

) . (4.5)

Since the hypothesis in (1.6) implies (4.1) holds, Theorem 37 says the sequence AN is
asymptotically normal, so by Lévy’s continuity Theorem 12,

lim
N→∞

φA∗N (t) = exp(−t2/2)

for all t ∈ R. This convergence is in fact uniform on bounded subsets of R (see e.g. [Bil95,
Exercise 26.15(b)]). Consider the cases for 0 6 c < 1.

(i) Suppose c > 0. By Lemma 30(ii), we have |b(N)|∞ 6 |a(N)|∞. This observation and
the fact that c > 0 imply that (1.6) holds with a(N) replaced by b(N). Hence

lim
N→∞

φB∗N (t) = exp(−t2/2).

Since c < 1 and convergence is uniform on bounded subsets, (4.5) gives

lim
N→∞

φX ∗N (t) =
exp(−t2/2(1− c2))

exp(−t2c2/2(1− c2))
= exp(−t2/2).

Therefore, by Lévy’s continuity theorem again, X1,X2, . . . is asymptotically normal.
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(ii) Suppose c = 0. Note that the variance of B∗NcN is c2N and the mean is 0. Hence, cN →
c = 0 implies B∗NcN converges to the constant random variable 0 by Chebyshev’s
Inequality. Thus,

lim
N→∞

φB∗N cN (t) = 1,

and the result follows from (4.5) and the calculations from the previous case.

Example 38. Consider a sequence of q-binomial coefficients

fN(q) =

(
n

k

)
q

=
k∏
j=1

[n− k + j]q
[j]q

where k, n represent sequences indexed byN . Assume both k and n−k approach infinity as
N →∞. In the notation of the proof above, we have AN =

∑k
j=1 Un−k+j, BN =

∑k
j=1 Uj,

and

c2N =
σ2
BN
σ2
AN

=

∑k
j=1 j

2 − 1∑n
j=n−k+1 j

2 − 1
∼ k3

n3 − (n− k)3
=

(k/n)3

1− (1− k/n)3
.

Let x = k/n. Since both k, n− k →∞ as N →∞, we may suppose k 6 n− k for all N
since we can replace k with n − k if necessary without changing fN(q), so 0 6 x 6 1/2.
It is easy to check that x3/(1− (1− x)3) 6 1/7 for 0 6 x 6 1/2, so that (1.5) holds. We
also see

∑n
j=n−k+1 j

4

n4
∼ n5 − (n− k)5

n4

=
k(5n4 − 10n3k + 10n2k2 − 5nk3 + k4)

n4

= k(5− 10x+ 10x2 − 5x3 + x4),

so (1.6) holds as k →∞ since (5− 10x+ 10x2− 5x3 + x4) is positive for all real values in
the range 0 6 x 6 1/2. Thus, Theorem 5 applies to show the sequence of CGF random
variables corresponding to fN(q) is asymptotically normal provided k, n − k → ∞. The
details of this calculation are left implicit in [Dia88].

5 Analytic considerations

In this section, we consider the problem of classifying all standardized CGF distribu-
tion via analytic considerations of their characteristic functions φX ∗(t) and their second
characteristic functions, log φX ∗(t). Given the many different characterizations of CGFs
introduced in Theorem/Definition 1, we have a rich set of tools for studying these com-
plex functions. In particular, we will show that the limiting standardized characteristic
functions are entire, see Corollary 41. This allows us to complete the proof of Theorem 8.
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We begin by spelling out the connections between the CGFs in rational and cyclotomic
form with the first and second (standardized) characteristic functions.

Recall from Section 2.2 that for any CGF f(q) with corresponding random variable
X , we have E[qX ] = f(q)/f(1), so the characteristic function of X is

φX (t) := E[eitX ] = f(eit)/f(1),

and the cumulant generating function of X is

log φX (t) = logE[eitX ] =
∞∑
d=1

κd(f)
(it)d

d!
.

Furthermore, κd(f) = 0 for d > 1 odd, µ = κ1(f) is the mean of X and σ2 = κ2(f) is its
variance.

Note, both f(q) and αqβf(q) for positive integers α, β give rise to the same stan-
dardized random variable X ∗ so in order to study all standardized CGF distributions, it
suffices to assume f(q) ∈ Φ+. Thus, if f(q) = Φi1(q)Φi2(q) · · ·Φik(q) =

∏k
j=1

[aj ]q
[bj ]q

, then

we can extend the corresponding characteristic function to the complex plane by setting

φX (z) = f(eiz)/f(1) = Φi1(eiz)Φi2(eiz) · · ·Φik(eiz)/f(1) =
k∏
j=1

[aj]eiz

[bj]eiz
(5.1)

and

φX ∗(z) = E[eizX
∗
] = E[eiz(X−µ)/σ] = e−izµ/σE[eizX/σ] (5.2)

= e−izµ/σf(eiz/σ)/f(1) = e−izµ/σφX (z/σ).

Furthermore, we have a convergent power series representation of the cumulant generating
function which can be expressed in terms of the multisets in the rational form of f(q) as

log φX ∗(z) =
∞∑
d=1

(−1)dκ∗2d(f)
z2d

(2d)!
(5.3)

=
∞∑
d=1

(−1)d
(

B2d

∑m
k=1(a

2d
k − b2dk )

2d((B2/2)
∑m

k=1(a
2
k − b2k))d

)
z2d

(2d)!

since κ∗2d(f) = κ2d(f)/κ2(f)d and κd(f) is given by (2.5) for all positive integers d. Fur-
thermore, (−1)dκ∗2d(f) is a non-positive real number by Corollary 17.

5.1 CGF characteristic functions

Consider the set of standardized characteristic functions of random variables associated
to cyclotomic generating functions. As mentioned above, it suffices to consider only basic
CGFs, so consider the set of all standardized CGF characteristic functions on the complex
plane,

CCGF := {φX ∗(z) : E[qX ] = f(q)/f(1) for f(q) ∈ Φ+}.
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We first show that CCGF is a normal family of continuous functions. This means that
every infinite sequence (φX ∗N (z) : N = 1, 2, . . . ) in CCGF contains a subsequence which
converges uniformly on compact subsets of C.

Theorem 39. The set CCGF is a normal family of entire functions.

Proof. Given φX ∗(z) ∈ CCGF, let f(q) ∈ Φ+ be the associated CGF, and let X be the
corresponding random variable with E[qX ] = f(q)/f(1), mean µ and standard deviation
σ. Let f̃(q) = q−µf(q)/f(1) ∈ R>0[q

±1/2]. Then, by (5.2)

φX ∗(z) = e−izµ/σf(eiz/σ)/f(1) = f̃(eiz/σ). (5.4)

Thus, since f(q) ∈ Φ+ is a finite product of cyclotomic polynomials, φX ∗(z) is a finite
sum of products of exponential functions by (5.1) and (5.2), hence it is entire.

From Montel’s theorem in complex analysis, CCGF is a normal family of entire functions
if and only if it is bounded on all complex disks |z| 6 R. Hence we will bound |φX ∗(z)|
in terms of R. Note that f(q) = 1 if and only if σ = 0 by Lemma 30(iii), in which case
φX ∗(z) = 1 is bounded by any function greater than 1. So, we will assume f(q) is not
constant and σ > 0. By [HZ15, Lem. 2.8], for all real t > 0,1

E[etX
∗
] 6 exp

(
3

2
t2e2t/σ

)
. (5.5)

Since E[ezX
∗
] = φX ∗(−iz), we can use this inequality to bound |φX ∗(z)| for all complex

|z| 6 R as follows.
For all |z| 6 R, we claim that |f̃(eiz/σ)| 6 2f̃(eR/σ). Indeed, since f(q) ∈ Φ+, we have

f̃(q) =
∑N

k=−N akq
k/2 for ak > 0 satisfying ak = a−k. Therefore,∣∣∣f̃(eiz/σ)

∣∣∣ =

∣∣∣∣∣
N∑

k=−N

ake
izk/2σ

∣∣∣∣∣ 6∑
k

ak
∣∣eizk/2σ∣∣ =

∑
k

ake
Re(izk/2σ)

6
∑
k

ake
R|k|/2σ 6

∑
k

ak(e
Rk/2σ + e−Rk/2σ) =

∑
k

ake
Rk/2σ +

∑
k

a−ke
−Rk/2σ

= 2f̃(eR/σ).

By Lemma 30(iii), σ2 > 1/4 is bounded away from 0 since we assumed f(q) is not constant.
Therefore, by the claim, (5.4), and (5.5), we have the required uniform bound

|φX ∗(z)| = |f̃(eiz/σ)| 6 2f̃(eR/σ) = 2φX ∗(−iR) = 2E[eRX
∗
] 6 2 exp

(
3

2
R2e8R

)
.

Theorem 40 (Converse of Frechét–Shohat for CGFs). Suppose X1,X2, . . . is a sequence
of random variables corresponding to cyclotomic generating functions such that X ∗n ⇒ X
for some random variable X . Then X is determined by its moments and, for all d ∈ Z>1,

lim
n→∞

µ
X ∗n
d = µXd .

1[HZ15, Lem. 2.8] is incorrectly stated for all t ∈ R, though one of the last steps in the argument requires
t > 0.
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Proof. By Theorem 39, we may pass to a subsequence and assume φX ∗n (z) converges
uniformly on compact subsets of C. Hence, they converge to an entire function φ(z).
On the other hand, by Lévy continuity, φX ∗n (t) → φX (t) pointwise for all t ∈ R. Thus,
φX (t) = φ(t) for t ∈ R.

A priori, a characteristic function φX (t) := E[eitX ] exists only for t ∈ R. However, in
this case we have an entire function φ(z) which coincides with φX (z) for all z ∈ R. By
[Luk70, Thm. 7.1.1, pp.191-193], agreement on the real line suffices to show φX (z) exists
and agrees with φ(z) for all z ∈ C. Since φ(z) is entire, it can be represented by a power
series that converges everywhere in the complex plane. Hence, the moment-generating
function E[etX ] = φX (−it) = φ(−it) exists for all t ∈ R and it can be expressed as a
convergent power series with finite coefficients. Hence X has moments of all orders and
is determined by its moments by [Bil95, Thm. 30.1].

Corollary 41. If X1,X2, . . . is a sequence of CGF random variables and X ∗n ⇒ X , then
φX (z) is entire.

We may now prove Theorem 8 from the introduction.

Proof of Theorem 8. Suppose X ∗N ⇒ X converges in distribution. Then the result follows

by Theorem 40. Conversely, suppose limN→∞ µ
X ∗N
d exists and is finite for all d ∈ Z>1.

By Theorem 39, we may pass to a subsequence on which φX ∗N (z) converges uniformly on
compact subsets of C. The limiting entire function φ(z) then has power series coefficients

determined by the µd := limN→∞ µ
X ∗N
d , so the limit is independent of the subsequence we

passed to and limN→∞ φX ∗N (t) = φ(t) for all t ∈ R. Moreover, φ(t) is continuous at 0, so
there exists X such that X ∗N ⇒ X by [Bil95, Cor. 26.1].

5.2 Formal cumulants and cumulant generating functions

Recall formal cumulants from Section 2.3. The formal cumulants of cyclotomic polyno-
mials have the following explicit growth rate.

Lemma 42. For each fixed d > 1, the formal cumulants of the cyclotomic polynomials
for n > 1 satisfy

(2d)!

d

( n
2π

)2d
6 |κ2d| 6

|B2d|n2d

2d
. (5.6)

Proof. The upper bound in (5.6) is clear from the factored form of the Jordan totient
formula in (2.15). For the lower bound, the Euler product for the Riemann zeta function
is ∏

p prime

(1− p−s) =
1

ζ(s)
.

See [Wik23] for a sketch of the proof. Applying the expression for the zeta function at
positive even integers gives

|κ2d|
n2d

=
|B2d|
2d

∏
p prime
p|n

(1− p−2d)
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>
|B2d|
2d

1

ζ(2d)

=
|B2d|
2d

2(2d)!

(2π)2d|B2d|

=
1

d

(2d)!

(2π)2d
.

While cyclotomic generating functions are typically given in rational form, Lemma 16
allows their cumulants to be described in terms of the cyclotomic form as follows. One
may for instance use Example 26 to describe the q-hook formula in cyclotomic form
combinatorially.

Corollary 43. If f(q) =
∏k

j=1 Φnj
(q), then for each d > 1 we have

κ2d(f(q)) =
k∑
j=1

κ2d(Φnj
(q)) =

k∑
j=1

B2d

2d
n2d
j

∏
p prime
p|nj

(
1− 1

p2d

)

and uniformly

|κ2d(f(q))| = Θ

(
k∑
j=1

n2d
j

)
.

The asymptotic behavior of sequences of CGF random variables can be determined
by their standardized cumulant generating function. For instance, X1,X2, . . . is asymp-
totically normal if and only if the corresponding sequence of standardized cumulants
(κ

(N)
d )∗ → 0 for all d > 3 as N → ∞, in which case by (5.3), log φX ∗N (t) → −t2/2 for all

t ∈ R as N →∞. Standardized second characteristic functions of CGFs are particularly
well-behaved in the following sense.

Proposition 44. Let X be a random variable corresponding to a cyclotomic generating
function. Then the standardized cumulant generating function log φX ∗(z) is analytic in
the complex disk |z| <

√
2. Furthermore, for real values −

√
2 < t <

√
2 we have

log φX ∗(t) 6 −
t2

2
= log φN (0,1)(t). (5.7)

Proof. By Theorem 39, φX (z) is entire, so the singularities of log φX (z) come about from
the zeros of φX (z). To determine the zeros, it suffices to assume X is determined by

f(q) =
∏m

k=1[ak]q∏m
k=1[bk]q

∈ Φ+ since the results pertain to the standardized random variable

corresponding to X . Furthermore, since φX (z) = 1 if f(q) = 1, which satisfies both
claims, we may assume that m = max{ak} > 1 and m does not appear in the denominator
multiset. Hence, Φm(q) is a factor of f(q). Furthermore, from the product formula (2.14),
we observe that the closest zero of φX (z) = f(eiz) to the origin occurs at z = 2π/m. Hence
φX (z) is analytic on the simply connected domain |z| < 2π/m, so log φX (z) is analytic on
the disk |z| < 2π/m.
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By (5.2), φX ∗(z) = e−iµz/σφX (z/σ), where µ = κ1(f) and σ2 = κ2(f) are the mean and
variance of X . Therefore, to prove log φX ∗(z) is analytic in the complex disk |z| <

√
2, it

suffices to show that |z| <
√

2 implies
∣∣ z
σ

∣∣ < 2π/m.
Since Φm(q) is a factor of f(q), we have 0 < κ2(Φm) 6 σ2 by Lemma 42 and Corol-

lary 43. By the lower bound in (5.6),
√
κ2(Φm) > m

π
√
2
. Hence if |z| <

√
2,∣∣∣ z

σ

∣∣∣ < √
2

m/π
√

2
=

2π

m

as required.
To prove the “furthermore” statement, we use the expansion

log φX ∗(z) = −
∑
d>1

(−1)d−1κ2d
(2d)!

( z
σ

)2d
(5.8)

to compute log φX ∗(t) for real −
√

2 < t <
√

2. The inequality (5.7) comes from truncating
this power series expansion after the first term and applying Corollary 17 to see that all
terms on the right side are nonpositive.

6 CGF monoids and related open problems

As mentioned in Definition 3, the set of basic cyclotomic generating functions forms a
monoid under multiplication, Φ+. We also consider the larger monoid generated by all
cyclotomic polynomials. Since many families of polynomials of interest are also either
unimodal or log-concave with no internal zeros, we consider these submonoids as well,
together with another variant using the Gale order on multisets. We conclude with a
monoid associated to Hilbert series of polynomial rings quotiented by regular sequences
and several open problems.

6.1 Basic, unimodal, and log-concave CGF monoids

Definition 45. The cyclotomic monoid is the monoid Φ± generated by the cyclotomic
polynomials under multiplication, graded by polynomial degree. The polynomials in Φ±

can have both positive and negative integer coefficients. Recall that the basic CGF monoid
is the submonoid Φ+ of Φ± consisting of all basic cyclotomic generating functions, which
is clearly closed under multiplication.

Similarly, let Φuni and Φlcc denote the submonoids of Φ+ given by cyclotomic generating
functions which are unimodal or log-concave with no internal zeros, respectively. These
properties are preserved under multiplication [Sta89, Prop. 1-2].

Lemma 46. We have Φlcc ⊂ Φuni ⊂ Φ+ ⊂ Φ±, and for each monoid M in {Φlcc,Φuni,
Φ+,Φ±} the following facts hold.

(i) Each M has a unique minimal set of generators under inclusion, namely the set of
irreducible elements x ∈M where x = yz for y, z ∈M implies y = 1 or z = 1.
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(ii) There are only a finite number of polynomials in M of any given degree n.

(iii) Each M cannot be generated by a finite subset.

(iv) Any element 1 6= f ∈ Φ+ has a cyclotomic factor of the form Φpk(q) for some prime
p.

(v) A cyclotomic polynomial Φn(q) is in Φ+ if and only if n is a prime power.

(vi) Any f ∈ Φ+ with odd degree has Φ2(q) as a factor.

Proof. The list of inclusions follows directly from the definitions and the fact that log-
concave polynomials with no internal zeros are always unimodal. Property (i) follows
easily from classical factorization in C[q] and the fact that every polynomial in Φ± is
monic. For (ii), the M = Φ± case follows from the fact that Euler’s totient function has
finite fibers, and the rest are submonoids. For (iii), note that [n]q ∈M for each suchM,
and [n]q has primitive nth roots of unity as roots, so as n→∞ a finite set of generators
cannot yield all [n]q.

For (iv), first note that f(1) > 1 6= 0 for f ∈ Φ+, so Φ1(q) = q − 1 is not a factor of
f . Further recall that Φn(0) = Φn(1) = 1 for n > 2 not a prime power. Hence, if f had
no factors of the form Φpk(q), we would have f(0) = f(1) = 1, forcing f(q) = 1 since the
coefficients of f are nonnegative. The forwards implication in (v) is given by (iv), and
the backwards implication follows from the fact that

Φpk(q) = 1 + qp
k

+ q2p
k

+ · · ·+ q(p−1)p
k ∈ Φ+.

Finally, for (vi), ϕ(n) is even for all n > 3, so any product of cyclotomic polynomials of
odd degree must contain Φ2.

Example 47. We have

Φ5(q)Φ6(q) = (q4 + q3 + q2 + q + 1)(q2 − q + 1)

= q6 + 0q5 + q4 + q3 + q2 + 0q1 + 1 ∈ Φ+ − Φuni.

Consequently, Φ5(q)Φ6(q) is irreducible in Φ+ and hence belongs to its minimal set of
generators. The smallest degree polynomial in Φuni − Φlcc is

Φ3(q)Φ4(q) = q4 + q3 + 2q2 + q1 + 1.

Intuitively, multiplying by Φp(q) = 1 + q+ · · ·+ qp−1 for p prime tends to smooth out
chaotic coefficients. Computationally, it appears to be necessary to include such a factor
in unimodal or log-concave CGFs. More precisely, we conjecture the following analogue
of Lemma 46(iv), which has been checked up to degree 50.

Conjecture 48. Any element 1 6= f ∈ Φuni has a cyclotomic factor of the form Φp(q) for
some prime p.
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In 1988, Boyd–Montgomery [BM90] described some of the properties of the cyclotomic
monoid Φ±n . In particular, they showed that log |Φ±n | ∼

√
105ζ(3)n/π. This result is

attributed to Vaclav Kotesovec in [OEI23, A120963], but no citation is given. One could
ask for similar results for the other cyclotomic monoids.

Problem 49. For a monoid of polynomialsM, letMn be the set of degree n polynomials
in M. Identify the growth rate of |Mn| as n → ∞ for the other cyclotomic monoids
M∈ {Φlcc,Φuni}.

Problem 50. Classify the minimal generating setM∈ {Φlcc,Φuni,Φ+}. Give an efficient
algorithm for identifying the generators up to any desired degree. Find the asymptotic
growth rate of the generating set as a function of degree.

We use the cyclotomic form for basic CGFs and the fact that we know a lower bound
for the degree of the cyclotomic polynomial Φn(q) to find all basic CGFs of a given degree.
Some initial data and OEIS identifiers [OEI23] can be found in Section 7. The sequence
corresponding to Φ±n [OEI23, A120963] was created in 2006. We added the corresponding
pages for the other cyclotomic monoids, so we believe the other cyclotomic monoids have
not been studied in the literature.

6.2 Gale order and the associated CGF monoid

Given two multisets of the same size, say A = {a1 6 a2 6 · · · 6 am} and B = {b1 6
b2 6 · · · 6 bm} both sorted into increasing order, we say A � B in Gale order provided
ak 6 bk for all 1 6 k 6 m. This partial order is known by many other names; we
are following [ARW16] for consistency. Gale studied this partial order in the context of
matroids on m-subsets of {1, 2, . . . , n} in the 1960’s [Gal68].

Definition 51. Let ΦGale denote the Gale submonoid of Φ+ given by cyclotomic gener-

ating functions f(q) =
∏m

k=1[ak]q∏m
k=1[bk]q

∈ Φ+ such that {b1, b2, . . . , bm} � {a1, a2, . . . , am} in Gale

order. Note that Gale order holds independent of the representation of the rational ex-
pression chosen since {b1, b2, . . . , bm} � {a1, a2, . . . , am} if and only if {i, b1, b2, . . . , bm} �
{i, a1, a2, . . . , am} for any positive integer i. Furthermore, the Gale property is again
preserved under multiplication, hence ΦGale is closed under multiplication.

The properties in Lemma 46 also hold for the Gale monoid. In particular, it has a
finite number of elements of each degree and a unique minimal set of generators which
can be explored computationally. Data is given in Section 7 for the number of elements
in ΦGale of degree n up to n = 18 along with the pointer to the corresponding OEIS entry.
The number of generators of each degree are also noted in Section 7.

As noted in Remark 32, not all basic CGFs are in the Gale monoid. They agree up
to degree 10, there are two basic CGFs which don’t satisfy the Gale property in degree
11, namely

q11+4q10 + 8q9 + 9q8 + 5q7 + 5q4 + 9q3 + 8q2 + 4q1 + 1 =
[12]q[3]3q[2]2q
[6]q[4]q[1]6q

= Φ12Φ
3
3Φ2
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q11+4q10 + 5q9 + q8 + 5q6 + 5q5 + q3 + 5q2 + 4q1 + 1 =
[12]q[2]5q

[4]q[3]q[1]4q
= Φ12Φ6Φ

5
2.

There are 4 non-Gale basic CGFs in degree 12, and so on.
The Gale monoid and unimodal CGF monoids are not comparable. The Gale monoid

includes [4]q/[2]q = Φ4 = 1 + q2, which is not unimodal. The smallest degree unimodal
CGFs which don’t satisfy the Gale property have degree 20,

f(q) =
[12]q[8]q[3]q[3]q[3]q[3]q[3]q[3]q[2]q
[6]q[4]q[4]q[1]q[1]q[1]q[1]q[1]q[1]q

= Φ12Φ8Φ
6
3

g(q) =
[12]q[8]q[3]q[3]q[3]q[3]q[3]q[2]q[2]q[2]q
[6]q[4]q[4]q[1]q[1]q[1]q[1]q[1]q[1]q[1]q

= Φ12Φ8Φ
5
3Φ

2
2.

The Gale monoid also does not contain the log-concave monoid. The unique smallest
degree log-concave CGF which does not satisfy the Gale property has degree 25,

[12]q[2]19q
[4]q[3]q

= Φ12Φ6Φ
19
2 .

6.3 CGF monoid from regular sequences

In this subsection, we discuss one more submonoid of the basic CGF monoid coming from
certain Hilbert series of quotients of polynomial rings that naturally arise in commutative
algebra. As described below, this monoid is also a submonoid of the Gale monoid.

Fix a pair of multisets of positive integers of the same size, say {a1, . . . , am} and
{b1, . . . , bm}. Let k[x1, . . . , xm] be a (free) polynomial ring over a field k with grading
determined by deg(xj) = bj for 1 6 j 6 m. Let θ1, . . . , θm be a sequence of non-constant
homogeneous polynomials in k[x1, . . . , xm] with deg(θj) = aj. Then, θ1, . . . , θm is a reg-
ular sequence if θi is not a zero-divisor in k[x1, . . . , xm]/(θ1, . . . , θi−1) for all 1 6 i 6 m.
Furthermore, θ1, . . . , θm ∈ k[x1, . . . , xn] form a homogeneous system of parameters
(HSOP) if k[x1, . . . , xm] is a finitely generated k[θ1, . . . , θm]-module. Consider the corre-
sponding quotient rings,

R := k[x1, . . . , xm]/(θ1, . . . , θm).

Such rings play an important role in commutative algebra and the study of affine and
projective varieties [SKKT00]. The following equivalences are well-known and are stated
explicitly for completeness.

Lemma 52. Let k[x1, . . . , xm] be a polynomial ring over a field k with deg(xj) = bj ∈ Z>1.
Suppose θ1, . . . , θm are homogeneous elements. Then the following are equivalent:

(i) θ1, . . . , θm is a regular sequence;

(ii) θ1, . . . , θm is a homogeneous system of parameters;
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(iii) R is finite-dimensional over k;

(iv) for all 1 6 i 6 m, there is some N such that xNi ∈ (θ1, . . . , θm);

(v) R has Krull dimension 0; and

(vi) the only common zero of θ1, . . . , θm over the algebraic closure k is the origin.

Proof. For (i)-(v), see for instance [Sta78, §3] and [Sta79, §3], and [CLO15] for the equiv-
alence of (iii)-(vi). In brief, (ii) ⇔ (iii) is elementary, and (i) ⇔ (ii) since k[x1, . . . , xm]
is Cohen–Macaulay, so regular sequences and homogeneous systems of parameters coin-
cide. The equivalence (iii)⇔ (iv) is also elementary. For (iv)⇔ (v), the Krull dimension
is the order of the pole of the Hilbert series of R at 1, which is 0 if and only if R is
finite-dimensional over k. For (vi), the Krull (and vector space) dimension of R is pre-
served by extension of scalars, and in the algebraically closed case we may apply the
Nullstellensatz.

Let Rk be the linear span of the homogeneous degree k elements in R. Then the
Hilbert series of R is

Hilb(R; q) :=
∑
k>0

(dimRk)q
k

If R is finite-dimensional over k, then Hilb(R; q) is a polynomial.
Given a homogeneous system of parameters θ1, . . . , θm with corresponding ring R,

is such a Hilbert series given by a CGF? The affirmative answer given in the following
theorem is based on the work of Macaulay [Mac94] from 100 years ago. The proof uses the
natural short exact sequence 0→ (θ)→ R→ R/(θ)→ 0 and induction. Stanley built on
this theory in his work on Hilbert functions of graded algebras [Sta78] with connections
to invariant theory.

Theorem 53 (c.f. [Sta78, Cor. 3.2-3.3]). If θ1, . . . , θm is a regular sequence with deg(θj) =
aj in the polynomial ring k[x1, . . . , xm] with deg(xj) = bj, then

R = k[x1, . . . , xm]/(θ1, . . . , θm)

is a finite-dimensional k-vector space, and its Hilbert series is the basic cyclotomic gen-
erating function

Hilb(R; q) :=
∑
k>0

(dimRk)q
k =

m∏
k=1

[ak]q
[bk]q

∈ Φ+. (6.1)

Moreover, the converse holds: if (6.1) holds, then θ1, . . . , θm is a regular sequence.

Example 54. Consider the ring

C[x1, . . . , xk]
Sk

〈h`+1, . . . , h`+k〉
(6.2)
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where hi denotes the ith homogeneous symmetric polynomial in k variables x1, . . . , xk.
This ring is well-known to be a presentation of the cohomology ring of the complex Grass-
mannian of k-planes in `+ k-space. The polynomials h`+1, . . . , h`+k form a homogeneous
system of parameters, so we have the corresponding cyclotomic generating function

[`+ 1]q · · · [`+ k]q
[1]q · · · [k]q

=

(
`+ k

k

)
q

,

recovering the q-binomial coefficients. See [CKW09, Prop. 2.9] for more regular sequences
of a similar flavor.

Example 55. Bessis introduced an HSOP associated to a well-generated complex reflec-
tion groups W [Bes15, Thm. 5.3]. The corresponding Hilbert series is a q-analogue of the
W -noncrossing partition number,

n∏
i=1

[ih]q
[di]q

∈ ΦHSOP.

CGFs are often intimately related to the cyclic sieving phenomenon [RSW04], and Dou-
vropolous proved a CSP in this context [Dou18].

Suppose two basic CGFs f, g arise as the Hilbert series of quotient rings R1 and R2

coming from homogeneous systems of parameters. Then fg arises in the same way by tak-
ing the tensor product of R1 and R2. Hence we may consider the HSOP monoid ΦHSOP

as a submonoid of Φ+ consisting of all Hilbert series of quotients C[x1, . . . , xm]/(θ1, . . . , θm)
for homogeneous systems of parameters.

Lemma 56. The HSOP monoid ΦHSOP is a submonoid of the Gale monoid ΦGale.

Proof. Suppose θ1, . . . , θm is a regular sequence for k[x1, . . . , xm] where deg(θi) = ai,
deg(xi) = bi, and we have sorted the elements so that a1 6 · · · 6 am and b1 6 · · · 6 bm.
If ak < bk, then θ1, . . . , θk have degree at most ak, and deg(xk) = bk > ak, so θ1, . . . , θk ∈
k[x1, . . . , xk−1]. By Theorem 53, k[x1, . . . , xk−1]/(θ1, . . . , θk−1) is finite-dimensional, so it
contains a power of θk, contradicting the zero-divisor condition. Hence, ak > bk for all
k = 1, . . . ,m and the result follows from the definition of Gale order.

Which basic CGFs can be realized as the Hilbert series of a quotient ring by a homo-
geneous sequence of parameters? In the special case b1 = · · · = bm = 1, i.e. deg(xj) = 1
for all j, a homogeneous system of parameters corresponds to a sequence of generators for
a classical complete intersection X. The corresponding cyclotomic generating function
is the Hilbert series of the projective coordinate ring of X,

Hilb(X; q) =
m∏
k=1

[ak]q.

Here the multiset of degrees {a1, . . . , am} can clearly be chosen arbitrarily.
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For general denominator multisets {b1, . . . , bm}, such homogeneous systems of parame-
ters yield complete intersections inside weighted projective space P{b1,...,bm}. However,
it is not at all clear which multisets {a1, . . . , am} are realizable degrees for some homoge-
neous system of parameters. The requirement that

∏m
k=1[ak]q/[bk]q ∈ Z>0[q] is a significant

hurdle, as the next example shows.

Example 57. One may check that

[3]q[5]q[14]q
[2]q[3]q[7]q

= 1 + q2 + q4 − q5 + q6 + q8 + q10

is not a cyclotomic generating function since it has a negative coefficient. Therefore,
k[x1, x2, x3] with deg(x1) = 2, deg(x2) = 3, deg(x3) = 7 has no homogeneous system
of parameters with degrees 3, 5, 14. Indeed, in this case, the only monic homogeneous
elements of degree 3 and 5 are x2 and x1x2, and one may see in a variety of ways (regu-
lar sequences, dimension counting, nontrivial vanishing) that these two elements cannot
belong to a homogeneous system of parameters. This example also satisfies all of the
necessary conditions in Lemma 30.

Example 58. Let k[x1, . . . , xm] be a polynomial ring with deg(xk) = bk for each k. Let
c1, . . . , cm be any positive integers. Then taking θk = xckk gives a homogeneous system of
parameters whose elements have degrees ak = ckbk. Hence

m∏
i=1

[ckbk]q
[bk]q

=
m∏
i=1

[ck]qbk ∈ ΦHSOP

for all c1, . . . , cm, b1, . . . , bm ∈ Z>1. Therefore, every sequence of positive integers b1, . . . , bk
gives rise to a finite dimensional quotient ring with Hilbert series given by a CGF with
denominator given by the product of [bi]q’s.

By Lemma 30, we know that for any cyclotomic generating function

f(q) =
m∏
j=1

[ak]q/[bk]q ∈ Φ+,

including f ∈ ΦHSOP, we have ak ∈ SpanZ>0
{b1, . . . , bm}. It is not immediately clear how

to characterize which sequences a1, . . . , ak can actually be realized as degree sequences of
HSOP’s.

Example 59. Take deg(x1) = 2, deg(x2) = 3 in k[x1, x2]. Set θ1 = x1x2, θ2 = x31 + x22,
so that deg(θ1) = 5, deg(θ2) = 6. It is easy to see that x41, x

4
2 ∈ (θ1, θ2), so they form an

HSOP. The corresponding Hilbert series is

[6]q[5]q
[3]q[2]q

= q6 + q4 + q3 + q2 + 1 ∈ ΦHSOP.
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Problem 60. Besides identifying a specific homogeneous system of parameters in a
graded ring, how can one test membership in the HSOP monoid?

Problem 61. How can one efficiently characterize the minimal set of generators of ΦHSOP?

Problem 62. Identify the growth rate of log |ΦHSOP
n | as n→∞.

One way to explore the HSOP monoid with a fixed denominator multiset comes from
an analogue of Lemma 35. In particular, the analogous HSOP subgraph of the graph
described in Section 3.5 remains connected with diameter at most 2m.

Lemma 63. [Hoc07, p.7 “Discussion”] Suppose k[x1, . . . , xm] is a polynomial ring with
homogeneous regular sequences θ1, . . . , θm and θ′1, . . . , θ

′
m. Then there exist homogeneous

elements γ1, . . . , γm such that

γ1, . . . , γi, θi+1, . . . , θm and γ1, . . . , γi, θ
′
i+1, . . . , θ

′
m

are regular sequences for all 1 6 i 6 m.

Remark 64. The argument in Theorem 53 works more generally when k[x1, . . . , xm] is a
Cohen–Macaulay N-graded k-algebra of Krull dimension m in the sense of [Sta79, §3],
except that the stated expression for Hilb(R; q) will be multiplied by some polynomial
P (q) ∈ Z[q]. Intuitively, P (q) arises from syzygies of x1, . . . , xm and may have negative
coefficients.

The study of Cohen–Macaulay rings has been a rich subject. It would be interesting
to consider properties of the set of all Hilbert series of Cohen–Macaulay rings as we have
done here for CGFs.

Problem 65. What interesting properties do Hilbert series of Cohen–Macaulay rings
have from the algebraic, probabilistic and analytic perspectives?

7 Appendix

The data below gives the size of Mn for each monoid discussed in Section 6.1 and Sec-
tion 6.3. The sequence |Φ±n | has a nice generating function and Vaclav gives an asymptotic
approximation in [OEI23, A120963]. We do not know of any generating function formulas
or asymptotics for the other sequences, which we added to the OEIS in conjunction with
this paper. Code to produce this data is available at

https://sites.math.washington.edu/~billey/papers/CGFs/.

M |Mn| for n = 1, . . . , 18 OEIS

Φlcc 1, 2, 3, 5, 7, 12, 16, 26, 35, 53, 70, 109, 142, 217, 285, 418, 548, 799 A360622

Φuni 1, 2, 3, 6, 8, 14, 20, 34, 48, 72, 100, 162, 214, 309, 437, 641, 860, 1205 A360621

ΦGale 1, 3, 4, 10, 12, 27, 33, 68, 82, 154, 187, 346, 410, 714, 857, 1460, 1722, 2860 A362553

Φ+ 1, 3, 4, 10, 12, 27, 33, 68, 82, 154, 189, 350, 417, 728, 874, 1492, 1767, 2937 A360620

Φ± 2, 6, 10, 24, 38, 78, 118, 224, 330, 584, 838, 1420, 2002, 3258, 4514, 7134, 9754, 15010 A120963
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The data below gives the number of generators for each monoid discussed in Section 6.1
and Section 6.3. The sequence of the number of minimal generators of Φ± by degree in
[OEI23, A014197] has a nice Dirichlet generating function and other formulas. We do not
know of any generating function formulas or asymptotics for the other sequences below.

M Number of generators of M in degree n for n = 1, . . . , 20

Φlcc 1, 1, 1, 1, 1, 2, 2, 4, 4, 7, 8, 18, 19, 37, 42, 66, 87, 132, 157, 252 A361439

Φuni 1, 1, 1, 2, 2, 3, 4, 7, 10, 9, 15, 28, 30, 34, 66, 82, 125, 126, 222, 294 A361440

ΦGale 1, 2, 1, 3, 1, 4, 1, 6, 1, 5, 1, 14, 2, 9, 4, 28, 1, 33, 14, 61 A362554

Φ+ 1, 2, 1, 3, 1, 4, 1, 6, 1, 5, 3, 16, 5, 14, 6, 37, 9, 46, 33, 87 A361441

Φ± 2, 3, 0, 4, 0, 4, 0, 5, 0, 2, 0, 6, 0, 0, 0, 6, 0, 4, 0, 5 A014197
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[HST24] N. Heerten, H. Sambale, and C. Thäle. Probabilistic limit theorems induced
by the zeros of polynomials. Math. Nachr., 297(5):1772–1792, 2024.

[HZ15] H.-K. Hwang and V. Zacharovas. Limit distribution of the coefficients
of polynomials with only unit roots. Random Structures Algorithms,
46(4):707–738, 2015.

[IM65] N. Iwahori and H. Matsumoto. On some Bruhat decomposition and the
structure of the Hecke rings of p-adic Chevalley groups. Inst. Hautes Études
Sci. Publ. Math., 25:5–48, 1965.

[Ked08] K. S. Kedlaya. Search techniques for root-unitary polynomials. In Compu-
tational arithmetic geometry, volume 463 of Contemp. Math., pages 71–81.
Amer. Math. Soc., Providence, RI, 2008.

[KKZ11] C. Koutschan, M. Kauers, and D. Zeilberger. Proof of George Andrews’s
and David Robbins’s q-TSPP conjecture. Proc. Natl. Acad. Sci. USA,
108(6):2196–2199, 2011.

[KM13] C. Krattenthaler and T. W. Müller. Cyclic sieving for generalised non-
crossing partitions associated with complex reflection groups of exceptional
type. In Advances in combinatorics, pages 209–247. Springer, Heidelberg,
2013.

[Knu73] D. E. Knuth. The Art of Computer Programming, volume 3. Addison–
Wesley, Reading, MA, 1973.

[Kro57] L. Kronecker. Zwei Sätze über Gleichungen mit ganzzahligen Coefficienten.
J. Reine Angew. Math., 53:173–175, 1857.

[Luk70] E. Lukacs. Characteristic Functions. Hafner Publishing Co., New York,
1970. Second edition.

[Mac94] F. S. Macaulay. The Algebraic Theory of Modular Systems. Cambridge
Mathematical Library. Cambridge University Press, Cambridge, 1994. Re-
vised reprint of the 1916 original.

the electronic journal of combinatorics 31(4) (2024), #P4.4 41

https://dept.math.lsa.umich.edu/~hochster/711F07/L09.05.pdf
https://dept.math.lsa.umich.edu/~hochster/711F07/L09.05.pdf


[Mat10] MathOverflow. English reference for a result of Kronecker?, 2010. [Online;
accessed 23-April-2023]. URL: https://mathoverflow.net/questions/
10911/english-reference-for-a-result-of-kronecker.

[MRR82] W. H. Mills, D. P. Robbins, and H. Rumsey, Jr. Proof of the Macdonald
conjecture. Invent. Math., 66(1):73–87, 1982.

[MS19a] M. Michelen and J. Sahasrabudhe. Central limit theorems and the geom-
etry of polynomials, 2019. arXiv:1908.09020.

[MS19b] M. Michelen and J. Sahasrabudhe. Central limit theorems from the roots
of probability generating functions. Adv. Math., 358:106840, 27, 2019.

[MV97] R. Meise and D. Vogt. Introduction to Functional Analysis, volume 2
of Oxford Graduate Texts in Mathematics. The Clarendon Press, Oxford
University Press, New York, 1997.

[OEI23] OEIS Foundation Inc. The On-Line Encyclopedia of Integer Sequences,
2023. Online. http://oeis.org.

[O’H90] K. M. O’Hara. Unimodality of Gaussian coefficients: a constructive proof.
J. Combin. Theory Ser. A, 53(1):29–52, 1990.

[Pit97] J. Pitman. Probabilistic bounds on the coefficients of polynomials with
only real zeros. J. Combin. Theory Ser. A, 77(2):279–303, 1997.

[Pro84] R. A. Proctor. Bruhat lattices, plane partition generating functions, and
minuscule representations. European J. Combin., 5(4):331–350, 1984.

[PS19] R. A. Proctor and L. M. Scoppetta. d-Complete posets: local structural
axioms, properties, and equivalent definitions. Order, 36(3):399–422, 2019.

[PW99] G. Pistone and H. P. Wynn. Finitely generated cumulants. Statist. Sinica,
9(4):1029–1052, 1999.

[RS18] V. Reiner and E. Sommers. Weyl group q-Kreweras numbers and cyclic
sieving. Ann. Comb., 22(4):819–874, 2018.

[RSW04] V. Reiner, D. Stanton, and D. White. The cyclic sieving phenomenon. J.
Combin. Theory Ser. A, 108(1):17–50, 2004.

[RSW14] V. Reiner, D. Stanton, and D. White. What is . . . cyclic sieving? Notices
Amer. Math. Soc., 61(2):169–171, 2014.

[Sac97] V. N. Sachkov. Probabilistic methods in combinatorial analysis, volume 56
of Encyclopedia of Mathematics and its Applications. Cambridge University
Press, Cambridge, 1997.
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