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Abstract

The immaculate Hecke poset was introduced and investigated by Niese, Sundaram,
van Willigenburg, Vega and Wang, who established the full poset structure, and deter-
mined modules for the 0-Hecke algebra action on immaculate and row-strict immaculate
tableaux. In this paper, we extend their results by introducing the skew immaculate
Hecke poset. We investigate the poset structure, and construct modules for the 0-
Hecke algebra action on skew immaculate and skew row-strict immaculate tableaux,
thus showing that the skew immaculate Hecke poset captures representation-theoretic
information analogous to the immaculate Hecke poset. We also describe branching
rules for the resulting skew modules.

Mathematics Subject Classifications: 05E05, 05E10, 06A07, 16T05, 20C08.

1 Introduction

This work continues the investigations of two papers [9, 10] concerned with the discovery of
the row-strict dual immaculate function, and the construction of a 0-Hecke module whose
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quasisymmetric characteristic is this function. All of this revolves around standard immac-
ulate tableaux, which were first defined by Berg, Bergeron, Saliola, Serrano and Zabrocki
in [2]. Niese, Sundaram, van Willigenburg, Vega and Wang showed in the paper [10] that
the poset induced by the action of the 0-Hecke algebra on standard immaculate tableaux
contains a wealth of information about various 0-Hecke modules and quotient modules whose
quasisymmetric characteristics can be defined purely combinatorially. These quasisymmetric
characteristics are the (row-strict) dual immaculate functions and the (row-strict) extended
Schur functions. By establishing that the immaculate Hecke poset is bounded, the authors
were able to show in [10] that many of the associated modules are cyclic and indecomposable.

The present paper extends this program to the skew immaculate Hecke poset, the natural
generalisation of the immaculate Hecke poset to skew standard immaculate tableaux defined
in [2] and [9]. The extended Schur functions defined by Assaf and Searles in [1], and their
row-strict counterparts defined in [10], also have skew versions. We show that the skew
immaculate Hecke poset is ranked and bounded. We then examine the module associated to
the skew row-strict dual immaculate function, and the submodule associated to the skew row-
strict extended Schur function; these are the skew analogues of the corresponding functions
defined in [10]. As in [10], the technical arguments are cast primarily in terms of the row-
strict 0-Hecke modules. By reversing the arrows in the skew immaculate Hecke poset, we
deduce analogous results for the modules associated to the skew dual immaculate functions.
In contrast to the ordinary (non-skew) case in [10], it turns out that the subposet of the
skew immaculate Hecke poset corresponding to the skew standard extended tableaux does
not always have a unique minimal element for the row-strict dual immaculate action, and
hence for this action the skew extended 0-Hecke module is in general not cyclic.

The paper is organised as follows. Section 2 contains a summary of the necessary prerequi-
sites, encapsulated in Table 1. Section 3 summarises the pertinent combinatorial information
from [9] on skew immaculate tableaux and their quasisymmetric generating functions. Also
defined here are the skew analogues of the extended and row-strict extended tableaux and
(extended, row-strict extended) Schur functions. Section 4 examines the immaculate and
row-strict immaculate 0-Hecke actions on the set of skew standard immaculate tableaux,
culminating in the construction of 0-Hecke skew modules (Theorem 28) whose quasisym-
metric characteristics are the generating functions described in Section 3. Section 5 follows
Tewari and van Willigenburg [13] to derive branching rules for the skew modules. Finally
Section 6 establishes that the skew immaculate Hecke poset is almost always bounded above
and below, thus giving cyclic generators (Theorem 41, Theorem 44) for the appropriate 0-
Hecke skew modules. The notable and interesting exception is the subposet of skew standard
extended tableaux, which does not in general admit a unique bottom element, as can be seen
in Figure 1.
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2 Background

We now recall the relevant algebra and combinatorics that will be useful to us in due course.

2.1 Quasisymmetric functions

We recall the pertinent definitions below, and refer the reader to [7] for further background
on quasisymmetric functions.

A composition of n is a sequence of positive integers α = (α1, α2, . . . , αk) summing to n. For
convenience we sometimes denote k by `(α), and n by |α|. Write α � n for a composition
α = (α1, α2, . . . , αk) of n, and denote by ∅ the empty composition of 0.

It is well known that compositions of n are in bijection with subsets of {1, 2, . . . , n − 1} =
[n−1]. For a composition α � n, the corresponding set is set(α) = {α1, α1+α2, . . . , α1+· · ·+
αk−1}. Given a subset S = {s1, s2, . . . , sj} of {1, . . . , n− 1}, the corresponding composition
of n is comp(S) = (s1, s2 − s1, . . . , sj − sj−1, n− sj).

A function f ∈ Q[[x1, x2, . . .]] is quasisymmetric if the coefficient of xα1
1 x

α2
2 · · ·x

αk
k is the same

as the coefficient of xα1
i1
xα2
i2
· · ·xαkik for every k-tuple of positive integers (α1, α2, . . . , αk) and

subscripts i1 < i2 < · · · < ik. The set of all quasisymmetric functions forms a ring graded
by degree, QSym =

⊕
n>0 QSymn, where each QSymn is a vector space over the field Q of

rationals, with bases indexed by compositions of n.

Given a composition α = (α1, α2, . . . , αk) of n, the fundamental quasisymmetric function
indexed by α is

Fα =
∑

i16i26···6in
ij<ij+1 if j∈set(α)

xi1xi2 · · ·xin .

The set {Fα : α � n} is a basis for QSymn, called the fundamental basis.

The complement of a composition α � n is the composition αc = comp(set(α)c) � n. In
QSym we have the involutive automorphism ψ, defined on the fundamental basis by

ψ(Fα) = Fαc . (1)

The diagram of a composition α is a geometric depiction of α as left-justified cells, with αi
cells in the ith row from the bottom. Given two compositions α, β, we say that β ⊆ α if
βj 6 αj for all 1 6 j 6 `(β) 6 `(α), and given α, β such that β ⊆ α, the skew diagram
α/β is the array of cells in α but not β when β is placed in the bottom-left corner of α.
For example, the diagram of α = (4, 2, 3) and α/β where β = (2, 1) are the following,
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respectively.

Definition 1. [3, Definition 2.1] Let α � n. An immaculate tableau of shape α is a filling D
of the cells of the diagram of α with positive integers such that

1. the leftmost column entries strictly increase from bottom to top;

2. the row entries weakly increase from left to right.

A standard immaculate tableau of shape α � n is an immaculate tableau that is filled with
the distinct entries 1, 2, . . . , n. A standard extended tableau of shape α � n is a standard
immaculate tableau where the column entries in every column strictly increase from bottom
to top.

Definition 2. The dual immaculate function indexed by α � n is S∗α =
∑

D x
D, summed

over all immaculate tableaux D of shape α, with xD = xd11 x
d2
2 · · · , where di is the number of

i’s in the tableau D.

Theorem 3. [3, Definition 2.3, Proposition 3.1] The set {S∗α}α�n is a basis for QSymn .
Given a standard immaculate tableau T , its S∗-descent set DesS*(T ) of T is

DesS*(T ) = {i : i+ 1 appears strictly above i in T}.

Then
S∗α =

∑
T

Fcomp(Des
S* (T ))

summed over all standard immaculate tableaux T of shape α.

For example, if α = (1, 2), the unique standard immaculate tableau
2 3

1
has S∗-descent

set {1}; thus S∗(1,2) = Fcomp({1}) = F(1,2).

Definition 4. [9] Let α � n. A row-strict immaculate tableau of shape α is a filling U of the
diagram of α with positive integers such that

1. the leftmost column entries weakly increase from bottom to top;

2. the row entries strictly increase from left to right.

A standard row-strict immaculate tableau of shape α � n is a row-strict immaculate tableau
that is filled with the distinct entries 1, 2, . . . , n.
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The row-strict dual immaculate function indexed by α � n isRS∗α =
∑

U x
U summed over all

row-strict immaculate tableaux U of shape α, with xU = xu11 x
u2
2 · · · , where ui is the number

of i’s in the tableau U .

Note that standard row-strict immaculate tableaux coincide with standard immaculate
tableaux. We now establish some notation and definitions that include these tableaux.

Definition 5. Let α � n.

1. A standard tableau of shape α is an arbitrary bijective filling of the diagram of α with
the distinct entries {1, 2, . . . , n}.

2. SIT(α) is the set of standard immaculate tableaux of shape α; i.e., the subset of
standard tableaux where the leftmost column entries increase from bottom to top, and
all row entries increase from left to right.

3. SET(α) is the set of all standard extended tableau of shape α; i.e., the subset of SIT(α)
where all column entries increase from bottom to top.

We also have an analogous theorem to Theorem 3 for row-strict dual immaculate functions.

Theorem 6. [9] The set {RS∗α}α�n is a basis for QSymn. Given a standard immaculate
tableau T , its RS∗-descent set DesRS∗(T ) of T is

DesRS∗(T ) = {i : i+ 1 is weakly below i in T}.

Then
RS∗α =

∑
T

Fcomp(DesRS∗ (T ))

summed over all standard immaculate tableaux T of shape α.

For example, if α = (1, 2), the unique standard immaculate tableau
2 3

1
has RS∗-descent

set {2}; thus RS∗(1,2) = Fcomp({2}) = F(2,1).

Finally observe that since the descent sets DesS∗(T ) and DesRS∗(T ) are complements of each
other, by (1) we have

RS∗α = ψ(S∗α).

2.2 The 0-Hecke algebra

Recall that the symmetric group Sn can be defined via generators si, 1 6 i 6 n − 1, that
satisfy

si
2 = 1; sisi+1si = si+1sisi+1; sisj = sjsi, |i− j| > 2.
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Definition 7. [8] Let K be any field. The 0-Hecke algebra Hn(0) is the K-algebra with
generators πi, 1 6 i 6 n− 1 and relations

πi
2 = πi; πiπi+1πi = πi+1πiπi+1; πiπj = πjπi, |i− j| > 2.

The algebra Hn(0) has dimension n! over K, with basis elements {πσ : σ ∈ Sn}, where
πσ = πi1 · · · πim if σ = si1 · · · sim is a reduced word. This is well-defined by standard Coxeter
group theory, see [8].

It is known [11] that the 0-Hecke algebra Hn(0) admits precisely 2n−1 simple modules Lα,
one for each composition α � n, and all are one-dimensional. The module Lα is defined as

Lα = span{vα} where for each i = 1, . . . , n, we have πi(vα) =

{
0, i ∈ set(α),

vα, otherwise.

For the remainder of this paper we take the ground field to be the field C of complex numbers.

The well-known Frobenius characteristic defined on the Grothendieck ring of the symmetric
groups has the following analogue for finite-dimensional Hn(0)-modules. See [5] for further
details.

Definition 8. [6, Section 5.4] Let M be a finite-dimensional Hn(0)-module; let M = M1 ⊃
M2 ⊃ · · · ⊃ Mk ⊃ Mk+1 = {0} be a composition series of submodules for M , where
each successive quotient Mi/Mi+1 is simple, and thus equal to Lαi for some composition
αi � n. The quasisymmetric characteristic of the module M , ch(M), is then defined to
be the quasisymmetric function equal to the sum of fundamental quasisymmetric functions∑k

i=1 Fαi . In particular ch(Lα) = Fα for each α � n.

2.3 0-Hecke modules on SIT(α)

We begin with a general proposition underlying the arguments in much of the literature on
the subject.

Proposition 9. Let V be a 0-Hecke module with finite C-basis T , and suppose Hn(0) acts
on the basis T so that for each generator πi of Hn(0), either πi(T ) ∈ T or πi(T ) = 0. Define
a relation on T by setting, for S, T ∈ T ,

S 4 T

if there is a sequence of Hn(0)-generators πs1 , . . . , πsr such that

T = πs1 · · · πsr(S).

Suppose further that the relation 4 makes T into a partially ordered set.
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1. Let T1 ≺t · · · ≺t Tm be an arbitrary total order on T that extends the partial order
defined by 4. Let VTm+1 = {0}, and let VTi be the C-linear span

VTi = span{Tj : Ti4
tTj}, 1 6 i 6 m.

Then each VTi is an Hn(0)-module, and the filtration

{0} = VTm+1 ⊂ VTm ⊂ · · · ⊂ VT1 = V

has one-dimensional, hence simple, quotient modules, i.e., it is a composition series
for VT1 = V . The quasisymmetric characteristic of V is then

ch(V ) =
m+1∑
i=2

ch(VTi−1
/VTi).

In particular, for each i, ch(VTi−1
/VTi) is a fundamental quasisymmetric function Fαi

for some composition αi � n.

2. If the partial order 4 admits a unique least element Tbot, then the module
V = span{Tj}mj=1 is cyclic and generated by Tbot.

3. If the Hasse diagram of the partial order 4 is disconnected, then the module V =
span{Tj}mj=1 decomposes into a sum of at least two proper submodules.

Proof. For Part (1), see, e.g., [13, Section 5] or [10, Theorem 5.5]. Parts (2) and (3) follow
from the definition of the partial order 4.

The following four descent sets were considered in [10] for T ∈ SIT(α). We have already
encountered the first two; the other two complete all variants.

1. [2, Definition 3.20] The dual immaculate descent set

DesS∗(T ) = {i : i+ 1 is in a row strictly above i in T};

2. [9, Defintion 3.4] The row-strict dual immaculate descent set

DesRS∗(T ) = {i : i+ 1 is in a row weakly below i in T};

3. [10, Definition 9.1] The A∗-descent set

DesA∗(T ) = {i : i+ 1 is in a row strictly below i in T};
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4. [10, Definition 9.2] The A∗-descent set

DesA∗(T ) = {i : i+ 1 is in a row weakly above i in T}.

Each of these descent sets defines a 0-Hecke action of SIT(α). The following theorems
summarise the main results of [10]. See [3] for the impact of the S∗-action. The remaining
actions appear in [10], where a unified approach is given.

Theorem 10. [3, 10] Let α � n. Each of the four descent sets DesS∗, DesRS∗, DesA∗, DesA∗

defines a cyclic Hn(0)-module on SIT(α). Let πa denote any one of these four actions, and
denote the descent set of T ∈ SIT(α) in each case simply by Desa(T ). Also let si be the
operator that switches the entries i, i+ 1 in a tableau T .

In each case the action of a generator πai is defined as

πai (T ) =


T, i /∈ Desa(T ),

si(T ), i ∈ Desa(T ) and si(T ) ∈ SIT(α),

0, otherwise.

(2)

When the need arises to be more specific, we will refer to the actions defined by πai as
a-actions, where a is one of S∗, RS∗, A∗ or A∗.

Next we define special tableaux so that we can concretely describe the poset in the theorem
below and all entries in Table 1 thereafter.

Definition 11. For α � n we define the following special standard tableaux in SIT(α).

• [10, Definition 6.3] S0
α is the tableau in which the cells of the leftmost column of α

are filled with 1, . . . , `(α), increasing bottom to top; then the remaining cells are filled
by rows, top to bottom, left to right with consecutive integers starting at `(α) + 1 and
ending at n.

• [10, Definition 6.9] Srowα is the row superstandard tableau whose rows are filled left to
right, bottom to top, beginning with the bottom row and moving up, using the numbers
1, 2, . . . , n taken in consecutive order.

• [10, Definition 7.7] Scolα is the column superstandard tableau whose columns are filled
bottom to top, left to right, beginning with the leftmost column and moving right,
using the numbers 1, 2, . . . , n taken in consecutive order.

Example 12.

S0
(2,1,3) =

3 4 5

2

1 6

Srow(2,1,3) =
4 5 6

3

1 2

Scol(2,1,3) =
3 5 6

2

1 4
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The next theorem highlights the importance of these tableaux.

Theorem 13. [10] Each of the four actions in Theorem 10 defines a partial order on the
set SIT(α), and all four actions then define the same poset PRS∗α, called the immaculate
Hecke poset.

The poset PRS∗α is graded and bounded with a unique minimal element S0
α and a unique

maximal element Srowα . The vector space spanned by the set SIT(α) then becomes

• [10, Theorems 6.8 and 6.15] a cyclic indecomposable 0-Hecke module Vα for the RS∗-
action, with generator S0

α. Its quasisymmetric characteristic is the row-strict dual
immaculate function RS∗α;

• [3, Theorem 3.5 and Lemma 3.10] a cyclic indecomposable 0-Hecke module Wα for the
S∗-action, with generator Srowα . Its quasisymmetric characteristic is the dual immac-
ulate function S∗α;

• [10, Theorem 9.3] a cyclic 0-Hecke module Aα for the A∗-action, with generator S0
α.

Its quasisymmetric characteristic is A∗α =
∑

T∈SIT(α) Fcomp(DesA∗ (T ));

• [10, Theorem 9.4] a cyclic 0-Hecke module Aα for the A∗-action, with generator Srowα .
Its quasisymmetric characteristic is A∗α =

∑
T∈SIT(α) Fcomp(DesA∗ (T ))

.

Table 1 gives a summary of other useful results in [3, 10] for quick reference later. Addition-
ally some useful results in [1, 4, 10, 12] are given for the extended and row-strict extended
Schur functions, which we discuss in the next section.

3 Skew immaculate tableaux and quasisymmetric functions

We now broaden our horizons, moving from diagrams to skew diagrams.

Definition 14. Let α, β be compositions with β ⊆ α. A skew standard immaculate tableau
of shape α/β is a filling T of the cells of the skew diagram α/β with distinct entries
1, 2, . . . , |α/β| = |α| − |β| such that

1. the leftmost column entries that belong to α but not β (possibly empty) increase from
bottom to top;

2. the row entries increase from left to right.

Let SIT(α/β) denote the set of skew standard immaculate tableaux of shape α/β.

Example 22 gives an example of a skew standard immaculate tableau.
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Table 1: The four descent sets and resulting tableaux
Tableaux → S∗α RS∗α A∗α A∗α

Dual immaculate Row-strict dual imm. ch(Aα) ch(Aα)

Leftmost Col strict ↗ weak ↗ weak ↗ strict ↗
bottom to top

Rows weak ↗ strict ↗ weak ↗ strict ↗
left to right

Descents i such that i such that i such that i such that
i+ 1 strictly above i i+ 1 weakly below i i+ 1 strictly below i i+ 1 weakly above i

πi(T ) = T i+ 1 weakly below i i+ 1 strictly above i i+ 1 weakly above i i+ 1 strictly below i

πi(T ) = 0 i, i+ 1 in i, i+ 1 in same row NEVER i, i+ 1 in leftmost
leftmost column column or in same row

T, si(T ) standard, i+ 1 strictly above i, i+ 1 strictly below i same as RS∗ same as S∗

and πi(T ) = si(T ) i, i+ 1 NOT both
in leftmost column

Partial order Poset PS∗α Poset PRS∗α Poset PRS∗α Poset PS∗α
on SIT(α) ' PRS∗α = [S0

α, S
row
α ] = [S0

α, S
row
α ] ' PRS∗α

Cover relation S≺S∗α T S≺RS∗α T
⇐⇒ S = πS∗

i (T ) ⇐⇒ T = πRS∗
i (S) same as RS∗ same as S∗

Module top element: bottom element: bottom element: top element:
generated by Wα = 〈Srowα 〉 Vα = 〈S0

α〉 Aα = 〈S0
α〉 Aα = 〈Srowα 〉

Indecomposable? Yes Yes Unknown Unknown

Extended Eα ψ(Eα) = REα A∗SET(α) A∗SET(α)

Schur function Eλ = sλ REλ = sλt

Module cyclic 〈Srowα 〉 cyclic 〈Scolα 〉 cyclic 〈Scolα 〉 cyclic 〈Srowα 〉
indecomp. indecomp.

Basis SET(α) quotient of Wα submodule of Vα submodule of Aα quotient of Aα

Definition 15. Let α, β be compositions with β ⊆ α. Then define SET(α/β) to be the
subset of SIT(α/β) consisting of all tableaux T where all columns entries increase bottom
to top, that is, the set of all skew standard extended tableaux of shape α/β.

Note that when β = ∅ we have that SIT(α/β) and SET(α/β) coincide with SIT(α) and
SET(α).

Definition 16. Let α, β be compositions with β ⊆ α. Then we define eight sets of tableaux
of shape α/β as follows.

In the definitions that follow, the phrase “entries in the leftmost column of α” refers to those
entries in the cells of the leftmost column of the skew diagram α/β (possibly empty) that
belong to α but not β.

1. Tα/β(1st col <, rows 6) is the set of tableaux with entries in the leftmost column of α
strictly increasing bottom to top, and row entries weakly increasing left to right.

2. Tα/β(1st col 6, rows <) is the set of tableaux with entries in the leftmost column of α
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weakly increasing bottom to top, and row entries strictly increasing left to right.

3. Tα/β(cols <, rows 6) is the set of tableaux with column entries strictly increasing bot-
tom to top, and row entries weakly increasing left to right.

4. Tα/β(cols 6, rows <) is the set of tableaux with column entries weakly increasing bot-
tom to top, and row entries strictly increasing left to right.

5. Tα/β(1st col 6, rows 6) is the set of tableaux with entries in the leftmost column of α
weakly increasing bottom to top, and row entries weakly increasing left to right.

6. Tα/β(1st col <, rows <) is the set of tableaux with entries in the leftmost column of α
strictly increasing bottom to top, and row entries strictly increasing left to right.

7. Tα/β(cols 6, rows 6) is the set of tableaux with column entries weakly increasing bot-
tom to top, and row entries weakly increasing left to right.

8. Tα/β(cols <, rows <) is the set of tableaux with column entries strictly increasing bot-
tom to top, and row entries strictly increasing left to right.

Skew analogues of the dual immaculate function and the row-strict dual immaculate func-
tion were first introduced in [2] and [9] respectively and we define them with alternative
characterizations and variants. The first two items in the theorem below were established in
[9]. The remaining items are proved similarly to the first two items. The cases β = ∅ were
established in [10, Proposition 7.24, Theorem 9.16], and the third and fourth cases are called
the extended Schur function [1] and row-strict extended Schur function [10], respectively.

Before we state our theorem, we need the following concept. Given a filling T of a (skew)
diagram with entries {1, 2, . . .}, let xT denote the monomial xd11 x

d2
2 · · · , where di is the number

of entries equal to i in T .

Theorem 17. Let α, β be compositions with β ⊆ α.

1. Define the skew dual immaculate function as

S∗α/β=
∑

T∈SIT(α/β)

Fcomp(DesS∗ (T )).

Then
S∗α/β =

∑
T∈Tα/β(1st col<,rows6)

xT .

2. Define the row-strict skew dual immaculate function as

RS∗α/β=
∑

T∈SIT(α/β)

Fcomp(DesRS∗ (T )).
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Then
RS∗α/β =

∑
T∈Tα/β(1st col6,rows<)

xT .

3. Define the skew extended Schur function as Eα/β=
∑

T∈SET(α/β) Fcomp(DesS∗ (T )). Then

Eα/β =
∑

T∈Tα/β(cols<,rows6)

xT .

4. Define the row-strict skew extended Schur function as

REα/β=
∑

T∈SET(α/β)

Fcomp(DesRS∗ (T )).

Then
REα/β =

∑
T∈Tα/β(cols6,rows<)

xT .

5. Define A∗α/β=
∑

T∈SIT(α/β) Fcomp(DesA∗ (T )). Then

A∗α/β =
∑

T∈Tα/β(1st col6,rows6)

xT .

6. Define A∗α/β =
∑

T∈SIT(α/β) Fcomp(DesA∗ (T ))
. Then

A∗α/β =
∑

T∈Tα/β(1st col<,rows<)

xT .

7. Define A∗SET(α/β)=
∑

T∈SET(α/β) Fcomp(DesA∗ (T )). Then

A∗SET(α/β) =
∑

T∈Tα/β(cols6,rows6)

xT .

8. Define A∗SET(α/β)=
∑

T∈SET(α/β) Fcomp(DesA∗ (T ))
. Then

A∗SET(α/β) =
∑

T∈Tα/β(cols<,rows<)

xT .
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In the case where α is a partition λ, namely the parts satisfy λ1 > λ2 > · · · > 0 and
β = ∅, [1] showed that Eλ coincides with the Schur function sλ, and [10] showed that REλ
coincides with the Schur functions sλt where λt is the transpose of λ. Similarly we conclude
the following, and refer the reader to [7] for necessary symmetric function definitions.

Corollary 18. Let λ, µ be partitions with µ ⊆ λ. Then

1. Eλ/µ = sλ/µ,

2. REλ/µ = s(λ/µ)t,

where sλ/µ is the skew Schur function indexed by the skew diagram λ/µ and (λ/µ)t is the
transpose of λ/µ.

When `(α) = `(β), we have simpler expressions for some of the quasisymmetric functions
defined above. Here hn and en are respectively the homogeneous and elementary symmetric
functions.

Corollary 19. Let α, β be compositions with β ⊆ α and `(α) = `(β). Then

1. S∗α/β =
∏

i hαi−βi = A∗α/β,

2. RS∗α/β =
∏

i eαi−βi = A∗α/β.

Proof. Observe that because we have `(α) = `(β), the only condition we need to consider is
that on the rows. Therefore,

S∗α/β = A∗α/β =
∏
i

∑
j16···6jαi−βi

xj1 · · ·xjαi−βi =
∏
i

hαi−βi .

Similarly,

RS∗α/β = A∗α/β =
∏
i

∑
j1<···<jαi−βi

xj1 · · ·xjαi−βi =
∏
i

eαi−βi .

In Sections 4 and 6 we will use the respective descent sets to construct modules whose
quasisymmetric characteristics are each of the functions listed in Theorem 17.

The following result was proved in [9], and will be useful later.

Theorem 20. [9, Theorem 4.11] Suppose we have two sets of variables, X and Y , ordered
so that the X alphabet precedes the Y alphabet. Then

S∗α(X, Y ) =
∑
β⊂α

S∗β(X)S∗α/β(Y ), (3)

RS∗α(X, Y ) =
∑
β⊂α

RS∗β(X)RS∗α/β(Y ). (4)
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4 0-Hecke modules on SIT(α/β)

As described in Section 2, for a composition α, various 0-Hecke actions on the set of standard
immaculate tableaux SIT(α) of composition shape were considered in [10]. The goal of this
section is to show that each of these actions can be transferred in a canonical way to an
action on the set of standard immaculate tableaux SIT(α/β) of shape α/β, where α/β is a
skew diagram.

Let α � n, β � m with β ⊆ α. We describe a canonical identification of the set SIT(α/β)
with a subset of SIT(α). We then use this map to transfer any action of Hn(0) on SIT(α)
to an action of Hn−m(0) on SIT(α/β).

Definition 21. For α � n, β � m and β ⊆ α, define a map φ : SIT(α/β) → SIT(α) as
follows. If T ∈ SIT(α/β), then φ(T ) is obtained from T by

• filling the cells of α that are not in β by adding m to each entry of T , and then

• filling the cells of α that are in β with the integers 1, . . . ,m in row superstandard order,
that is, with 1, 2, . . . , β1 in the first (bottom) row of (the diagram of) β, β1+1, . . . , β1+
β2 in the second row of β, and so on.

Example 22. Let α = (2, 2, 3, 2, 4) � 13 and β = (2, 1, 2) � 5.

Let T =

3 6 7 8

2 5
• • 1
• 4
• •

∈ SIT(α/β). Then φ(T ) =

8 11 12 13

7 10

4 5 6

3 9

1 2

∈ SIT(α).

Recall from Theorem 13 the four actions defined on the bounded and ranked poset PRS∗α,
defined respectively by the four descent sets DesS∗ , DesRS∗ , DesA∗ , DesA∗ . The descent
sets for standard immaculate tableaux of shape α/β are defined in exactly the same manner
as for the case β = ∅. In particular, we see that for each type of descent set, and any
T ∈ SIT(α/β), we have, thanks to the map φ, that

i ∈ Des(T ) ⇐⇒ i+m ∈ Des(φ(T )).

Here we have used Des(T ) to represent any of the four types of descent sets.

Proposition 23. Let α � n, β � m with β ⊆ α. Each of the four Hn(0)-actions πS∗, πRS∗,

πA
∗
, πA

∗
on SIT(α) gives an associated Hn−m(0)-action, defined by the respective descent set

DesS∗, DesRS∗, DesA∗, DesA∗, on the set of tableaux SIT(α/β). Let πa denote any one of
these four actions. Denote the descent set of T ∈ SIT(α/β) in each case by Desa(T ). Also
let si be the operator that switches the entries i, i+ 1 in a tableau T .
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In each case the action of a generator πai is defined as

πai (T ) =


T, i /∈ Desa(T )

si(T ), i ∈ Desa(T ) and si(T ) ∈ SIT(α/β),

0, otherwise.

(5)

Proof. This proposition will follow by examining the map φ of Definition 21. First observe
that φ is injective. Moreover, given compositions β ⊆ α, we also have that any action ofHn(0)
on SIT(α) induces an associated action of Hn−m(0) on SIT(α/β), defined for 1 6 i 6 n−m−1
by

πai (T ) = πai+m(φ(T )) for each T ∈ SIT(α/β).

The generator πai+m affects only the entries i + m, i + m + 1 in the tableau φ(T ), leaving
the entries in the cells of β fixed. Also we know from Theorem 10 that the operators
{πai+m : 1 6 i 6 n−m− 1} on the set SIT(α) satisfy the 0-Hecke relations. It follows that
one does indeed have an action of Hn−m(0) on SIT(α/β).

Now consider either of the two actions πRS∗ or πA
∗
. Recall from [10] that the partial order

defined on SIT(α) by the cover relation

S ≺RS∗α T if T = πRS∗

i (S) for some i

makes SIT(α) into a ranked and bounded poset, the immaculate Hecke poset, which is the
poset of Theorem 13. Furthermore, the cover relation S ≺A∗α T determines exactly the same
poset on SIT(α). The map φ allows us to identify SIT(α/β) with a subposet of SIT(α).
Hence we have the following proposition.

Proposition 24. The cover relation defined by

S ≺RS∗
α/β

T if and only if φ(T ) = πRS∗

i+m (φ(S)) for some i = 1, 2, . . . , n−m− 1,

is a partial order on the elements of SIT(α/β).

Moreover, the cover relation

S ≺A∗
α/β

T if and only if φ(T ) = πA
∗

i+m(φ(S)) for some i = 1, 2, . . . , n−m− 1,

determines the same poset structure on SIT(α/β).

We call the common poset SIT(α/β) defined by either of the two actions πRS∗ or πA
∗

the
skew immaculate Hecke poset for the skew shape α/β, and denote it by PRS∗α/β.

The following lemma is the skew analogue of [10, Lemma 6.2].
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Lemma 25. Let α � n, β � m 6 n with β ⊆ α, and S, T ∈ SIT(α/β). Then

S≺S∗
α/β
T ⇐⇒ S≺RS∗

α/β
T.

Using the map φ, one sees that the proof is identical to [10, Lemma 6.2] and is therefore
omitted.

Remark 26. It follows then as in [10] that the two cover relations

S ≺S∗
α/β

T if and only if φ(S) = πS∗

i+m(φ(T )) for some i = 1, 2, . . . , n−m− 1,

S ≺A∗α/β T if and only if φ(S) = πA
∗

i+m(φ(T )) for some i = 1, 2, . . . , n−m− 1,

define the same poset structure on SIT(α/β), which we denote by PS∗α/β.

Note that as a consequence of these definitions, which have been chosen to be consistent
with the definitions in [10], we get the following result.

Proposition 27. Let α, β be compositions with β ⊆ α. Then the posets PS∗α/β and PRS∗α/β
are isomorphic.

By Proposition 9 (1), Theorem 17 and Proposition 23 we obtain the next theorem.

Theorem 28. Let α � n, β � m with β ⊆ α. Then we have the following.

• Vα/β = span{T : T ∈ SIT(α/β)} is an Hn−m(0)-module for the RS∗-action. Its
quasisymmetric characteristic is RS∗α/β.

• Wα/β = span{T : T ∈ SIT(α/β)} is an Hn−m(0)-module for the S∗-action. Its qua-
sisymmetric characteristic is S∗α/β.

• Aα/β = span{T : T ∈ SIT(α/β)} is an Hn−m(0)-module for the A∗-action. Its qua-
sisymmetric characteristic is A∗α/β.

• Aα/β = span{T : T ∈ SIT(α/β)} is an Hn−m(0)-module for the A∗-action. Its qua-

sisymmetric characteristic is A∗α/β.

We will sometimes refer to such modules as skew modules to emphasise their reliance on a
skew diagram.

Let us now turn our attention to SET(α/β) where all the column entries increase from
bottom to top. Observe in Example 22 that in fact T ∈ SET(α/β), and so we can have
T ∈ SET(α/β) but φ(T ) 6∈ SET(α). However, we do have the following result that gives us
two more skew modules.
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Proposition 29. Let α � n, β � m with β ⊆ α.

For the RS∗-action, we have that span{T : T ∈ SET(α/β)} is an Hn−m(0)-submodule of
Vα/β with quasisymmetric characteristic REα/β.

For the A∗-action, we have that span{T : T ∈ SET(α/β)} is an Hn−m(0)-submodule of Aα/β
with quasisymmetric characteristic A∗SET(α/β).

Proof. In order to prove that we have a submodule, we must show that SET(α/β) is closed
with respect to our chosen 0-Hecke action, namely if T ∈ SET(α/β) then πai (T ) ∈ SET(α/β)
for our 0-Hecke action πa.

Let πai be a generator for either our RS∗-action or A∗-action as described in Proposition 23.
If πai (T ) = T or 0 the πai (T ) ∈ SET(α/β) and we are done.

Hence, it remains to check the case where

πai (T ) = si(T ).

By Proposition 23 this will be when i ∈ Des(T ), and by Table 1 this will be precisely when
i+ 1 is strictly below i because we are considering the RS∗-action or A∗-action.

Since T ∈ SET(α/β) we are guaranteed that i and i+ 1 will be in different columns because
the entries in every column of T increase from bottom to top by definition. Hence in T we
will see one of the following.

i

i+1

or
i

i+1

Now observe that in each of these cases switching i and i+ 1 does not affect the increasing
from left to right row condition, nor the increasing from bottom to top column condition.
Hence πai (T ) ∈ SET(α/β) in this final case, and we are done.

5 Branching rules

Throughout this section, unless explicitly mentioned to the contrary, by 0-Hecke action we
will mean the RS∗-action of Hn(0). In particular, for ease of comprehension in this section
we will write πi(T ) for the RS∗-action πRS∗

i (T ).

The goal of this section is to establish a branching rule for the 0-Hecke module Vα with
respect to the RS∗-action, using the modules Vα/β established in Section 4. An analogous
branching rule for the 0-Hecke module afforded by standard reverse composition tableaux
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was established by Tewari and van Willigenburg [13, Theorem 9.10]. Their argument can be
adapted to our case, as we now show.

The following explicit identification of Hm(0)⊗Hn−m(0) as a subalgebra of Hn(0) is described
in [5, Théorème 1 (iii)], and used in [13]. Define Hm,n−m(0) to be the subalgebra of Hn(0)
generated by the set

{π1, . . . , πm−1, πm+1, . . . , πn−1}.
The module Hm(0)⊗Hn−m(0) is generated by the set

{π1 ⊗ 1, . . . , πm−1 ⊗ 1, 1⊗ π1, . . . , 1⊗ πn−1−m},

where 1 is the unit of the 0-Hecke algebra. The identification is made by means of the map

πi 7→

{
πi ⊗ 1, 1 6 i 6 m− 1,

1⊗ πi−m, m+ 1 6 i 6 n− 1.
(6)

We will prove the following theorem.

Theorem 30. Let α � n. The restriction of the Hn(0)-module Vα to the subalgebra Hm(0)⊗
Hn−m(0) admits the following decomposition.

Vα
yHn(0)
Hm(0)⊗Hn−m(0)

=
⊕
β�m
β⊆α

Vβ ⊗ Vα/β

In particular,

Vα
yHn(0)
Hn−1(0)

∼=
⊕
β�n−1
β⊂α

Vβ.

That is, the sum on the right runs over all compositions β such that α/β consists of a single
cell.

However, before we prove Theorem 30 we require some other results that we now give.
From Theorem 20, we can conclude the following proposition, which already reflects the
decomposition claimed above, at the level of dimensions.

Proposition 31. For a skew diagram α/β and a set S of positive integers of size |α/β|, let
SITS(α/β) denote the set of standard immaculate tableaux of shape α/β with distinct entries
in the set S. In particular, for a composition γ � m we have that SIT(γ) = SIT{1,2,...,m}(γ).
Then we have, for fixed α � n,

SIT(α) =
⋃
m>1

⊔
β�m
β⊆α

SIT(β)× SIT{|β|+1,|β|+2,...,|α|}(α/β).
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For T ∈ SIT(α) let T6m be the subtableau of T formed by the entries that are at most m,
and let T>m be the subtableau of T formed by the entries greater than m. Similar to [13],
for α � n and β � m such that β ⊆ α, define

Xα,β = {T ∈ SIT(α) : shape of T>m is α/β}.

Then Proposition 31 may be rephrased as

SIT(α) =
⋃
m>1

⊔
β�m
β⊆α

Xα,β. (7)

The overarching goal of the arguments in [13, Section 9, pages 1061-1063] is to make the
precise formal identifications that are required to lift (7) to the module level, which we now
follow.

Define the following vector spaces:

• Sβ is the C-linear span of all tableaux in SIT(β);

• Sα/β is the C-linear span of all tableaux in SIT(α/β);

• SXα,β is the C-linear span of all tableaux in Xα,β.

There is a natural vector space isomorphism θ : SXα,β → Sβ ⊗ Sα/β given by

θ(T ) = T6m ⊗ T>m. (8)

Recalling that Hm(0)⊗Hn−m(0) is generated by the set {πi ⊗ 1, 1⊗ πj : 1 6 i 6 m− 1, 1 6
j 6 n−m− 1}, we see that SXα,β becomes an Hm(0)⊗Hn−m(0)-module by setting

(πi ⊗ 1) · T = πi(T ), if 1 6 i 6 m− 1,

(1⊗ πj) · T = πm+j(T ), if 1 6 j 6 n−m− 1.

Equivalently, this definition equips SXα,β with the structure of an Hm,n−m(0)-module, where
πi · T = πi(T ) for 1 6 i 6 m − 1, m + 1 6 i 6 n − 1. Moreover it is straightforward to
verify that the Hm,n−m(0)-action commutes with the isomorphism θ described in (8). We
now immediately have the following analogue of [13, Proposition 9.9].

Proposition 32. For α � n, β � m and β ⊆ α the map θ : T 7→ T6m ⊗ T>m defines an
isomorphism of Hm(0)⊗Hn−m(0)-modules for the RS∗-action

SXα,β
∼= Sβ ⊗ Sα/β.
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Proof of Theorem 30. Considering the above discussions, the proof is now immediate upon
observing that

• Sα = Vα as Hn(0)-modules, and

• there is an Hm(0)⊗Hn−m(0)-module isomorphism

Sα ∼=
⊕
β�m
β⊆α

SXα,β .

The special case m = n− 1 is a consequence of the fact that H1(0) ∼= C.

We conclude this section with the observation that Theorem 30 holds if the module Vα
carrying the RS∗-action is replaced with the modules for the S∗-action, or the A∗- and
A∗-actions. The precise statements appear below. We omit the proofs, since they follow
almost identically from the above arguments for Theorem 30.

Theorem 33. Let α � n, and let Uα denote the Hn(0)-module defined by any one of the four
actions on the set SIT(α) arising from the four descent sets DesS∗, DesRS∗, DesA∗, DesA∗.
Then for fixed m 6 n we have

Uα
yHn(0)
Hm(0)⊗Hn−m(0)

=
⊕
β�m
β⊆α

Uβ ⊗ Uα/β. In particular, Uα
yHn(0)
Hn−1(0)

∼=
⊕
β�n−1
β⊂α

Uβ.

The analogous result holds for each of these four actions on SET(α), the subset of SIT(α)
in which all columns increase. We defer this discussion to Section 6.

6 The skew immaculate Hecke poset

Let α � n, β � m with β ⊆ α. In this section we show how the results of [10] on the
immaculate Hecke poset PRS∗α generalise to the skew immaculate poset PRS∗α/β.

We begin with an enumerative formula extending a result of [2].

Proposition 34. Let α, β be compositions with β ⊆ α, and ` = `(α), k = `(β). Let
γ = (αk+1, . . . , α`) � r. Then

1. | SIT(γ)| = r!

r(r−γ1)(r−(γ1+γ2))···(r−
∑`−k
j=1 γj)

∏`(γ)
i=1 (γi−1)!

2. | SIT(α/β)| = | SIT(γ)| ·
(

n
|γ|, αk−βk, ..., α1−β1

)
.
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Proof. Item (1) is the result in [2, Proposition 3.13].

Item (2) follows because the diagram of γ can be filled independently of the skew diagram
consisting of the rows below it.

In particular, when `(β) = `(α) = k, the composition γ is empty and the rows of the skew
diagram can be filled independently of one other. Because of the row increase condition, in
this case the size of SIT(α/β) is simply the multinomial coefficient

(
n

αk−βk,...,α1−β1

)
.

We now define some tableaux that will play a key role in our analysis of PRS∗α/β. When

β = ∅ these definitions coincide with their counterparts in Definition 11.

Definition 35. For α � n, β � m with β ⊆ α, we define the following special standard
tableaux in SIT(α/β).

• S0
α/β is the tableau in which the cells of the first column of α, if any remain in α/β (i.e.,

if `(α) − `(β) 6= 0), are filled with 1, . . . , `(α) − `(β), increasing bottom to top; then
fill the remaining cells by rows, top to bottom, left to right with consecutive integers
starting at `(α)− `(β) + 1 and ending at n−m.

• Srowα/β is the row superstandard tableau whose entries left to right, bottom to top, begin-
ning with the bottom row and moving up, using the numbers 1, 2, . . . , n−m taken in
consecutive order.

• Scolα/β is the column superstandard tableau whose columns are filled bottom to top, left
to right, beginning with the leftmost column and moving right, using the numbers
1, 2, . . . , n−m taken in consecutive order.

Example 36. Let α = (2, 2, 3, 2, 4) � 13, β = (2, 1, 2) � 5.

S0
α/β =

2 3 4 5

1 6
• • 7
• 8
• •

Srowα/β =

5 6 7 8

3 4
• • 2
• 1
• •

Scolα/β =

2 5 7 8

1 4
• • 6
• 3
• •

Example 37. Let α = (5, 4, 6) � 15, β = (2, 1, 2) � 5. Note that here `(β) = `(α) = 3.

S0
α/β =

• • 1 2 3 4
• 5 6 7
• • 8 9 10

Srowα/β =

• • 7 8 9 10
• 4 5 6
• • 1 2 3

Scolα/β =

• • 4 7 9 10
• 1 3 6
• • 2 5 8
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Next we examine the module structures afforded by the skew Hecke poset PRS∗α/β more

carefully. We establish the analogues of [10, Proposition 6.6, Proposition 6.11]. We begin
by focusing on the row-strict immaculate action πRS∗ . Recall that si is the operator that
switches the entries i, i+ 1 in a tableau T . The πRS∗-action of the Hecke generator πRS∗

i on
T ∈ SIT(α/β) is given precisely as follows by Theorem 23 and Table 1. As in the previous
section we will denote πRS∗

i by πi for ease of comprehension.

πi(T ) = πRS∗

i (T ) =


T, if i+ 1 is strictly above i in T ,

si(T ), if i+ 1 is strictly below i in T ,

0, otherwise.

The straightening algorithms below will allow us to conclude, using Theorem 9, that the row-
strict skew immaculate module Vα/β is cyclically generated by S0

α/β, and the skew immaculate
module Wα/β is cyclically generated by Srowα/β .

We begin with a lemma. See Example 40 for an illustration.

Lemma 38. Let 1 6 b 6 a 6 n − 1. Let α � n and β ⊆ α. Suppose S, T ∈ SIT(α/β),
S 6= T , and suppose πb, πb+1, . . . , πa is a sequence of generators such that

• T = πaπa−1 · · · πb+1πb(S).

• For each i = b, b+ 1, . . . , a, Ti = πiπi−1 · · · πb+1πb(S) ∈ SIT(α/β) and Ti 6= Ti−1, where
we set Tb−1 = S.

Then T is obtained from S by replacing the entries b, b+ 1, b+ 2, . . . , a, a+ 1 by the entries
a+ 1, b, b+ 1, . . . , a− 1, a, respectively.

Proof. The hypotheses guarantee that at each step of applying the sequence of operators
πaπa−1 · · · πb+1πb, the resulting tableau Ti is in SIT(α/β), and is the result of swapping i and
i+ 1 in Ti−1; in particular the result is always nonzero.

The statement now follows immediately.

Proposition 39. Let α � n, β � m with β ⊆ α. Consider the skew standard immaculate
tableau S0

α/β. Then for any T ∈ SIT(α/β) where T 6= S0
α/β, there is a sequence of generators

πji , and distinct tableaux Ti ∈ SIT(α/β), i = 1, . . . , r, such that πji(Ti) = Ti−1, i = 1, 2, . . . , r,
where we set T0 = T and Tr = S0

α/β. Hence we conclude

S0
α/β 4RS∗α T and T = πj1πj2 · · · πjr(S0

α/β).

In particular, S0
α/β is the unique minimal element of the poset PRS∗α/β.

the electronic journal of combinatorics 32(2) (2025), #P2.11 22



Before we prove this, we illustrate how to construct a saturated chain from S0
α/β to any

tableau T in SIT(α/β) by applying 0-Hecke operators for the RS∗-action. Lemma 38 is
helpful in compressing the steps involving consecutive generators.

Example 40. Let α = (4, 3, 4, 2, 3), β = (2, 1, 2), and

T =

5 8 10

3 4
• • 6 11
• 1 9
• • 2 7

S0
α/β =

2 3 4

1 5
• • 6 7
• 8 9
• • 10 11

.

We work first to match column 1 of T with column 1 of S0
α/β. Using Lemma 38, we have,

starting with the lowest entry in column 1 that differs from S0
α/β,

T
π2π1←−−

5 8 10

1 4
• • 6 11
• 2 9
• • 3 7

= T1
π4π3π2←−−−−

2 8 10

1 5
• • 6 11
• 3 9
• • 4 7

= T2.

To be clear about the sequence of generators, this means T = π2π1(T1) and T1 = π4π3π2(T2).
Now we work downwards from the topmost row of length at least two, one entry at a time,
starting with the smallest entry that does not match the one in S0

α/β, to make this row agree

with that of S0
α/β. The entries that need to be replaced are first 8 and then 10.

T2
π7π6π5π4π3←−−−−−−

2 3 10

1 6
• • 7 11
• 4 9
• • 5 8

= T3
π9π8π7π6π5π4←−−−−−−−−

2 3 4

1 7
• • 8 11
• 5 10
• • 6 9

= T4.

That is, T2 = π7π6π5π4π3(T3) and T3 = π9π8π7π6π5π4(T4).
Proceeding to the next highest row differing from S0

α/β, we have

T4
π6π5←−−

2 3 4

1 5
• • 8 11
• 6 10
• • 7 9

= T5
π7π6←−−

2 3 4

1 5
• • 6 11
• 7 10
• • 8 9

= T6,
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and thus T4 = π6π5(T5), T5 = π7π6(T6). Finally we have

T6
π10π9π8π7←−−−−−−

2 3 4

1 5
• • 6 7
• 8 11
• • 9 10

= T7
π10π9←−−−

2 3 4

1 5
• • 6 7
• 8 9
• • 10 11

= S0
α/β.

Again, this means T6 = π10π9π8π7(T7) and T7 = π10π9(S
0
α/β).

The final result is the following saturated chain from S0
α/β to T .

T = (π2π1) (π4π3π2) (π7π6 · · · π3) (π9π8 · · · π4) (π6π5) (π7π6) (π10π9π8π7) (π10π9)(S
0
α/β)

The algorithm executed in the preceding example identifies a unique saturated chain from
S0
α/β to T , and is identical to the one in the proof of [10, Proposition 6.6]. Readers familiar

with that argument may therefore safely skip the following proof of the validity of the
algorithm, given here for completeness.

Proof of Proposition 39. In what follows, when an integer a occupies row p and column q of
T, by the counterpart of a in S0

α/β we will mean the integer occupying the same cell, row

p and column q, in S0
α/β. First assume `(α) 6= `(β). This means there are cells in the first

column of α appearing in the first column of α/β.

Step 1: We begin by making the first column of T match the first column of S0
α/β. Here it is

important that some cells in the first column of α remain in α/β, so that `(α)−`(β) > 1.
Find the least j, 1 6 j 6 `(α)− `(β), such that the entry x in cell (j + `(β), 1) of T is
not equal to j.

Then in T we have that x − 1 is in a lower row, not in column 1 by minimality of
j, and the fact that rows increase left to right, and the first column increases. Hence
T = πx−1(T1), such that in T1 ∈ SIT(α/β), x−1 is now a descent, lying in a row strictly
higher than x. Now repeat this procedure until x is replaced by j. Then continue with
the next entry in column 1 of T that does not match in S0

α/β. Clearly this process ends

with a tableau T = πxrπxr−1 · · · πx1(Tr). The first column of Tr matches column 1 of
S0
α/β.

Note that if T and S0
α/β already agree in the first column then T = Tr, so Step 1 is not

necessary.
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Step 2: First observe that Tr and S0
α/β now agree for all entries less than or equal to the

positive number ` = `(α) − `(β). Now consider the topmost row of length greater
than 1, say row k. Find the least entry, say y, in this row of Tr that differs from the
corresponding entry in S0

α/β. Note that y is then necessarily larger than its counterpart

in S0
α/β, by definition of the latter. Then y > `+ 1 because if y = `+ 1 then it would

already be in the correct place by the definition of S0
α/β. Hence we are guaranteed that

y − 1 is strictly below y in Tr because we are in the topmost row possible, and rows
increase left to right. Hence Tr = πy−1(Tr+1) for Tr+1 ∈ SIT(α/β), such that y − 1 is
a descent in Tr+1 strictly higher than y. We repeat this step until y has been replaced
by its counterpart in S0

α/β.

Step 3: Continue in this manner to the end of the row. We now have a sequence of operators
πij and tableaux Tj ∈ SIT(α/β) such that Tj−1 = πij(Tj), and the final tableau Ts
agrees with S0

α/β for all entries 6 `+ (αk − 1) if βk = 0, or 6 `+ (αk − βk) if βk > 1.

Step 4: Proceed downwards to the next row where an entry in Ts differs from its counterpart
in S0

α/β, and repeat Steps 2 and 3, until all rows match S0
α/β.

Since at the end of each iteration of Step 3, the number of entries that are in agreement with
S0
α/β increases, we see that the algorithm produces a saturated chain from S0

α/β to T in the

poset PRS∗α/β as claimed. This completes the case `(α) 6= `(β).

The case `(α) = `(β) is almost identical, with the simplification that we proceed directly to
Step 2, since Step 1 is no longer needed.

We now immediately conclude the following, using Theorem 9 (2). The statement about the
A∗-action follows since, by Theorem 24, the RS∗- and A∗-actions both determine the same
poset structure PRS∗α/β on SIT(α/β).

Theorem 41. Let α � n, β � m with β ⊆ α. Then Vα/β is a cyclic Hn−m(0)-module
generated by the element S0

α/β. The same statement holds for the module Aα/β defined by

the A∗-action on SIT(α/β).

Proposition 42. Let α � n, β � m with β ⊆ α. Consider the skew standard immaculate
tableau Srowα/β . Then for any T ∈ SIT(α/β) where T 6= Srowα/β , there is a sequence of generators

πji , and distinct tableaux Ti ∈ SIT(α/β), i = 1, . . . , r, such that πji(Ti−1) = Ti, i = 1, 2, . . . , r,
where we set T0 = T and Tr = Srowα/β . Hence we conclude

T 4RS∗α S
row
α/β and πjrπjr−1 · · · πj1(T ) = Srowα/β .

In particular, Srowα/β is the unique maximal element of the poset PRS∗α/β.
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Again we give an example illustrating the straightening algorithm that produces a saturated
chain of 0-Hecke operators for the RS∗-action, going from a tableau T ∈ SIT(α/β) to the
tableau Srowα/β .

Example 43. Let α = (4, 3, 4, 2, 3), β = (2, 1, 2, 1), and

T =

4 7 9
• 3
• • 5 10
• 1 8
• • 2 6

Srowα/β =

8 9 10
• 7
• • 5 6
• 3 4
• • 1 2

.

Start with the largest entry in the topmost row of T that differs from Srowα/β , in this case 9,
and apply π9 to T . This gives

T =

4 7 9
• 3
• • 5 10
• 1 8
• • 2 6

π9−→

4 7 10
• 3
• • 5 9
• 1 8
• • 2 6

= T1.

Repeat this step until the topmost row agrees with Srowα/β . This means we compute π8π7(T1) =

T2 and then π7π6π5π4(T2) = T3. Using Lemma 38, we have

T1
π8π7−−→

4 9 10
• 3
• • 5 8
• 1 7
• • 2 6

= T2
π7π6π5π4−−−−−→

8 9 10
• 3
• • 4 7
• 1 6
• • 2 5

= T3.

Now move to the second row from the top. To make the 3 in T3 match the 7 in Srowα/β , we

must compute T4 = π6π5π4π3(T3), giving, by Lemma 38,

T3
π6π5π4π3−−−−−→

8 9 10
• 7
• • 3 6
• 1 5
• • 2 4

= T4.
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Continuing in this way T5 = π4π3(T4) and finally Srowα/β = π2π1(T5), that is,

T4
π4π3−−→

8 9 10
• 7
• • 5 6
• 1 4
• • 2 3

= T5
π2π1−−→

8 9 10
• 7
• • 5 6
• 3 4
• • 1 2

= Srowα/β .

The full chain from T to Srowα/β is then

Srowα/β = (π2π1)(π4π3)(π6π5π4π3)(π7π6π5π4)(π8π7)π9(T ).

In this case the algorithm, identical to the one in the proof of [10, Proposition 6.11], is
simpler to describe. Again, readers familiar with that proof may safely skip the argument
below.

Proof of Proposition 42. We start with the topmost row of T that differs from Srowα/β , and
find the largest entry, say x, in that row that differs from its counterpart in Srowα/β . Then
necessarily x+ 1 is in a lower row of T = T0, because x is the largest and topmost entry that
differs from its counterpart in Srowα/β . Hence T1 = πx(T0), with T1 ∈ SIT(α/β) the tableau
obtained from T by switching x, x + 1. We continue in this manner along each row, top to
bottom, right to left. Note that at the start of a new row j, the tableau Tk agrees with Srowα/β

in the top j − 1 rows.

It is straightforward to check that this algorithm terminates in the tableau Srowα/β , producing
a saturated chain in the poset from T to Srowα/β .

Recall from Table 1 and Theorem 23 that the πS∗-action is defined on SIT(α/β) explicitly
by

πS∗

i (T ) =


T, if i+ 1 is weakly below i in T ,

si(T ), if i+ 1 is strictly above i in T , and i, i+ 1 are not in column 1 of α,

0, otherwise.

From Lemma 25 and Proposition 42, using Theorem 9 (2), we immediately have the following.
The statement about the A∗-action follows since, by Theorem 26, the S∗- and A∗-actions
both determine the same poset structure PS∗α/β on SIT(α/β).

Theorem 44. Let α � n, β � m with β ⊆ α. Then Wα/β is a cyclic Hn−m(0)-module
generated by the element Srowα/β . The same statement holds for the module Aα/β defined by

the A∗-action on SIT(α/β).
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Recall that the inversion set of a permutation σ ∈ Sn is

Inv(σ) = {(p, q) | 1 6 p < q 6 n and σ(p) > σ(q)}.

The number of inversions is denoted by inv(σ) = |Inv(σ)|.

Example 45. If σ = 5 4 2 3 1 ∈ S5, then inv(σ) = 9 from

Inv(σ) = {(1, 2), (1, 3), (1, 4), (1, 5), (2, 3), (2, 4), (2, 5), (3, 5), (4, 5)}.

The reading word rw(T ) of a tableau T is defined to be the entries of T read from right to
left along rows, and from top to bottom. With this in mind, we therefore define the number
of inversions of a standard tableau T to be the number of inversions in its reading word
rw(T ), and simply write inv(T ) for inv rw(T ).

In [10, Sections 5 and 6] it was shown that the immaculate Hecke poset PRS∗α is ranked, with
the rank of a standard immaculate tableau T ∈ SIT(α) given by the number of inversions in
the reading word rw(T ) of T . The map φ allows us to conclude that the skew immaculate
Hecke poset PRS∗α/β is also ranked, with the same rank function.

Observe that the specification of φ in Definition 21 depends on the choice of a fixed filling
of the diagram of β. Indeed, every U ∈ SIT(β) determines a unique map φU : SIT(α/β)→
SIT(α) for which the statement of Proposition 23 holds.

For α � n, β � m with β ⊆ α, let T ∈ SIT(α/β), and U ∈ SIT(β). The reading word rw
of φU(T ) in SIT(α) contains inversions of the form (i, j) where i > m and j 6 m. These
inversions are clearly independent of the choice of T and U . We denote their number by
inv(α, β), and examples of such inversions can be seen in Example 46.

Example 46. Recall Example 22, with U ∈ SIT(β) in bold.

Let T =

3 5 7 8

2 6
• • 1
• 4
• •

∈ SIT(α/β). Then φ(T ) =

8 10 12 13

7 11

4 5 6

3 9

1 2

∈ SIT(α).

We have that φ(T ) = φU(T ) for U = Srowβ . Then

rw(φU(T )) = 13 12 10 8 11 7 6 5 4 9 3 2 1, rw(T ) = 8 7 5 3 6 2 1 4, rw(U) = 5 4 3 2 1.

In φU(T ), the 7 entries in α/β in rows 3,4,5 each create 5 inversions with the entries in β,
and the entry 9 creates 3 inversions with the entries in β, so we have

inv(α, β) = 7(5) + 3 = 38.

the electronic journal of combinatorics 32(2) (2025), #P2.11 28



More generally, letting ` = `(β) and γi = αi − βi, i = 1, . . . `, one checks that one has the
formula

inv(α, β) = γ1 ·β1+γ2 ·(β2+β1)+· · ·+γ` ·(β`+β`−1+· · ·+β1)+(α`+1+· · ·+α`(α))(β`+β`−1+· · ·+β1)

where inv(α, β) is defined to be the number of inversions in the reading word of φ(T ) arising
from pairs (i, j) such that i > m and j 6 m.

The following lemma is straightforward to verify.

Lemma 47. Let α, β be compositions with β ⊆ α. Fix U ∈ SIT(β). Consider the map
φU : SIT(α/β)→ SIT(α) as described above. Let T ∈ SIT(α/β). Then

inv(φ(T )) = inv(T ) + inv(U) + inv(α, β)

where inv(α, β) is defined as above.

The poset PRS∗α/β is therefore ranked by the number of inversions inv(T ) = inv rw(T ) for

T ∈ SIT(α/β), and the next result generalises the formula in [10, Remark 6.14] for the rank
of the poset PRS∗α.

Proposition 48. Let α, β be compositions with β ⊆ α. Then the poset PRS∗α/β is graded,

and the rank of the skew standard immaculate tableau T is given by inv(T )− inv(S0
α/β).

In particular, inv(Srowα/β) =
(|α|−|β|

2

)
, and

inv(S0
α/β) =

`(β)∑
i=1

(
αi − βi

2

)
+

`(α)∑
i=`(β)+1

(
αi + i− `(β)− 1

2

)
−
(
`(α)− `(β)

3

)
.

Hence the rank of the poset PRS∗α/β is

(
|α| − |β|

2

)
−

`(β)∑
i=1

(
αi − βi

2

)
−

`(α)∑
i=`(β)+1

(
αi + i− `(β)− 1

2

)
+

(
`(α)− `(β)

3

)
.

Proof. Since the poset is ranked by the number of inversions, we need only compute the
maximum number of inversions possible in a standard immaculate tableau. We proceed by
inclusion-exclusion.
The maximum number of inversions is the number of pairs that can appear in any order.
The total number of pairs is

(|α/β|
2

)
, from which we need to subtract pairs that need to be

ordered. To count these pairs, define a hook as the collection of the cells from {(1, 1), . . . , (i−
1, 1), (i, 1), (i, 2), . . . , (i, αi)} that appear in the skew diagram α/β, where (i, j) refers to the
cell or hole in row i and column j, and row 1 is the bottom row. The pairs that need to be
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ordered are then the ones that appear in the same hook, and note that the hook for row i is
just the entries in row i if the cell (i, 1) does not belong to α/β. For the hook with the cell
(i, 1), there are

(
αi+i−`(β)−1

2

)
such pairs, since the hook contains i− `(β) cells in the column

and αi cells in the row, including the cell that belongs to both the row and the column.
Similarly, the `(β) rows that have no cell in the first column have

∑`(β)
i=1

(
αi−βi

2

)
pairs that

need to be ordered, since there are αi − βi entries in row i.

Finally, the pairs of elements that are both in the first column are overcounted by this process,
since they may belong to more than one hook. To ensure that those pairs are subtracted
only once, we add back the number of pairs strictly below row i, for each `(β)+1 6 i 6 `(α):

`(α)∑
i=`(β)+1

(
i− 1− `(β)

2

)
=

`(α)−`(β)∑
i=1

(
i− 1

2

)
=

(
`(α)− `(β)

3

)
.

Now we turn our attention back to skew standard extended tableaux. Recall from Theo-
rem 29 that the subset span{T ∈ SIT(α/β) : T ∈ SET(α/β} is a 0-Hecke module for both
the RS∗-action and the A∗-action.

Proposition 49. Let α, β be compositions with β ⊆ α. Then the subposet of PRS∗α/β whose

elements are SET(α/β) has a unique maximal element, namely the unique maximal element
Srowα/β of PRS∗α/β. This subposet is ranked, with the same rank function as PRS∗α/β. For the

RS∗-action or the A∗-action, the minimal elements of the subposet generate span{T : T ∈
SET(α/β} as a submodule of Vα/β or Aα/β, respectively.

Proof. Combining Theorem 29 with the straightening algorithm of Theorem 42, shows that
the subposet whose elements are SET(α/β) has a unique maximal element Srowα/β ∈ SET(α/β).
The last two statements follow from Theorem 29.

When β 6= ∅, the subposet SET(α/β) need not have a unique minimal element, as Figure 1
shows.

Example 50. Let α = (2, 3, 2), β = (1, 2, 1). Then

SET(α/β) =

Scolα/β =

• 2
• • 3
• 1

, T1 =

• 3
• • 1
• 2

, T2 = Srowα/β =

• 3
• • 2
• 1

 .

Note that π1(T1) = T2 = π2(S
col
α/β), but T1 and Scolα/β are incomparable and are thus minimal

elements of SET(α/β).
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• • 1 2
• 3
• • 4 5

• • 1 3
• 2
• • 4 5

• • 1 2
• 4
• • 3 5

• • 1 4
• 2
• • 3 5

• • 2 3
• 1
• • 4 5

• • 1 2
• 5
• • 3 4

• • 1 3
• 4
• • 2 5

• • 1 5
• 2
• • 3 4

• • 2 4
• 1
• • 3 5

• • 1 4
• 3
• • 2 5

• • 1 3
• 5
• • 2 4

• • 2 3
• 4
• • 1 5

• • 2 5
• 1
• • 3 4

• • 3 4
• 1
• • 2 5

• • 2 4
• 3
• • 1 5

• • 1 5
• 3
• • 2 4

• • 1 4
• 5
• • 2 3

• • 2 3
• 5
• • 1 4

Scolα/β =

• • 3 5
• 1
• • 2 4

• • 3 4
• 2
• • 1 5

• • 2 5
• 3
• • 1 4

• • 1 5
• 4
• • 2 3

• • 2 4
• 5
• • 1 3

• • 3 5
• 2
• • 1 4

• • 4 5
• 1
• • 2 3

• • 3 4
• 5
• • 1 2

• • 2 5
• 4
• • 1 3

• • 4 5
• 2
• • 1 3

• • 3 5
• 4
• • 1 2

Srowα/β =

• • 4 5
• 3
• • 1 2

π2 π3

π1π3 π2π4π2 π3

π3π1 π4π2

π4 π1

π2 π4 π1 π2 π4 π1 π3 π4 π1 π3

π1
π2π4 π2 π1 π4 π3 π1π3

π4

π4 π1 π2
π3 π2 π3

π4 π1

π3 π1 π4 π2

π2 π3

Figure 1: The poset PRS∗α/β for α = (4, 2, 4), β = (2, 1, 2). The subposet whose elements

are SET(α/β), with three minimal elements, is in bold blue.
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The next example shows that, although Srowα/β is always the maximal element, Scolα/β need not

be a minimal element of SET(α/β).

Example 51. Let α = (2, 3), β = (1, 2). Then

SIT(α/β) = SET(α/β) =

{
T =

• • 1
• 2

, Scolα/β = Srowα/β =
• • 2
• 1

}
.

Here π1(T ) = Scolα/β = Srowα/β and so T is the minimal element.

In analogy with [10, Definition 7.14], we make the following definition.

Definition 52. Let α, β be compositions with β ⊆ α and NSET(α/β) be the subset of all
skew standard tableaux of shape α/β in which all rows increase left to right, but at least
one column does NOT increase from bottom to top.

We now observe that, as in [10, Proposition 7.25], the poset PRS∗α/β also gives a quotient
module of Wα/β with characteristic equal to the extended Schur function Eα/β. In Figure 1,
by reversing the arrows, one sees that the tableaux that are NOT in SET(α/β) form a closed
subset under the S∗-action.

Proposition 53. Let α, β be compositions with β ⊆ α. Then NSET(α/β) ∩ SIT(α/β) is
a basis for a submodule Yα/β of Wα/β for the S∗-action. The resulting quotient module
Wα/β/Yα/β has basis of cosets represented by the set SET(α/β), and is cyclically generated

by (the coset represented by) Srowα/β . A similar statement holds for the A∗-action. Their

quasisymmetric characteristics are respectively Eα/β and A∗α/β.

Proof. First recall from Theorem 25 that the S∗-action is obtained from the RS∗-action in
the 0-Hecke poset by reversing the arrows. Proposition 29 tells us that the subspace spanned
by NSET(α/β) is closed under the S∗-action, since T = πS∗

i (S) ⇐⇒ S = πRS∗
i (T ); hence

if S /∈ SET(α/β), then T /∈ SET(α/β). Now the key observation is that by Theorem 42,
the subposet of PRS∗α/β consisting of SET(α/β) has the unique maximal element Srowα/β by
its definition, which is thus the unique minimal element for the dual poset PS∗α/β. This
is therefore the cyclic generator of the quotient module for the S∗-action. The proof then
follows as in [10, Proposition 7.25].

We conclude with the analogue of Theorem 33 for SET(α).

Theorem 54. Let α � n, and let Zα denote the Hn(0)-module defined by any one of the four
actions on the set SET(α) arising from the four descent sets DesS∗, DesRS∗, DesA∗, DesA∗,
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where for DesS∗, DesA∗ they are quotient actions. Then for fixed m 6 n we have

Zα
yHn(0)
Hm(0)⊗Hn−m(0)

=
⊕
β�m
β⊆α

Zβ ⊗Zα/β. In particular, Zα
yHn(0)
Hn−1(0)

∼=
⊕
β�n−1
β⊂α

Zβ.
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