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Abstract

Distinct sets F1, F2, . . . , Fs are said to form a sunflower of size s and center of
size i if there is an i-element set C satisfying Fa∩Fb = C for all 1 6 a < b 6 s. The
present paper introduces the function mk(r0, r1, . . . , rk−1), the maximum size of a
collection of distinct k-sets in which for all 0 6 i < k the maximum size of a sunflower
with center of size i is at most ri. One of the favorite open problems of Paul Erdős
is whether mk(r, . . . , r) < c(r)k holds with some constant c(r) independent of k. We
present various inequalities and some exact results concerning mk(r0, r1, . . . , rk−1).
In particular we show that for k fixed and r0, . . . , rk−1 simultaneously tending to
infinity mk(r0, . . . , rk−1) = (1 + o(1))r0 . . . rk−1.

Mathematics Subject Classifications: 05D05

1 Introduction

Let X be a finite set. We use
(
X
k

)
to denote the family of all k-subsets of X. A subset

F ⊂
(
X
k

)
is called a k-uniform hypergraph, or simply a k-graph, on the ground set X. We

say that S1, S2, . . . , Sr ∈ F form a sunflower of size r with center C if C = Si ∩ Sj =
S1 ∩ . . . ∩ Sr for all 1 6 i < j 6 r. Define σi(F) as the size of a largest sunflower with
center of size i in F . Define

mk(r) = max {|F| : F is a k-graph with σi(F) 6 r for all i = 0, 1, . . . , k − 1} .

Since any two distinct k-sets form a sunflower, mk(1) = 1.
In 1960, Erdős and Rado proved the so-called sunflower lemma.

Lemma 1.1 ([10]). For r > 2,
mk(r) < k!rk.
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The importance of this simple result lies in the fact that it is unrelated to the size of
the vertex set X. It shows that sunflowers are ubiquitous. That is, any sufficiently large
collection of k-subsets contains a relatively large sunflower.

Note that if k is relatively large with respect to r then the upper bound in Lemma

1.1 is close to
(
kr
e

)k
. Erdős and Rado conjectured that the bound in Lemma 1.1 can be

drastically improved.

Conjecture 1.2 ([10]). For r > 2, there exists a constant C = C(r) such that

mk(r) 6 Ck. (1)

It has been one of the favorite open problems of Erdős (cf. [7]).
In a recent breakthrough, Alweiss, Lovett, Wu and Zhang [3] improved the bound in

the sunflower lemma as follows.

Theorem 1.3 ([3]). For r > 2, there is some constant C > 0 such that

mk(r) 6 (Cr3 log k · log log k)k.

For further improvements see [22], [16], [24]. Currently the best bound due to Bell,
Chueluecha and Warnke [4] is (Cr log k)k for some constant C > 0. However, (1) is still
wide open.

Abbott, Hanson and Sauer determined m2(r).

Theorem 1.4 ([1]). For r > 2,

m2(r) =

{
r(r + 1), r is even;
1
2
(r + 1)(2r − 1), r is odd.

(2)

Note that the construction for the case r even is two disjoint copies of Kr+1, the
complete graph on r + 1 vertices.

Abbott and Hanson gave an upper bound on m3(r).

Theorem 1.5 ([2]). For r > 7,

m3(r) < 1.8r3 + 9.8r2. (3)

In 1999, Kostochka, Rödl and Talysheva improved this bound, however only for very
large r.

Theorem 1.6 ([19]). Let k be fixed and r be sufficiently large. Then there exists a large
constant ck such that

mk(r) < rk(1 + ckr
−2−k

). (4)

Note that (4) implies mk(r) = (1 + o(1))rk for any fixed k and r →∞.
The late Michel Deza (cf. [6]) was the first to realize that the sunflower lemma can be

used to prove results related to the Erdős-Ko-Rado Theorem ([9]). This idea was further
developed by Füredi ([18]). The celebrated work of Razborov [23] on Boolean complexity
is making heavy use of the sunflower lemma as well.

However, in most applications it is essential to limit the size of the sunflowers in
function of the size of their center. This motivates the following definition.
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Definition 1.7. Let ∅ 6= F ⊂
(
[n]
k

)
be a k-graph and ~r = (r0, r1, . . . , rk−1) be an integer

vector, ri > 0, 0 6 i < k. Let

mk(~r) = max {|F| : σi(F) 6 ri for i = 0, 1, . . . , k − 1} .

Note that mk(r) = mk((r, r, . . . , r)). Obviously m1((r)) = r. When it causes no
confusion, we shall use mk(r0, r1, . . . , rk−1) to denote mk((r0, r1, . . . , rk−1)). For ~r =
(r0, r1, . . . , rk−1), we also use mk+1(s, ~r) to denote mk+1(s, r0, r1, . . . , rk−1).

The exact value of m2(s, r) is given by

Theorem 1.8 ([5]).

m2(s, r) =

 sr +

⌊
s

b r+1
2 c

⌋ ⌊
r
2

⌋
, s > r

2
;

sr, s < r
2
.

Our first result establishes a general bound on mk(~r). For ~r = (r, r, . . . , r) it reduces
to Lemma 1.1.

Proposition 1.9. For any positive integer vector ~r = (r0, . . . , rk−1),

r0r1 . . . rk−1 6 mk(~r) 6 k!r0r1 . . . rk−1. (5)

The next results relate mk(1, ~r) and mk(s, ~r) to mk−1(~r) under size restrictions to ri.

Theorem 1.10. Let ~r = (r0, . . . , rk−2) be a positive integer vector satisfying r0 > k + 1
and r0r1 . . . ri > (i+ 2)ki+1 for each i = 1, 2, . . . , k − 2. Then

mk(1, ~r) = mk−1(~r). (6)

Let min~r denote min
06i6k−1

ri.

Theorem 1.11. For s > 1, k > 2 and ~r = (r0, . . . , rk−2) satisfying min~r > 3ks,

mk(s, ~r) = s ·mk−1(~r). (7)

As a corollary, we determine the exact value of mk(~r) for ri+1 > 3(k − i)ri, i =
0, 1, . . . , k − 2.

Corollary 1.12. Let k > 2 and ~r = (r0, . . . , rk−1). If ri+1 > 3(k − i)ri holds for i =
0, 1, . . . , k − 2, then

mk(~r) = r0r1 . . . rk−1. (8)

For min
16i6k−1

ri sufficiently large respect to k, mk(~r) is determined asymptotically.

Theorem 1.13. Suppose that r := min
16i6k−1

ri is sufficiently large with respect to k. Then

mk(~r) = (1 + o(1))r0r1 . . . rk−1.
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For k = 3, a better upper bound than (5) is established. For s = r = p, it improves
Theorem 1.5.

Theorem 1.14. For r > 6,

m3(s, r, p) 6
5

3
sm2(r, p) + 2sp+ s. (9)

We determine m3(1, r, r) for r > 2.

Theorem 1.15. For r > 3,

m3(1, r, r) = m2(r, r) =

{
r(r + 1), r is even;
1
2
(r + 1)(2r − 1), r is odd.

(10)

Remark. Let us mention that m3(1, 2, 2) = 10 along with m3(2, 2, 2) = 20 was proved
by Abbott and Hanson [2].

For F ⊂
(
X
k

)
and x ∈ X, define

F(x) = {F \ {x} : x ∈ F ∈ F} , F(x̄) = {F : x /∈ F ∈ F}

and note that |F| = |F(x)|+ |F(x̄)|. For A ⊂ B ⊂ X, define

F(A,B) = {F \B : F ∈ F , F ∩B = A} .

For A = B, we simply write F(A).

2 Proof of Proposition 1.9

Let us first prove a recursive lower bound on mk(~r).

Proposition 2.1. Let ~p = (p0, . . . , p`−1) and ~r = (r0, . . . , rk−1) be positive integer vectors
of respective length ` and k. Then

m`+k(~p, ~r) > m`(~p)mk(~r). (11)

Proof. Set m` = m`(~p) and mk = mk(~r). Let H (G) be an `-graph (k-graph) with m`

(mk) edges, respectively showing the exactness of the corresponding sunflower bounds.
For each edge H ∈ H let GH be an isomorphic copy of G. The important requirement

is that GH is vertex disjoint to H and all the GH are pairwise vertex disjoint for distinct
edges H,H ′.

Now define
F = {H ∪G : H ∈ H, G ∈ GH} .

The fact that |F| = |H||G| is evident. Let us show that it has no unwanted sunflowers.
Suppose first that H1 ∪G1, . . . , Hq ∪Gq form a sunflower of size q and with center of

size i, 0 6 i < `. Then H1, . . . , Hq have to be distinct. Consequently, for 1 6 a < b 6 q,
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Ga ∩ Gb = ∅. I.e., (Ha ∪ Ga) ∩ (Hb ∪ Gb) = Ha ∩ Hb. We infer that H1, . . . , Hq form a
sunflower of size q with center of size i. Thus q 6 pi.

Note that for Ha 6= Hb, (Ha ∪Ga) ∩ (Hb ∪Gb) = Ha ∩Hb implies that the size of the
intersection is less than `. Hence if H1 ∪G1, . . . , Hq ∪Gq form a sunflower with size i and
i > ` then H1 = . . . = Hq. Thus G1, . . . , Gq are from the same copy of G and form a
sunflower with center of size i− `. This proves q 6 ri−` as desired.

Applying (11) with ` = 1, m1(s) = s yields

mk+1(s, r0, . . . , rk−1) > smk(~r). (12)

Starting with m1(rk−1) = rk−1, applying (12) consecutively k − 1 times with s =
rk−1, . . . , s = r0 leads to the lower bound of (5).

Recall that T is called a transversal of F if T ∩ F 6= ∅ for all F ∈ F . The transversal
number τ(F) is defined as the minimum size of a transversal of F . If T is a transversal
then

|F| 6
∑
x∈T

|F(x)|. (13)

If F1, . . . , Fs ∈ F are pairwise disjoint and ν(F) = s, then F1∪ . . .∪Fs is a transversal
of F . Thus,

mk(~r) 6 kr0 ·mk−1(r1, . . . , rk−1). (14)

Therefore,

mk(~r) 6 k!r0r1 . . . rk−1. (15)

Thus Proposition 1.9 is proven.

3 Proof of Theorems 1.10 and 1.11

Let F be a k-graph and let G be a t-graph, t 6 k. We say that F is covered by G if for
any F ∈ F there exists G ∈ G such that G ⊂ F .

By applying the branching process method developed by the first author in [11], we
show that any intersecting k-graph with τ(F) = t can be covered by a t-graph with at
most tkt−1 edges. Using this fact and more detailed analysis, we prove Theorem 1.10.

Proof of Theorem 1.10. Let F be an intersecting k-graph with σi(F) 6 ri−1, 1 6 i 6 k−1,
k > 4 and |F| = mk(1, ~r). Set t = τ(F). If t = 1 then F is a star with center x for some
x. It follows that

|F| = |F(x)| 6 mk−1(~r).

Assume that 3 6 t 6 k and let us form a branching process of t stages. Let X =
∪F∈FF . A sequence S = (x1, x2, . . . , x`) is an ordered sequence of distinct elements of X
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and we use Ŝ to denote the underlying unordered set {x1, x2, . . . , x`}. Fix a transversal
T of F with |T | = t. Let (x1) be a sequence of length 1, x1 ∈ T .

If (x1, . . . , xp) is a sequence and p < t then choose an arbitrary Fp ∈ F with Fp ∩
{x1, . . . , xp} = ∅ (τ(F) = t guarantees the existence of Fp). Make k new sequences
(x1, . . . , xp, xp+1) with xp+1 ∈ Fp. If p = t then stop. Eventually we construct tkt−1

sequences.

Claim 1. For each F ∈ F , there is a sequence S of length t with Ŝ ⊂ F .

Proof. Let S = (x1, . . . , x`) be a sequence of maximal length that occurred at some stage

of the branching process satisfying Ŝ ⊂ F . Suppose indirectly that ` < t. Since T ∩F 6= ∅
at the first stage, there is a sequence (x1) with x1 ∈ T such that {x1} ⊂ F . Thus ` > 1.

Since ` < t, at some stage S was picked and there is some F` ∈ F with Ŝ ∩ F` = ∅ being
chosen. Since F ∩ F` 6= ∅, there is some y ∈ F ∩ F`. Then (x1, . . . , x`, y) is a longer
sequence satisfying {x1, . . . , x`, y} ⊂ F , contradicting the maximality of `.

By Claim 1 and r0r1 . . . rt−2 > tkt−1,

|F| 6 tkt−1mk−t(rt−1, . . . , rk−2)
(12)

6
tkt−1

r0r1 . . . rt−2
mk−1(~r) 6 mk−1(~r).

We are left with the case t = 2. Define

A = {A : |A| = 2, A is a cover of F} .

Note that τ(A) = 2 would enable us to make a branching process in which we choose the
second set also from A. Hence instead of 2k we get 4 sequences of length 2 during the
branching process. Since r0 > k + 1 > 4, we have

|F| 6 4mk−2(r1, . . . , rk−2)
(12)

6
4

r0
mk−1(~r) 6 mk−1(~r).

Thus we may assume that τ(A) = 1. I.e., A is a star, say |A| = a.
Case 1. a = 1, say A = {(1, 2)}.
In the branching process we get 2k sequences (i, x), i = 1 or 2. Two of the sequences

are (1, 2) and (2, 1); giving rise to the same unordered set {1, 2}. The remaining 2k − 2
of them are not a transversal of F . I.e., for 2(k− 1) sequences of length 2, we can extend
the branching process to length 3. Thus,

|F| 6 mk−2(r1, . . . , rk−2) + 2(k − 1)kmk−3(r2, . . . , rk−2)
(12)

6

(
1

r0
+

2(k2 − k)

r0r1

)
mk−1(~r).

Since r0r1 > 3k2 and r0 > k + 1 > 4,

|F| <
(

1

4
+

2

3

)
mk−1(~r) < mk−1(~r).

Case 2. a > 2, A = {(1, 1 + i) : 1 6 i 6 a}.
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Note that if a > k then F is a star (with center 1) and we are done. Thus 2 6 a 6 k.
Note that {2, 3, . . . , a+ 1} ⊂ F for every F ∈ F(1̄). It follows that

|F(1̄)| 6 mk−a(ra−1, . . . , rk−2)
(12)

6
1

r0r1 . . . ra−2
mk−1(~r) 6

1

aka−1
mk−1(~r).

To bound |F(1)|, we start the branching process by the sequence (1). Using F ∈ F(1̄),
we obtain k sequences (1, b) of length 2 with b ∈ F . By {2, 3, . . . , a + 1} ⊂ F for all
F ∈ F(1̄), exactly a of them form a transversal of F . For each (1, b) with b ∈ F that
is not a transversal, we can extend the branching process to get a sequence of length 3.
Thus,

|F(1)| 6 amk−2(r1, . . . , rk−2) + (k − a)kmk−3(r2, . . . , rk−2)

(12)

6

(
a

r0
+
k(k − a)

r0r1

)
mk−1(~r)

<

(
a

k + 1
+
k(k − a)

3k2

)
mk−1(~r).

We need

a

k + 1
+
k − a

3k
+

1

aka−1
< 1. (16)

Since 2 6 a 6 k, we have

a

k + 1
+
k − a

3k
6

k

k + 1
,

1

aka−1
6

1

2k
<

1

k + 1
.

Thus |F| < mk−1(~r) and the theorem is proven.

The distinct sets F0, . . . , Fr are said to form a pseudo sunflower of size r+1 and center
C if C ( F0 and the sets Fi \ C are pairwise disjoint, 0 6 i 6 r.

Theorem 3.1 (Füredi [17], cf. also [14]). Let k, r be positive integers and let F be a
k-graph not containing any pseudo sunflower of size r + 1. Then

|F| 6 rk. (17)

For F ⊂ 2[n] and 0 6 i 6 n, define

F (i) = {F ∈ F : |F | = i}.

Let F be a k-graph with ν(F) 6 s. We define a basis B(F) which is not necessarily
unique by the following process. We start with F0 = F . Note that F0 is an antichain. At
the ith step try and find in the current family F i a pseudo sunflower F0, F1, . . . , Fks (the
size of Fj may be distinct). Let Ci be the center of the pseudo sunflower. Then let F i+1

be the family obtained from F i by deleting all sets containing Ci and adding Ci. Clearly
F i+1 is also an antichain.

the electronic journal of combinatorics 32(2) (2025), #P2.43 7



Claim 2. If ν(F i) 6 s then ν(F i+1) 6 s.

Proof. Suppose that Ci, Fi,1, Fi,2, . . . , Fi,s ∈ F i+1 form a matching of size s + 1. Clearly
Fi,1, Fi,2, . . . , Fi,s ∈ F i. Since F0, F1, . . . , Fks form a pseudo sunflower in F i with center
Ci, there exists Fj such that Fj, Fi,1, Fi,2, . . . , Fi,s form a matching in F i, contradicting
ν(F i) 6 s.

Continue this process until no more pseudo sunflower of size ks + 1 can be formed.
Let B := B(F) be the final family. Clearly, B is an antichain and for all F ∈ F there
exists B ∈ B with B ⊂ F . By Claim 2, we have ν(B) 6 s.

Using the defined basis and Theorem 3.1, we prove Theorem 1.11.

Proof of Theorem 1.11. Let F be a k-graph with |F| = mk(s, ~r) and let B := B(F) be its
basis. Since B contains no pseudo sunflower of size ks+1, σi(B) 6 ks for i = 1, 2, . . . , k−1.

We prove (7) by induction on s. The case s = 1 is verified by Theorem 1.10. Now
assume (7) holds for s − 1 and we prove it for s. If {x} ∈ B(1) then ν(B) 6 s implies
ν(B(x̄)) = s− 1. It follows that ν(F(x̄)) = s− 1. By the induction hypothesis,

|F| = |F(x)|+ |F(x̄)| 6 mk−1(~r) + (s− 1)mk−1(~r) = smk−1(~r).

Thus we may assume that B(1) = ∅.
By Claim 2 we have ν(B(i)) 6 s. Let B1, B2, . . . , B` be a maximal matching in B(i).

By (17), for 3 6 i 6 k we have

|B(i)| 6
∑

x∈B1∪B2∪···∪B`

|B(i)(x)| 6 `i(ks)i−1 6 si(ks)i−1.

By Theorem 1.8,
|B(2)| 6 m2(s, ks) 6 s(ks) = ks2.

Using (12) it follows that

|F| 6
∑
26i6k

|B(i)| ·mk−i(ri−1, . . . , rk−2) 6
ks2

r0
mk−1(~r) +mk−1(~r)

∑
36i6k

si
(ks)i−1

r0r1 . . . ri−2
.

By ri > 3ks we have

ks

r0
6

1

3
,
∑
36i6k

i(ks)i−1

r0r1 . . . ri−2
6
∑

36i6∞

i

3i−1 =
7

12
.

Thus |F| < smk−1(~r) follows.
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4 Proof of Theorem 1.13

An edge-colouring of a k-graph F is called proper if the edges of the same colour are
vertex-disjoint.

Theorem 4.1 ([21]). Let k be fixed and D be sufficiently large. Then for each F ⊂
(
[n]
k

)
with |F(x)| 6 D for all x ∈ [n] and |F(x, y)| 6 o(D) for all x, y ∈ [n], there exists a
proper edge-coloring of F with D + o(D) colors.

Proof of Theorem 1.13. Let F be a k-graph with |F| = mk(~r) and σi(F) 6 ri, 0 6 i < k.
Let X = ∪F∈FF . Clearly, |F(x)| 6 mk−1(r1, . . . , rk−1) for all x ∈ X and |F(x, y)| 6
mk−2(r2, . . . , rk−1) 6 1

r1
mk−1(r1, . . . , rk−1) for all x, y ∈ X. Then by applying Theorem

4.1 with
D = mk−1(r1, . . . , rk−1),

we infer that there is a proper edge-coloring of F with (1+o(1))D colors. Since ν(F) 6 r0,
we conclude that

|F| 6 (1 + o(1))Dr0 = r0(1 + o(1))mk−1(r1, . . . , rk−1).

Recall that m1(rk−1) = rk−1. By induction on k the result follows.

Note that σi(F) = 1 means that |F ∩ F ′| 6= i for F, F ′ ∈ F . Hence for ~r =
(r0, . . . , r`, 1, 1, . . . , 1), mk(~r) is the answer of the sunflower problem for families satis-
fying |F ∩ F ′| 6 ` for all F, F ′ ∈ F . In the case ` = 1 such families are called linear
hypergraphs.

Theorem 4.2. Suppose that k > 3 is fixed and r0, r1, . . . , r` are tending to infinity. Then
for 1 6 ` 6 k,

mk(r0, . . . , r`, 1, . . . , 1) = (1 + o(1))r0r1 . . . r`. (18)

Proof. We prove (18) by induction on `. Clearly, mk(r0, 1, . . . , 1) = r0. Now we assume
that (18) holds for ` − 1 and prove it for ` > 1. Let F be a k-graph demonstrating the
exactness of the value of mk(r0, . . . , r`, 1, . . . , 1). Then for any two distinct vertices x, y,

|F(x)| 6 mk−1(r1, . . . , r`, 1, . . . , 1) and |F(x, y)| 6 mk−2(r2, . . . , r`, 1, . . . , 1).

Thus maxx,y |F(x, y)| 6 mk−1(r1, . . . , r`, 1, . . . , 1)/r1. By applying applying Theorem 4.1
and the induction hypothesis, we conclude that

mk(r0, . . . , r`, 1, . . . , 1) 6 (1 + o(1))r0mk−1(r1, . . . , r`, 1, . . . , 1)

= (1 + o(1))r0r1 . . . r`.

Suppose that F is a k-graph with ν(F) 6 s. We say that F is resilient (cf. [12]) if
ν(F(x̄)) = s for all vertices x of F . For F ⊂

(
[n]
k

)
, define ∆(F) = maxi∈[n] |F(i)|.

Theorem 4.3. For r > max{
(
k+1
2

)
s, k2(k − 2)},

mk(s, r, 1, 1, . . . , 1) = sr.
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Proof. Let F be a linear k-graph satisfying ν(F) = s, ∆(F) 6 r.

Claim 3. If F is resilient then ∆(F) 6 ks.

Proof. Choose x with |F(x)| = ∆(F) and F1, . . . , Fs ∈ F(x̄) a matching. Let F(x) =
{E1, . . . , Ed}. By linearity it is a matching. By ν(F) = s, Ei ∩ (F1 ∪ . . . ∪ Fs) 6= ∅. We
infer ∆(F) 6 |F1 ∪ . . . ∪ Fs| = ks.

If F is not resilient remove z with ν(F(z̄)) = s − 1 and repeat. Eventually we get a
resilient, linear k-graph, say G with ν(G) = w and

|F| 6 (s− w)r + |G|. (19)

By Claim 3 we have ∆(G) 6 kw. Let F1, F2, . . . , Fw be a maximal matching in G,
Y = F1 ∪ . . . ∪ Fw. Partition G = A ∪ B where A = {G ∈ G : |G ∩ Y | = 1}. Note∑

y∈Y

|G(y)| > |A|+ 2|B| = |G|+ |B| = 2|G| − |A|.

In particular,

|G| 6 1

2

∑
y∈Y

|G(y)|+ 1

2
|A|. (20)

We divide Y into Y1 ∪ Y2 where

Y1 = ∪{Fi : 1 6 i 6 w, A(x) 6= ∅ holds for at most one x ∈ Fi} , Y2 = Y \ Y1.

Set
|Yj |
k

= wj, w1 + w2 = w. For Y1 we have∑
y∈Y1

|A(y)| 6 |Y1|
k

∆(G) = w1kw. (21)

Let Fi = {x1, x2, . . . , xk} ⊂ Y2. Note that A(x1), . . . ,A(xk) are pairwise cross-intersecting
(k − 1)-graphs that are all matchings. Since at least two of A(x1), . . . ,A(xk) are non-
empty, we infer that |A(x)| 6 k − 1 for all x ∈ Fi. Thus,∑

y∈Y2

|A(y)| 6 |Y2|
k
k(k − 1) = w2k(k − 1). (22)

Note that ∑
y∈Y

|G(y)| 6 kw∆(G) 6 k2w2. (23)

If w 6 k − 2 then
|G| 6

∑
y∈Y

|G(y)| 6 k2w2 6 k2w(k − 2).

the electronic journal of combinatorics 32(2) (2025), #P2.43 10



By r > k2(k − 2), it follows that

|F| 6 (s− w)r + |G| 6 sr − w(r − k2(k − 2)) 6 sr.

If w > k − 1 then by (21) and (22)

|A| 6
∑
y∈Y

|A(y)| 6 w1kw + w2k(k − 1) 6 w1kw + w2kw 6 kw2.

By (20) we infer that

|G| 6 1

2
(k2w2 + kw2) =

k(k + 1)

2
w2.

Using r >
(
k+1
2

)
s >

(
k+1
2

)
w, we conclude that

|F| 6 (s− w)r + |G| 6 sr − w
(
r − k(k + 1)

2
w

)
6 sr.

5 Proof of Theorem 1.14

Unless otherwise stated, throughout this section T is a 3-graph satisfying ν(T ) = s,
σ1(T ) 6 r and σ2(T ) 6 p.

Without loss of generality we suppose that {3i − 2, 3i − 1, 3i}, 1 6 i 6 s form a
maximal matching in T . The maximality implies T ∩ [3s] 6= ∅ for all T ∈ T . This permits
to partition T according to |T ∩ [3s]|:

A = {A ∈ T : |A ∩ [3s]| = 1}, B = {B ∈ T : |B ∩ [3s]| = 2}, C = {C ∈ T : C ⊂ [3s]}.

For convenience we assume that the elements of [3s] are ordered to satisfy

|A(3i− 2)| 6 |A(3i− 1)| 6 |A(3i)|, 1 6 i 6 s and (24)

|A(3)| > |A(6)| > . . . > |A(3s)|. (25)

Let us note that the maximality of the matching implies that the three families A(3i−
2),A(3i−1),A(3i) are pairwise cross-intersecting. Indeed if, say, A ∈ A(3i−1), A′ ∈ A(3i)
and A ∩ A′ = ∅ then replacing {3i− 2, 3i− 1, 3i} by the disjoint edges A ∪ {3i− 1} and
A′ ∪ {3i} we would get a larger matching. This implies

Claim 4. If A(3i) > 2p then A(3i− 1) = A(3i− 2) = ∅.

Proof. Suppose that {x, y} ∈ A(3i−1). By the cross-intersecting property, A∩{x, y} 6= ∅
for all A ∈ A(3i). Now σ2(T ) 6 p implies |A(3i)| 6 2p.

Claim 5. If A(3i) > 6p then for any vertex set T with |T | 6 6 there exists A ∈ A(3i)
such that A ∩ T = ∅.
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Proof. Note that A(3i) is a simple graph with maximum degree at most p. The number
of edges in A(3i) that intersect T is at most 6p. By A(3i) > 6p we infer that there exists
A ∈ A(3i) such that A ∩ T = ∅.

Lemma 5.1. Let P ,Q,R be simple graphs with with maximum degree at most p, |P| >
|Q| > |R|, that are pairwise cross-intersecting. If |P| > |Q| > 1 then

|P|+ |Q|+ |R| 6 max{3p, 9}. (26)

Proof. Arguing indirectly assume |P| > p+ 1 and |P| > 4. These imply ν(P) > 2. Since
P ,Q,R are pairwise cross-intersecting, Q 6= ∅ implies ν(P) 6 2. Thus ν(P) = 2.

If p = 1 then ν(P) = |P| 6 2 and |P|+ |Q|+ |R| 6 6 follows. Let p > 2 and assume
(1, 2), (3, 4) ∈ P . Distinguish two cases:

Case 1. P ⊂
(
[4]
2

)
.

Note that by the cross-intersecting property, Q,R are also contained in
(
[4]
2

)
. Decom-

pose
(
[4]
2

)
into three matchings {(1, 2), (3, 4)}, {(1, 3), (2, 4)}, {(1, 4), (2, 3)}. Let M be

any of these matchings. By the cross-intersecting property,

|P ∩M|+ |Q ∩M|+ |R ∩M| 6 3.

Thus |P|+ |Q|+ |R| 6 9 follows.
Case 2. Using ν(P) = 2, without loss of generality assume that (1, 2), (3, 4), (3, 5) ∈

P .
By the cross-intersecting property, Q,R ⊂ {(1, 3), (2, 3)}. If |R| 6 |Q| = 1 then

|P| 6 2p and
|P|+ |Q|+ |R| 6 2p+ 2 < max{3p, 9}.

If Q = {(1, 3), (2, 3)} then |P| 6 1 + p. Whence

|P|+ |Q|+ |R| 6 2 + 2 + (1 + p) = 5 + p < max{3p, 9}.

Note the trivial inequality

|T | 6
∑
x∈[3s]

|T (x)|. (27)

Note further that on the right hand side of (27) members of A, B and C are counted
once, twice and three times, respectively. Consequently

|T | =
∑
x∈[3s]

(
|A(x)|+ |B(x)|

2
+
|C(x)|

3

)
. (28)

Using |T (x)| = |A(x)|+ |B(x)|+ |C(x)| 6 m2(r, p),

|T | 6 1

2

∑
x∈[3s]

|A(x)|+ 3sm2(r, p)

2
− 1

6

∑
x∈[3s]

|C(x)|
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=
|A| − |C|

2
+

3sm2(r, p)

2
. (29)

Recall that rp 6 m2(r, p) 6 r(p + 1). Since m2(r, p) > rp > 6p for r > 6, by (26) we
infer that |A| 6 sm2(r, p) for r > 6. Thus,

|T | 6 sm2(r, p)

2
+

3sm2(r, p)

2
= 2sm2(r, p). (30)

Let us note a simple fact.

Fact 6. Let {i, j, `} ∈
(
[s]
3

)
and assume |A(3i)| > 0, |A(3j)| > 2p, |A(3`)| > 4p. Then

one can choose pairwise disjoint sets Ai ∈ A(3i), Aj ∈ A(3j), A` ∈ A(3`).

Proof. First fix Ai ∈ A(3i) arbitrarily. Since |Ai| = 2, there are at most 2p sets in A(3j)
that intersect Ai. Thus we can choose Aj ∈ A(3j) with Ai ∩ Aj = ∅. Now there are at
most 4p members of A(3`) intersecting Ai ∪ Aj. Thus there exists A` ∈ A(3`) that is
disjoint to both Ai and Aj.

By ν(T ) = s the following fact is almost evident.

If {3i− 2, 3i− 1, x} ∈ B for some x /∈ [3s] then |A(3i)| 6 p, 1 6 i 6 s. (31)

Fact 7. Let {b, b′, x} ∈ B with b ∈ {3i− 2, 3i− 1}, b′ ∈ {3j− 2, 3j− 1} and x /∈ [3s], then
either |A(3i)| 6 p or |A(3j)| 6 3p.

Proof. Suppose that |A(3i)| > p and |A(3j)| > 3p. Then there are at most p sets in
A(3i) containing x. Thus we can choose Ai ∈ A(3i) such that x /∈ Ai. Now there are at
most 3p members of A(3j) intersecting Ai ∪ {x}. Thus there exists Aj ∈ A(3j) that is
disjoint to Ai and {x}. Now by replacing {3i − 2, 3i − 1, 3i}, {3j − 2, 3j − 1, 3j} with
{b, b′, x}, Ai ∪ {3i}, Aj ∪ {3j} we get a matching of size s+ 1, a contradiction.

Proof of Theorem 1.14. If |A| 6 1
3
sm2(r, p) + 4sp + 2s then (9) follows from (29). Thus

we assume |A| > 1
3
sm2(r, p) + 4sp+ 2s.

Assume that |A(3)| > |A(6)| > . . . > |A(3t)| > 6p and |A(3(t + 1))| 6 6p. By Claim
4,

|A(3i− 2)|+ |A(3i− 1)|+ |A(3i)| 6 m2(r, p) for all i = 1, 2, . . . , t. (32)

By Claim 4 and Lemma 5.1, we infer that

|A(3i− 2)|+ |A(3i− 1)|+ |A(3i)| 6 max{6p, 9} 6 6p+ 3 for all i = t+ 1, . . . , s. (33)

It follows that

|A| 6 tm2(r, p) + (s− t)(6p+ 3). (34)

Since |A| > 1
3
sm2(r, p) + 4sp + 2s, by r > 6 we have t > s

3
. Let W = [3t + 1, 3s] and

Y = [3t] \ {3, 6, . . . , 3t}.
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Claim 8. W ∪ {3, 6, . . . , 3t} is a transversal of T .

Proof. Suppose that there exists T ∈ T such that T ∩ (W ∪ {3, 6, . . . , 3t}) = ∅. Since
[3s] is a transversal, we infer that T ∩ Y 6= ∅. By Claim 4 we see that A(y) = ∅ for
all y ∈ Y . Thus |T ∩ Y | > 2. By (31) and Fact 7 we infer that T ⊂ Y . Assume that
T ⊂ {3i− 2, 3i− 1, 3j − 2, 3j − 1, 3`− 2, 3`− 1}. By Fact 6, there exist pairwise disjoint
sets Ai ∈ A(3i), Aj ∈ A(3j), A` ∈ A(3`). Then by replacing {3i − 2, 3i − 1, 3i}, {3j −
2, 3j− 1, 3j}, {3`− 2, 3`− 1, 3`} with T,Ai ∪{3i}, Aj ∪{3j}, A` ∪{3`} we obtain a larger
matching, a contradiction.

Set T0 = T ({3, 6, . . . , 3t}). By Claim 8, W is a transversal for T0 and∑
16i6t

|T (3i)| 6 tm2(r, p). (35)

Partition T0:

T1 = {T ∈ T0 : |T ∩W | = 1} , T2 = {T ∈ T0 : |T ∩W | > 2} .

Let Fj = {3j − 2, 3j − 1, 3j}. For each Fj with t + 1 6 j 6 s, there are no two
U, V ∈ T1 with U ∩ V = ∅ and |U ∩ Fj| = |V ∩ Fj| = 1. Indeed otherwise (U ∪ V ) \ Fj

is a 4-set with 1 up to 4 elements in Y . Recall that |A(3i)| > 6p for 1 6 i 6 t. For
each i with (U ∪ V ) ∩ {3i− 1, 3i− 2} 6= ∅, by Claim 5 there exists Ai ∈ A(3i) such that
Ai∩ ((U ∪V ) \ [3s]) = ∅. Thus we can find a larger matching, a contradiction. Therefore,
the three families T1(3j − 2), T1(3j − 1), T1(3j) are pairwise cross-intersecting. It implies
that either at most one is non-empty or by Lemma 5.1∑

`=0,1,2

|T1(3j − `)| 6 max{3p, 9} < rp 6 m2(r, p).

Thus,

|T1| 6
∑

t+16j6s

∑
`=0,1,2

|T1(3j − `)| 6 (s− t)m2(r, p).

Since |T1(x)|+ |T2(x)| 6 m2(r, p) for any x ∈ W , we have

|T0| 6
∑
x∈W

(
|T1(x)|+ |T2(x)|

2

)
6
|T1|
2

+
3(s− t)

2
m2(r, p) 6 2(s− t)m2(r, p). (36)

By (35) and (36), we obtain that

|T | 6 (2s− t)m2(r, p).

By t > s
3
, we conclude that |T | < 5

3
sm2(r, p).
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6 Proof of Theorem 1.15

First we determine m3(1, r, r) for r > 4.

Theorem 6.1. For r > 4,

m3(1, r, r) = m2(r, r) =

{
r(r + 1), r is even;
1
2
(r + 1)(2r − 1), r is odd.

(37)

Proof. Let T be an intersecting 3-graph satisfying σi(T ) 6 r for i = 1, 2. If T is a star
with center x then |T | = |T (x)| and T (x) is a graph with σi(T (x)) 6 r, i = 0, 1, thus the
bound follows from Theorem 1.4.

In the sequel T is a triple system, non-trivial intersecting, that is, ∩T∈T T = ∅, σi(F) 6
r. We distinguish three cases.

Case 1. T is 2-intersecting, that is, |T ∩ T ′| > 2 for all T, T ′ ∈ T .

Without loss of generality, {1, 2, 3} ∈ T . Then

|T | = 1 + |T ({1, 2}, [3])|+ |T ({1, 3}, [3])|+ |T ({2, 3}, [3])|. (38)

Note that T ({i, j}, [3]) is 1-uniform for 1 6 i < j 6 3 and the three families have
to be pairwise cross-intersecting. Hence either |T ({i, j}, [3])| 6 1 always, whence the
RHS of (38) is at most 4 or two out of the three 1-graphs are empty. By σ2(T ) 6 r,
|T ({i, j}, [3])| 6 r − 1. Hence |T | 6 r < m2(r, r) for r > 2.

Now we may assume that T is not 2-intersecting whence without loss of generality
T1 = {1, 2, 4} and T2 = {1, 3, 5} are in T . (Note that we no longer assume {1, 2, 3} ∈ T .)

Case 2. There exists T ∈ T (1̄) with |T ∩ Ti| = 1, i = 1, 2.

Without loss of generality, T3 = {2, 3, 6} ∈ T . Using ν(T ) = 1, except possibly for
{4, 5, 6} all T ∈ T contain at least one of the six sets Ai := [3] \ {i}, i = 1, 2, 3 and
Bi = {i, 7− i}, i = 1, 2, 3. Note that Ai ∩Bi = ∅.

Claim 9. For r > 4,

|T (Ai)|+ |T (Bi)| 6 r + 2. (39)

Proof. Consider x, y /∈ Ai ∪ Bi, x 6= y. Then {x} ∈ T (Ai) and {y} ∈ T (Bi) cannot hold
simultaneously. Thus |T (Ai)| > 3 guarantees |T (Bi)| 6 3 and |T (Ai)| > 4 guarantees
|T (Bi)| 6 2. Using σ2(T ) 6 r, we have

|T (Ai)|+ |T (Bi)| 6 max{r + 2, 3 + 3},

proving (39) for r > 4.

By Claim 9 we have

|T | = 1 + |T \ {{4, 5, 6}}| 6 1 + 3(r + 2) = 3r + 7 <
1

2
(r + 1)(2r − 1) for r > 5
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and 3r + 7 < (r + 1)r for r = 4.

Case 3. T ⊂ [2, 5] for all T ∈ T (1̄).

Then |T (1̄)| 6 4. Without loss of generality, {2, 3, 4} ∈ T (1̄). By ν(T ) = 1,

|T (1)| 6 |T (1, 2)|+ |T (1, 3)|+ |T (1, 4)| 6 3r.

Thus for r > 4,

|T | 6 4 + 3r <
1

2
(r + 1)(2r − 1).

Let us recall an old result of Erdős and Lovász.

Theorem 6.2 ([8]). Let T be an intersecting 3-graph with τ(T ) = 3. Then |T | 6 10.

Strengthening the exact result m3(1, 2, 2) = 10 (cf. [2]), let us show

Proposition 6.3.
m3(1, 3, 3) = 10.

Proof. Since m3(1, 3, 3) > m3(1, 2, 2) = 10, we are left to show m3(1, 3, 3) 6 10. Suppose
indirectly that T is an intersecting triple system with σi(T ) 6 3, i = 1, 2, and |T | > 11.
If T is a star, then by Theorem 1.4 we have |T | 6 m2(3) = 10, a contradiction. Thus
τ(T ) > 2. If τ(T ) = 3, then by Theorem 6.2 we have |T | 6 10, a contradiction. Thus we
may assume τ(T ) = 2.

Without loss of generality, assume that {1, 2} is a transversal. By σ2(T ) 6 3 we have
|T (1, 2)| 6 3. Thus,

|T | = |T (1, 2)|+ |T (1, 2̄)|+ |T (1̄, 2)| 6 3 + |T (1, 2̄)|+ |T (1̄, 2)|.

It follows that

|T (1, 2̄)|+ |T (1̄, 2)| > 8. (40)

Clearly, T (1, 2̄), T (1̄, 2) are non-empty cross-intersecting 2-graphs. Assuming
|T (1, 2̄)| > |T (1̄, 2)|, |T (1, 2̄)| > 4 follows. Hence T (1, 2̄) is not a triangle. Either it
is a star or non-intersecting. In the first case |T (1, 2̄)| > 4 implies σ2(T ) > 4, a contra-
diction.

Thus without loss of generality we may assume {3, 4}, {5, 6} ∈ T (1, 2̄). It follows that
T (1̄, 2) ⊂ {3, 4} × {5, 6}. If ν(T (1̄, 2)) 6= 1 then without loss of generality {3, 5}, {4, 6} ∈
T (1̄, 2) and T (1, 2̄) ⊂ {3, 5} × {4, 6}. In particular, T (1, 2̄), T (1̄, 2) ⊂

({3,4,5,6}
2

)
. By the

cross-intersecting property,

|T (1, 2̄)|+ |T (1̄, 2)| 6
(

4

2

)
= 6,

contradicting (40). Thus T (1̄, 2) is intersecting.
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If |T (1̄, 2)| = 1, without loss of generality assume T (1̄, 2) = {{3, 5}}, then by the
cross-intersecting property and σ2(T ) 6 3,

|T (1, 2̄)| 6 |T (1, 2̄, 3)|+ |T (1, 2̄, 5)| 6 3 + 3 = 6.

It follows that |T (1, 2̄)|+ |T (1̄, 2)| 6 7, contradicting (40).
If |T (1̄, 2)| = 2, without loss of generality assume T (1̄, 2) = {{3, 5}, {3, 6}}, then by

the cross-intersecting property, {5, 6} is the only possible member of T (1, 2̄, 3̄). It follows
that

|T (1, 2̄)|+ |T (1̄, 2)| = |T (1, 2̄, 3)|+ |T (1, 2̄, 3̄)|+ 2 6 6,

contradicting (40) again.

Now Theorem 1.15 follows from Theorem 6.1 and Proposition 6.3.

7 Concluding remarks

Let us first point out a connection to a famous open problem. Define

el(k) := max {|F| : F is an intersecting k-graph with τ(F) = k} .

Erdős and Lovász [8] proved that bk!(e − 1)c 6 el(k) 6 kk and el(3) = 10. Lovász [20]
conjectured that bk!(e−1)c is the exact bound. In [15], Lovász’s conjecture was disproved

for k > 4 and the lower bound of el(k) was improved to (1 + o(1))
(
k
2

)k
.

Proposition 7.1. el(k) 6 mk(1, k, . . . , k).

Proof. Let F be an intersecting k-graph with τ(F) = k. We claim that σi(F) 6 k for
i = 1, 2, . . . , k − 1. Indeed, if there is a sunflower of size k + 1 with center C. Then C
is a cover of F of size less than k, contradicting τ(F) = k. Thus el(k) 6 mk(1, k, . . . , k)
follows.

However the complete k-partite k-graph with partite sets of size 1, k, k, . . . , k shows
that mk(1, k, . . . , k) > kk−1. Since by now there are upper bounds (cf. [13], [25]) implying
el(k) = o(kk−1), except possibly for small values of k, Proposition 7.1 is not suitable to
provide useful bounds.

Consider a vector ~r = (r0, . . . , rk−1) and a k-graph F with σi(F) 6 ri, 0 6 i < k,
satisfying |F| = mk(~r). For an arbitrary integer `, ` > 2, replacing each vertex by a
distinct `-subset (keeping these `-sets pairwise disjoint) produces a k`-graph F` in which
the intersection of any two edges has size a multiple of `. Setting ~s = (s0, . . . , sk`−1) where
si = 1 for ` 6 |i and sj` = rj for 0 6 j < k we infer

mk`(~s) > mk(~r). (41)

It would be very interesting to know how large the ratio of the two sides might be.
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With all the new problems that we considered in this paper we still feel that the most
exciting open question is the original one proposed by Erdős and Rado, in particular the
conjecture

mk(2, 2, . . . , 2) < ck for some absolute constant c. (42)

Let us conclude this paper by a generalization of (42).

Conjecture 7.2. Let ~r = (r0, . . . , rp) be a vector with ri ∈ {1, 2} for each i and suppose
that ri = 2 for exactly k values of i where k > p/10. There is an absolute constant c such
that

mp(~r) < ck. (43)

The factor 1/10 is arbitrary but the next example shows that some restriction on k is
necessary.

Let q = pk and let X1, . . . , Xk be disjoint (p+ 1)-sets. For each sequence (x1, . . . , xk),
x1 ∈ X1, . . . , xk ∈ Xk define the q-set

F (x1, x2, . . . , xk) = X1 ∪X2 ∪ . . . ∪Xk \ {x1, x2, . . . , xk}.

Then F = {F (x1, x2, . . . , xk) : x1 ∈ X1, . . . , xk ∈ Xk} is a q-graph, |F| = (p + 1)k.
Obviously |F ∩ F ′| > q − k for F, F ′ ∈ F .

Let us prove

σj(F) = 2 for q − k 6 j < q. (44)

Suppose indirectly that F,G,H ∈ F form a sunflower. Since F 6= G we may suppose
by symmetry that F ∩X1 6= G ∩X1. Say F ∩X1 = X1 \ {x}, G ∩X1 = X1 \ {y}. Then
F ∩G = F ∩H forces X1 \ {x, y} ⊂ H. As |H ∩X1| = |X1| − 1, either F ∩X1 = H ∩X1

or G ∩X1 = H ∩X1, contradicting F ∩H = G ∩H.
The above example shows

mpk(1, . . . , 1,

k times︷ ︸︸ ︷
2, . . . , 2) > (p+ 1)k > (q/k)k, which is greater than ck for q > ck.
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imal intersecting families. Comb. Probab. Comput., 28: 733–739, 2019.

[14] P. Frankl. Pseudo sunflowers. Eur. J. Combin., 104: 103553, 2022.

[15] P. Frankl, K. Ota, and N. Tokushige. Covers in uniform intersecting families and a
counterexample to a conjecture of Lovász. J. Comb. Theory, Ser. A, 74: 33–42, 1996.

[16] K. Frankston, J. Kahn, B. Narayanan, and J. Park. Thresholds versus fractional
Expectation-thresholds. Annals of Math., 194: 475–495, 2021.
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