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Abstract

Perfectly clustering words are one of many possible generalizations of Christoffel
words. In this article, we propose a factorization of a perfectly clustering word on a
n letters alphabet into a product of n− 1 palindromes with a letter between each of
them. This factorization allows us to generalize two combinatorial characterization
of Christoffel words due to Pirillo (1999) and de Luca and Mignosi (1994).
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1 Introduction

Christoffel words and related families of binary words like standard words and central
words have been extensively studied, resulting in many equivalent but seemingly unre-
lated definitions of these sets of words. Several generalizations have been studied in the
literature, for larger alphabets, or in larger dimension [4, 8, 9, 16, 18]. However, the equiv-
alence between the different definitions of Christoffel words does not extend in general.

In this article, we aim to study properties of perfectly clustering words, a generalisation
of Christoffel words proposed in [22, 5]. A word w is perfectly clustering if its Burrows-
Wheeler transform is a weakly decreasing word. In [15], Mantaci, Restivo and Sciortino
showed that Christoffel words and their conjugates are exactly the binary words whose
Burrows-Wheeler transform is a weakly decreasing word. Later, Ferenczi and Zamboni [5]
related these words with symmetric interval exchange transformations. Moreover, they
also are primitive elements of the free group [11], and product of two palindromes [22].
Thus perfecly clustering words share several properties of Christoffel words.

Our main result (Theorem 7) uses what we call the special factorization of a perfectly
clustering Lyndon word, in order to give two characterizations of these words. This result
generalizes the following characterizations of Christoffel words:

• a binary word amb is a Christoffel word if and only if the word amb is a product of
two palindromes and m is also a palindrome (de Luca and Mignosi [14]),

• a binary word amb is a Christoffel word if and only if the words amb and bma are
conjugates (Pirillo [20]).

The article is structured as follows. In Section 2, we recall known results and definitions.
In Section 3, we introduced the special factorization and characterize perfectly clustering
word with it. In Section 4, we prove several lemmas that are necessary for our character-
ization. In Section 5, we present the proof of it. In Section 6, we give some results on the
structure of the Burrows-Wheeler matrix of a perfectly clustering word.

2 Perfectly clustering words

2.1 Words

Let A = {a1, a2, . . . , ak} be a totally ordered alphabet, where a1 < a2 < · · · < ak. Let
A∗ denote the free monoid generated by A and F (A) denote the free group on A. An
element in F (A) which lies actually in A∗ is called positive.

The length of w = b1 · · · bn (with bi ∈ A), denoted by |w|, is n. The empty word is
denoted by 1 and is the only element of length 0. The number of occurrences of a letter a in
w is denoted by |w|a. The commutative image of w is the integer vector (|w|a1 , . . . , |w|ak).
The function Alph is defined by Alph(w) = {x ∈ A | |w|x 󰃍 1}.

A word w is called primitive if it is not the power of another word, that is: for any
word z such that w = zn, one has n = 1. The conjugates of a word w, as above, are the
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a p a r t m e n t
a r t m e n t a p
e n t a p a r t m
m e n t a p a r t
n t a p a r t m e
p a r t m e n t a
r t m e n t a p a
t a p a r t m e n
t m e n t a p a r

Figure 1: The Burrows-Wheeler matrix of the word apartment sorted in lexicographic
order. The last column is its Burrows-Wheeler transform

words bi . . . bnb1 . . . bi−1. In other words, two words u, v ∈ A∗ are conjugate if for some
words x, y ∈ A∗, one has u = xy, v = yx. The conjugation class of a word is the set of its
conjugates. If a word w is primitive, then it has exactly n distinct conjugates.

A palindrome in the free group F (A) is an element fixed by g 󰀁→ g̃ the unique anti-
automorphism of F (A) such that ã = a for any a ∈ A. We call g̃ the reversal of g. It is
well-known that a word w in A∗ is conjugate to its reversal if and only if w is a product
of two palindromes (see [2]).

The lexicographic order is an extension of the total order on A defined as follows: if
u, v ∈ A∗, we have u < v if either u is a proper prefix of v, or u = rxs and v = ryt such
that x, y ∈ A, x < y, and r, s, t ∈ A∗. A word w is called a Lyndon word if it is a primitive
word, and it is the minimal word in lexicographic order among its conjugates.

2.2 Perfectly clustering words

Let v be a primitive word of length n on the alphabet A. Let v1 < v2 < · · · < vn
be its conjugates, lexicographically ordered. Let li be the last letter of the word vi
for 1 󰃑 i 󰃑 n. The Burrows-Wheeler transform of the word v, denoted by bw(v), is
the word l1 · · · ln. Define the Burrows-Wheeler matrix of v to be the matrix, with rows
corresponding bijectively to the conjugates of w, lexicographically ordered, and with row-
elements being the letters of the corresponding conjugate; then bw(v) is the last column
of this matrix. For example, the Burrows-Wheeler transform of the word apartment is
bw(apartment) = tpmteaanr (see Figure 1). It follows from the definition that two words
u and v are conjugates if and only if bw(u) = bw(v) (see [15, Proposition 1]).

Following [5], we say that a primitive word v is π-clustering if

bw(v) = a
|v|aπ(1)

π(1) . . . a
|v|aπ(k)

π(k) ,

where π is a permutation on {1, . . . , k}.
For example, the word aluminium = a1a3a6a4a2a5a2a6a4 is 451623-clustering, since

bw(aluminium) = mmnauuiil. A word is perfectly clustering if the permutation π is the
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symmetric permutation, i.e. π(i) = k − i + 1, for all i ∈ {1, . . . , k}. It was proved by
Sabrina Mantaci, Antonio Restivo and Marinella Sciortino that the perfectly clustering
words on a two-letter alphabet are the Christoffel words and their conjugates (see [15,
Theorem 9]; see also [21, Theorem 15.2.1]). If a primitive word is perfectly clustering,
then all its conjugates are. Consequently, there is no loss of generality to study perfectly
clustering Lyndon words.

For each letter ℓ ∈ A, we define, following [10], two automorphisms λℓ and ρℓ of the
free group F (A) by:

λℓ(a) =

󰀻
󰁁󰀿

󰁁󰀽

aℓ−1, if a < ℓ;

a, if a = ℓ;

ℓa, if a > ℓ;

and ρℓ(a) =

󰀻
󰁁󰀿

󰁁󰀽

aℓ, if a < ℓ;

a, if a = ℓ;

ℓ−1a, if a > ℓ;

for any a ∈ A.
The following result, due to the first author, will be crucial in our proofs.

Theorem 1. ([10, Theorem 4.29]) For each perfectly clustering Lyndon word w ∈ A∗ of
length at least 3, there exists a shorter perfectly clustering Lyndon word u ∈ A∗, and an
automorphism f = λℓ or ρℓ such that w = f(u). One may also assume that either a)
Alph(w) = Alph(u) = A, or b) A = Alph(w) = Alph(u) ∪ ℓ and ℓ /∈ Alph(u).

Corollary 2. With the notations of the previous theorem, one has, in the case f = ρℓ,󰁓
a∈A,a<ℓ |u|a >

󰁓
a∈A,a>ℓ |u|a.

Proof. Since, for any a ∈ A, ρℓ leaves invariant the a-degree, except if a = ℓ, the fact that
w is longer than u implies that |w|ℓ > |u|ℓ, that is,

|w|ℓ = |u|ℓ +
󰁛

a<ℓ

|u|a −
󰁛

a>ℓ

|u|a > |u|ℓ

(by the special form of ρℓ); therefore
󰁓

a<ℓ |u|a >
󰁓

a>ℓ |u|a.

We also need

Lemma 3. ([10, Lemma 4.6]) For each word u ∈ A∗, λℓ(u) (resp. ρℓ(u)) ∈ A∗ (that is,
is positive) if and only if each letter < ℓ (resp. > ℓ) in w is followed (resp. preceded) in
w by a letter 󰃍 ℓ (resp. 󰃑 ℓ).

2.3 Symmetric discrete interval exchanges

We follow [5]. Let n 󰃍 1 be an integer. Let (c1, . . . , ck) be a composition of n, that is,
a k-tuple of positive integers whose sum is n. We decompose in two ways the interval
[n] = {1, 2, . . . , n} into intervals: the intervals I1, . . . , Ik (resp. J1, . . . , Jk) are defined
by the condition that they are consecutive and that |Ih| = ch (resp. |Jh| = ck+1−h).
Denote by Sn the group of permutations of [n]. We define the permutation σ ∈ Sn by
the condition that it sends increasingly each interval Ih onto the interval Jk+1−h (they
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have the same cardinality ch). We call such a permutation a symmetric discrete interval
exchange1, and it is said to be associated with the composition (c1, . . . , ck).

As an example, consider the 3-tuple (3, 3, 4), a composition of 10. The intervals I1, I2,
I3 are {1, 2, 3}, {4, 5, 6}, {7, 8, 9, 10} and the intervals J1, J2, J3 are {1, 2, 3, 4}, {5, 6, 7},
{8, 9, 10}. The permutation σ sends increasingly {1, 2, 3} onto {7, 8, 9}, {4, 5, 6} onto
{5, 6, 7} and {7, 8, 9, 10} onto {1, 2, 3, 4} whence

σ =

󰀕
1 2 3 4 5 6 7 8 9 10
8 9 10 5 6 7 1 2 3 4

󰀖

and its cycle form is (1, 8, 2, 9, 3, 10, 4, 5, 6, 7).
It follows from this definition that for each i < j in [n] such that i, j are in the same

interval Ih, one has σ(i) < σ(j).
Note that the restriction of σ to Ih is the translation by some integer th; since its

image is Jk+1−h, one has th = max(Jk+1−h)−max(Ih). Thus σ is completely defined by:

∀h = 1, . . . , k, ∀x ∈ Ih, σ(x) = x+ th. (1)

One has max(Ih) = c1 + · · · + ch and max(Jk+1−h) = ck + · · · + ch, hence th =
󰁓

i>h ci −󰁓
i<h ci. We call σ a circular symmetric discrete interval exchange if σ is a circular

permutation, that is, has only one cycle.
A word encoding of a circular symmetric discrete interval exchange σ is one of the

words obtained by replacing in one of the cycle forms of σ each number i by the letter
aj such that i ∈ Ij. Note that if w is a word encoding of σ, one has, with the notations
above, |w|aj = cj for any j.

Theorem 4. The following conditions are equivalent, for a primitive word w on a totally
ordered alphabet:

(i) w is primitive perfectly clustering word;
(ii) w is a word encoding of some circular symmetric discrete interval exchange.

This result is due to Sébastien Ferenczi and Luca Zamboni [5, Theorem 4]. A brief
history around this result is given in Section 2.4.

In our example, the symmetric discrete interval exchange associated with (3, 3, 4) is
circular and its word encoding on the alphabet a < b < c with a1 = a, a2 = b and
a3 = c is acacacbbbc which is a primitive perfectly clustering word as its Burrows-Wheeler
transform is ccccbbbaaa, as shown in Figure 2.

Denote by mh the minimum of the interval Ih. For later use, we prove two lemmas,
the first one is an easy observation.

Lemma 5. For any h = 1, . . . , k − 1, one has σ(mh) = mh+1 if and only if
󰁓

i>h ci −󰁓
i󰃑h ci = 0.

1The word “symmetric” refers to the fact that the intervals are exchanged according to the central
symmetry of the set {1, 2, . . . , k}, that is, the mapping h 󰀁→ k + 1− h.
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a c a c a c b b b c
a c a c b b b c a c
a c b b b c a c a c
b b b c a c a c a c
b b c a c a c a c b
b c a c a c a c b b
c a c a c a c b b b
c a c a c b b b c a
c a c b b b c a c a
c b b b c a c a c a

Figure 2: Burrows-Wheeler matrix of the perfectly clustering Lyndon word acacacbbbc

Proof. By definition of the intervals Ih, one has mh =
󰁓

i<h ci + 1. Hence, σ(mh) =
mh+th =

󰁓
i<h ci+1+

󰁓
i>h ci−

󰁓
i<h ci = 1+

󰁓
i>h ci. This is equal tomh+1 =

󰁓
i󰃑h ci+1

if and only if the equality in the lemma holds.

Lemma 6. ([5, Proof of Theorem 4] ) Let σ be a circular symmetric discrete interval
exchange, with the notations above. For each cyclic representation

γr = (r, σ(r), · · · , σn−1(r))

of σ, denote by wr the word obtained by replacing in γr each number i by aj if i ∈ Ij.
Then wr <lex ws ⇔ r < s.

Proof. Suppose that r < s. Let p 󰃑 n be maximal such that the prefixes of length p of wr

and ws coincide. Then for each i = 1, . . . , p, the i-th letters of wr and ws are equal, hence
σi−1(r) and σi−1(s) are in the same interval Ij. It follows recursively from the observation
before (1) that σp(r) < σp(s). Suppose that p < n; since p is maximal, the previous
two numbers are not in the same interval, so that they are respectively in two intervals
Ih, Ij with h < j (the intervals are successive); hence the (p+1)-th letter of wr (obtained
by replacing σp(r) according to the rule in the statement) is ah, which is strictly smaller
than aj, which is the (p + 1)-th letter of ws and therefore wr <lex ws. Suppose now by
contradiction that p = n; then we have σi−1(r) < σi−1(s) for any i = 1, . . . , n, and this is
not possible since σ is circular so that some σi−1(s) is equal to 1. This ends the proof of
the equivalence, since both orders are total.

In the context of Theorem 4, this lemma has several consequences: if we identify
the set C of conjugates of w, lexicographically ordered, with [n], under the unique order
isomorphism between the two sets, then σ is identified with the conjugator C, which is
the mapping sending each nonempty word au onto ua (a ∈ A, u ∈ A∗). Moreover the
interval Is is identified with the conjugates of w beginning by as. And ms, the minimum
of the interval Is, is identified with the smallest conjugate of w beginning by as.
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2.4 Brief history of Theorem 4

Continuous interval exchanges have a long history, beginning in 1966 by Osedelets [17].
But discrete interval exchanges appeared more recently, in 2013, in the article of Ferenczi
and Zamboni [5]. They prove a more general theorem that Theorem 4; the latter is
obtained from theirs by taking π to be the longest permutation in Sk, that is π(i) =
k + 1 − i. However, for a two-letter alphabet, the result was given implicitly in [15,
Section 3 and Theorem 9] (2002). Moreover, for a general alphabet, in [22] (2008) the
function ω page 13 is a symmetric discrete interval exchange, as shows the formula there,
similar to (1). It turns out that, for perfectly clustering words w, the intervals Ih and Jh
defining the associated symmetric discrete interval exchange may be read directly on the
first and last columns of the Burrows-Wheeler matrix of w.

Note that the Burrows-Wheeler transform is a particular case, discovered indepen-
dently, of a bijection due to Gessel and the second author [6] (1993).

3 A characterization of perfectly clustering words

Let w be a word on a totally ordered alphabet A. We call special factorization of w a
factorization of w of the form

a1π1a2π2 · · · πk−1ak, (2)

where Alph(w) = {a1 < a2 < · · · < ak} and π1, . . . , πk−1 ∈ A∗. If w is equal to (2), we set

W = akπk−1 · · · π2a2π1a1.

We call this special factorization palindromic if each word πi is a palindrome; in this case
W = w̃.

Theorem 7. The following conditions are equivalent, for a primitive word w on the totally
ordered finite alphabet A:

(i) w is a perfectly clustering Lyndon word;
(ii) w is a product of two palindromes and w has a palindromic special factorization;
(iii) w has a special factorization (2) such that w is conjugate to W .

This theorem generalizes known results on perfectly clustering Lyndon words on two
letters, which are the Christoffel words, according to [15]. The equivalence of (i) and (ii)
is a generalization of a result of Aldo de Luca and Filippo Mignosi, in [14, Proposition 8]
(see also [12, Theorem 2.2.4] or [21, Theorem 12.2.10]). The equivalence of (i) and (iii) is
a generalization of a result of Giuseppe Pirillo [20] (see also [21, Theorem 15.2.5]).

The theorem will be proved in Section 5. The proof uses crucially the automorphisms
of the free group introduced by the first author [10] (see Subsection 2.2). It would be
interesting to find a direct proof, using only the definition of pefectly clustering words,
and/or discrete interval exchanges.
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4 Several lemmas

Lemma 8. If g ∈ F (A) is a palindrome, then so are λℓ(g)ℓ and ℓ−1λℓ(g) (resp. ℓρℓ(g)
and ρℓ(g)ℓ

−1).

Proof. We prove it for ρℓ, the proof for λℓ being similar. If g ∈ {1} ∪ A ∪ A−1, this is
easily verified. If g is a palindrome in F (A), not of the previous form, then g = xhx with
x ∈ A ∪ A−1, and h a palindrome, shorter than g. By induction, ℓρℓ(h) is a palindrome,
hence ρℓ(h)ℓ

−1 too. We have ℓρℓ(g) = ℓρℓ(x)ρℓ(h)ρℓ(x).
Suppose first that x = a ∈ A. If a < ℓ, then ℓρℓ(g) = ℓaℓρℓ(h)aℓ; if a = ℓ, then

ℓρℓ(g) = ℓℓρℓ(h)ℓ; if a > ℓ, then ℓρℓ(g) = ℓℓ−1aρℓ(h)ℓ
−1a = aρ(h)ℓ−1a.

Suppose now that x = a−1 and a ∈ A. If a < ℓ, then ℓρℓ(g) = ℓℓ−1a−1ρℓ(h)ℓ
−1a−1 =

a−1ρℓ(h)ℓ
−1a−1. If a = ℓ, then ℓρℓ(g) = ℓℓ−1ρℓ(h)ℓ

−1 = ρℓ(h)ℓ
−1; if a > ℓ, then ℓρℓ(g) =

ℓa−1ℓρℓ(h)a
−1ℓ.

In each case ℓρℓ(g) is a palindrome.

Lemma 9. Let u ∈ A∗, b, ℓ ∈ A, with b > ℓ. Suppose that ρℓ(u) is positive, and that u has
a factor πb, where π is a nonempty palindrome. Then ρℓ(π)ℓ

−1 is a positive palindrome.

Proof. We know that each letter > ℓ in u is preceded by a letter 󰃑 ℓ. Hence the last letter
of π is a 󰃑 ℓ, and equal to its first letter: π = ava, or π = a. If π = a, then ρℓ(π)ℓ

−1 = a
if a < ℓ, and ρℓ(π)ℓ

−1 = 1 if a = ℓ, which settles this case.
Suppose now that π = ava. Then each letter > ℓ in av is preceded by a letter 󰃑 ℓ;

therefore ρℓ(av) is positive. If a < ℓ, then ρℓ(π)ℓ
−1 = ρℓ(av)aℓℓ

−1 = ρℓ(av)a is positive; if
a = ℓ, ρℓ(π)ℓ

−1 = ρℓ(av)ℓℓ
−1 = ρℓ(av) is positive. Moreover, ρℓ(π)ℓ

−1 is a palindrome by
Lemma 8.

The easy proofs of the two following lemmas are left to the reader.

Lemma 10. Let E be a totally ordered finite set, with some element M . Suppose that
there exists an injective function ν : E\{M} → E such that ∀x ∈ E\{M}, x < ν(x). Then
M = max(E) and ν is the next element function of E (that is ν(x) = min{y ∈ E, y > x}).
Lemma 11. Let w be a word with a special factorization as in (2). Consider i = 1, . . . , k−
1 and some factorization πi = uv. Then

vai · · · π1a1akπk−1 · · · ai+1u < vai+1 · · · πk−1aka1π1 · · · aiu,

the left-hand side word is conjugate to W , and the right-hand side word is conjugate to w.

Lemma 12. Let w be a primitive word with a special factorization (2), such that w is
conjugate to W . Consider two consecutive rows of its Burrows-Wheeler matrix, viewed as
two words w′, w′′. Then

w′ = vai · · · π1a1akπk−1 · · · ai+1u

and
w′′ = vai+1 · · · πk−1aka1π1 · · · aiu,

for some i = 1, . . . , k − 1, and some factorization πi = uv. Moreover, w is the smallest,
and W the largest, element in their conjugation class.
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Proof. Let C denote the set of conjugates of w and W . Note that, by Lemma 11, the
elements of C are w, together with all words w′′, and they are all distinct since w is
primitive. Similarly, the elements of C are W , together with all the words w′, and these
words are distinct.

Define a mapping ν : C \W → C by

ν(w′) = w′′. (3)

This mapping is well-defined, by the previous paragraph, and by Lemma 11. Moreover,
ν is injective since the words at the right of (3) are all distinct. By Lemma 11, ν maps
each element of C \W onto a larger element in C.

Thus by Lemma 10, W = max(C) and ν is the next function in C. Moreover, w =
min(C), since w is not in the image of ν.

Lemma 13. Let w be a perfectly clustering Lyndon word w with a special palindromic
factorization (2). Then for any i, aiπi · · · πk−1aka1π1 · · · ai−1πi−1 is the smallest conjugate
of w beginning by ai.

Proof. The conclusion is clear for i = 1, since w is a Lyndon word. Suppose that
i 󰃍 2. It is enough to prove that, in the conjugation class of w, the word preceding
aiπi · · · πk−1aka1π1 · · · ai−1πi−1 for the lexicographical order begins by ai−1. This follows
from the next paragraph.

Since w is a perfectly clustering word, it is a product of two palindromes ([22] Corollary
4.4), hence the word w̃ is conjugate to w; moreover, w̃ is the largest conjugate of w for
lexicographical order ([22] Theorem 4.3), and clearly W = w̃. By Lemma 12, for two
consecutive rows of the Burrows-Wheeler matrix of w, viewed as two words w′, w′′, one
has

w′ = vai−1 · · · π1a1akπk−1 · · · aiu
and

w′′ = vai · · · πk−1aka1π1 · · · ai−1u,

for some i = 2, . . . , k − 1, with πi−1 = uv. Hence w′, w′′ begin by the same letter, except
if v = 1, in which case w′ begins by ai−1 and w′′ = ai · · · πk−1aka1π1 · · · ai−1πi−1 begins by
ai.

Lemma 14. Let w be a perfectly clustering Lyndon word, which is an encoding of some
circular symmetric discrete interval exchange, corresponding to the composition
(c1, . . . , ck). Suppose that w has a special palindromic factorization (2). Let s = 1, . . . , k−
1; if πs is the empty word, then c1 + · · ·+ cs = cs+1 + · · ·+ ck.

Proof. By the remarks following Lemma 6, taking into account Lemma 13, the hypothesis
implies that σ(ms) = ms+1, hence we conclude using Lemma 5.

Lemma 15. Let u be a perfectly clustering Lyndon word, with a special palindromic
factorization (2). Suppose that ρℓ(u) is a positive word, longer than u. Let i be maximum
such that ai 󰃑 ℓ. Then πj, j = i, . . . , k − 1 are nonempty.
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Proof. Since ρℓ(u) ∈ A∗, we know by Lemma 3 that: (*) in u, each letter > ℓ is preceded
by some letter 󰃑 ℓ.

Suppose first that j = i + 1, . . . , k − 1. Then aj, aj+1 > ℓ. In u, aj+1 is preceded by
ajπj. Hence, by (*), πj cannot be empty.

Suppose now that j = i. We have two cases: ai = ℓ, ai < ℓ. By Corollary 2, we
have

󰁓
a<ℓ |u|a >

󰁓
a>ℓ |u|a. Suppose by contradiction that πi is the empty word; then

by Lemma 14, we have |u|a1 + · · ·+ |u|ai = |u|ai+1
+ · · ·+ |u|ak .

Consider the first case: ai = ℓ. Then the former inequality becomes |u|a1 + · · · +
|u|ai−1

> |u|ai+1
+· · ·+|u|ak , contradicting the equality since |u|ai > 0. Consider the second

case: ai < ℓ, hence ai+1 > ℓ. The inequality becomes |u|a1+· · ·+|u|ai > |u|ai+1
+· · ·+|u|ak ,

contradicting the equality too.

5 Proof of Theorem 7

(i) ⇒ (ii). It is known that w is conjugate to its reversal w̃ (see [22, Corollary 4.4]).
If w is of length at most 2, then (ii) holds clearly. Suppose now that w is of length
at least 3. Then by Theorem 1, w = f(u) for some shorter perfectly clustering word
u and some automorphism f = λℓ or ρℓ, ℓ ∈ A, with the further property: either a)
A = Alph(w) = Alph(u), or b) A = Alph(w) = Alph(u) ∪ ℓ and ℓ /∈ Alph(u).

By induction, we may assume that u = a1π1a2π2 · · · πk−1ak, where Alph(u) = {a1 <
a2 < · · · < ak} and where the word πi are palindromes. We may assume that f = ρℓ, the
other case being similar.

Write ρ for ρℓ. Since ρ(u) ∈ A∗, we know by Lemma 3 that: (*) in u, each letter > ℓ
is preceded by some letter 󰃑 ℓ.

In case a), let ℓ = ai. We know that πi, . . . , πk−1 are nonempty, by Lemma 15.

We have u =
󰀓󰁔

1󰃑j󰃑i−1 ajπj

󰀔
ai

󰀓󰁔
i󰃑j󰃑k−1 πjaj+1

󰀔
. Hence

w =

󰀣
󰁜

1󰃑j󰃑i−1

ajaiρ(πj)

󰀤
ai

󰀣
󰁜

i󰃑j󰃑k−1

ρ(πj)a
−1
i aj+1

󰀤
.

Since πj is nonempty for j = i, . . . , k − 1, and is followed by aj+1 in u, it follows from
Lemma 9 that ρ(πj)a

−1
i is a positive palindrome. For j = 1, . . . , i− 1, ρ(ℓπj) = ρ(aiπj) =

aiρ(πj) is a positive palindrome, by (*) (which implies that in ℓπj, each letter > ℓ is
preceded by a letter 󰃑 ℓ), and Lemma 8. This concludes case a).

In case b), we have for some i, a1 < · · · < ai < ℓ < ai+1 < . . . < ak.
We know that πi+1, . . . , πk are nonempty, by Lemma 15.
Note that i 󰃍 1, since otherwise ℓ < a1, and since a1 is not preceded in u by any letter,

this contradicts (*).
We have therefore

u = a1
󰁜

1󰃑j󰃑k−1

πjaj+1 = a1

󰀣
󰁜

1󰃑j󰃑i−1

πjaj+1

󰀤󰀣
󰁜

i󰃑j󰃑k−1

πjaj+1

󰀤
,
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hence

w = a1ℓ

󰀣
󰁜

1󰃑j󰃑i−1

ρ(πj)aj+1ℓ

󰀤󰀣
󰁜

i󰃑j󰃑k−1

ρ(πj)ℓ
−1aj+1

󰀤

= a1

󰀣
󰁜

1󰃑j󰃑i−1

ℓρ(πj)aj+1

󰀤
ℓ

󰀣
󰁜

i󰃑j󰃑k−1

ρ(πj)ℓ
−1aj+1

󰀤

= a1q1 · · · ai−1qi−1aiqiℓqi+1 · · · ak−1qkak,

with q1 = ℓρ(π1), . . . , qi−1 = ℓρ(πi−1), qi = 1, qi+1 = ρ(πi)ℓ
−1, . . . , qk = ρ(πk−1)ℓ

−1. The
elements qj are all positive palindromes: this is proved as in case a).

(ii) ⇒ (iii). By hypothesis w has a palindromic special factorization (2) and w is
conjugate to w̃, since w is a product of two palindromes. Since the πi are palindromes,
w̃ = W . Thus (iii) holds.

(iii) ⇒ (i) Let C denote the set of conjugates of w. By hypothesis, W ∈ C. Define a
mapping ν : C \W → C by

ν(vai · · · π1a1akπk−1 · · · ai+1u) = vai+1 · · · πk−1aka1π1 · · · aiu, (4)

where πi = uv. This mapping is the next element function, by Lemma 12, W is the
largest element of C, and w its smallest, and in particular a Lyndon word. Thus C =
{w < ν(w) < ν2(w) < · · · < νn−1(w)} with n the length of w.

Now, by Equation (4), we see that the last letter of x = vai · · · π1a1akπk−1 · · · ai+1u
and that of ν(x) are equal, except if u is the empty word. This can happen exactly for
k − 1 elements x of C \ W , namely those of the form xi = πiai · · · π1a1akπk−1 · · · ai+1

(u = 1, v = πi). The last letter of xi is ai+1 and that of ν(xi) = πiai+1 · · · πk−1aka1π1 · · · ai
is ai. Since the last letter of w is ak, this implies that the last letters of the words
w, ν(w), ν2(w), · · · , νn−1(w) form a weakly decreasing sequence. Thus the last column
of the Burrows-Wheeler matrix of w is weakly decreasing, and w is therefore perfectly
clustering.

6 Consequences

From Lemma 13, we may deduce the uniqueness of the special palindromic factorization
of a perfectly clustering Lyndon word, whose existence is asserted in Theorem 7.

Corollary 16. The factorization (2) of a perfectly clustering Lyndon word w is unique.
Precisely: for any i, aiπi · · · πk−1ak is the smallest suffix of w (in lexicographic order)
beginning by ai, and aiπi · · · πk−1aka1π1 · · · ai−1πi−1 is the smallest conjugate of w (in
lexicographic order) beginning by ai.

Proof. The fact that the two last assertions are equivalent follows for example from [7,
Proposition 2.1].
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a a a b a a b
a a b a a a b
a a b a a b a
a b a a a b a
a b a a b a a
b a a a b a a
b a a b a a a

Figure 3: Burrows-Wheeler matrix of the Christoffel word aaabaab

We study now the transition from a row to the next row, in the Burrows-Wheeler
matrix of a perfectly clustering word. We recall first what happens in the case of two
letters.

Consider an alphabet A = {a < b} with two-letters. A perfectly clustering Lyndon
word w on A∗ is a lower Christoffel word, by a theorem of Mantaci, Restivo and Sciortino
[15, Theorem 9]. Thus the last column of the Burrows-Wheeler matrix of w is of the form
b, . . . , b, a, . . . , a. A further striking property is that two consecutive rows of this matrix,
viewed as two words u, v, are always of the form u = yabx, v = ybax, with moreover
xy = p, where p is the palindrome such that w = apb; see [1, Corollary 5.1] (see also [19,
Theorem 2], or [21, Theorem 15.2.4]). For an example, see Figure 3, where w = aaabaab,
p = aabaa and for example the rows 3 and 4: u = aabaaba, v = abaaaba, x = aaba, y = a.

We may generalize this result as follows.

Theorem 17. Let w be a perfectly clustering word. Then for any two consecutive rows of
its Burrows-Wheeler matrix, viewed as two words w′, w′′, one has w′ = ymx,w′′ = ym̃x,
for some words x, y,m such that xy is one of the palindromes of the special palindromic
factorization (2) of w.

See Figure 2 for an example: the alphabet is a < b < c, w = acacacbbbc (special
palindromic factorization, with palindromes cacac and bb); rows 1 and 2 are acacacbbbc,
acacbbbcac with the reversed factor in bold, and corresponding palindrome cacac; rows
4 and 5 are bbbcacacac, bbcacacacb and palindrome bb.

Proof. By Lemma 12, w′ = vai · · · π1a1akπk−1 · · · ai+1u and

w′′ = vai+1 · · · πk−1aka1π1 · · · aiu,

for some i = 1, . . . , k − 1, with πi = uv. Then the theorem follows by taking y = v, x =
u,m = ai · · · π1a1akπk−1 · · · ai+1, so that m̃ = ai+1 · · · πk−1aka1π1 · · · ai, since the πj are
palindromes.

Since the arguments in the proof of Lemma 14 may be reversed, we obtain the following
corollary.

Corollary 18. Let w be a perfectly clustering word, with its special palindromic factor-
ization (2). Then πs is empty if and only if |w|a1 + · · ·+ |w|as = |w|as+1 + · · ·+ |w|ak .
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This corollary is a first result on the palindromes appearing in factorization (2). We
intend to study these palindromes elsewhere. Note that for a two-letter alphabet, these
palindromes, called central words, where first studied by Aldo de Luca. He gave, among
others, the following beautiful characterization: the central words are the image of the
mapping called iterated palindromization (see [13], [21, Chapter 12]).
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