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Abstract

In this paper we consider the problem of finding latin squares with sets of pair-
wise disjoint subsquares. We develop a new necessary condition on the sizes of the
subsquares which incorporates and extends the known conditions. We provide a
construction for the case where all but two of the subsquares are the same size,
and in this case the condition is sufficient. We obtain these results using symmetric
rational outline squares, and additionally provide several new results and extensions
to this theory.

Mathematics Subject Classifications: 05B15

1 Preliminaries

A latin square of order n is an n x n array with each of n symbols occurring exactly
once in each row and column. Throughout, we assume that the symbols are from the set
n] = {1,2,...,n}, and we index the rows and columns using the same set. An m x m
sub-array of a latin square which is itself a latin square is an order m subsquare. There
has been much work on finding latin squares without subsquares of predetermined sizes
or without any proper subsquares (see [1]), and also on the probability of a random latin
square having any proper subsquares (see [2, 8| for recent results in that direction). In this
paper, we consider the existence of latin squares with sets of pairwise disjoint subsquares.
Subsquares are considered disjoint when they share no rows, columns or symbols. This
terminology was inherited from disjoint subquasigroups, and is not to be confused with
the weaker property of having no intersection.

Example 1. The latin squares in Figures 1A and 1B are of order 8 and 9 respectively
with disjoint subsquares of orders 2 and 3.
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(A) An order 8 latin square with two

disjoint subsquares shaded (B) An order 9 latin square with four

disjoint subsquares shaded

Figure 1: Latin squares with disjoint subsquares

Given orders hq, . .., hg, a latin square with pairwise disjoint subsquares of those orders
is known as an incomplete latin square (ILS). In the case when (hy ... hy) is a partition of
n, so Zle h; = n, such a latin square is known as a realization, a partitioned incomplete
latin square (PILS) or a holey transversal design (HTD) of block size 3. The latin square
in Figure 1B is a realization of (3,2,2,2).

The existence of a realization, denoted RP(hy ... hy), is equivalent to a question orig-
inally asked by L. Fuchs [12] about quasigroups with disjoint subquasigroups. It is a
partially solved problem, with much of the work done for families of partitions with either
a limited number of parts or of distinct integers. The same question has also been asked
for latin cubes and hypercubes, where an m-realization is an m-dimensional hypercube
with m-dimensional pairwise disjoint subhypercubes [7].

Unless otherwise stated, we assume that the parts of the partition (h; ... hx) are writ-
ten in non-increasing order and that (h{*h3? ... h%m) represents a partition with «; copies
of hj. Also, we assume that all realizations are in normal form, where the subsquares
appear along the main diagonal and, with the partition in the form (hy...hy), the i*®
subsquare is of order h;. Figure 1B shows a realization in normal form. Note that for any
integer a, the set a+ [n] ={a+1,a+2,...,a+n}.

A transversal in a latin square of order n is a set of n cells, with all cells in distinct
rows and columns, and containing distinct symbols. Two transversals in a latin square
are disjoint if they do not share any cells. It has been shown that for n # 2,6 there exists
a latin square of order n with n pairwise disjoint transversals, which is equivalent to a
pair of orthogonal latin squares (see [3]).

1.1 Known results

The work done on this problem has generally followed two approaches. The results usually
limit either the number of subsquares or the number of distinct part sizes in a partition.
In this work, we construct realizations following the second approach, but we begin here
by giving a summary of the major known results.
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For realizations with at most four subsquares, existence has been determined by Hein-

rich [9].

Theorem 2. Take a partition (hihs...hg) of n with hy > hy > ... > hy > 0. Then an
RP(hihs . .. hy)

o always exists when k = 1;

e never exists when k = 2;

exists when k = 3 if and only if hy = hy = hg;

exists when k = 4 if and only if hy = ho = hs, or he = hg = hy with hy < 2hy.

Existence has been further determined for realizations with five subsquares in [13],
and the conditions on existence are more complex than the smaller cases.

Theorem 3. An RP(h;...hs) exists if and only if
5
n®=> >3 (Zh) (Zh])
i=1 €D jeD
for all subsets D C [5] where |D| = 3.

Theorem 4 and Theorem 5 follow the second approach, and consider partitions with
at most one and two distinct part sizes respectively. The first result is from Dénes and
Pésztor [6]. For the cases which are not covered in Theorem 2, the results of Heinrich [10]
and Kuhl et al. [14] have been combined into Theorem 5.

Theorem 4. For k > 1 and a > 1, an RP(a*) exists if and only if k # 2.

Theorem 5. Fora > b > 0 and k > 4, an RP(a®*™*) exists if and only if u > 3, or
0<u<3anda< (k—2)b.

Two conjectures are given by Colbourn in [4], each concerning a family of partitions
for which realizations are believed to exist unconditionally.

Conjecture 6. If k > 3, then an RP(h3hy ... hy) exists.

The realizations in this first conjecture all have the largest three subsquares of the
same size. Theorem 2 covers the cases when k = 3 or kK = 4, and k € {5,6} was proven
in [4].

Conjecture 7. If £ > 5 and 0 < hy < (k — 2)hy, then an RP(hy ... hy) exists.

The following weaker result was proven in [4] with some possible exceptions, which
were constructed in [13].

Theorem 8. If k> 5, hy > 0 and hy < 3h, then an RP(hy ... hy) exists.
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2 Outline squares

Outline squares have been used in [13, 15, 14] to construct realizations for a range of
partitions. Outline squares and outline rectangles were introduced by Hilton in [11],
where outline rectangles are a generalisation of outline squares.

Definition 9. Given a partition P of n, where P = (p;...px), let O be a k x k array of

multisets, with elements from [k]. For i,j € [k], let O(¢, 7) be the multiset of symbols in

cell (7,7) and let |O(4, 7)| be the number of symbols in the cell, including repetition.
Then O is an outline square associated to P if

(1) 10(i, )| = pip;, for all 4,5 € [k];
(2) symbol ¢ € [k] occurs p;py times in row i
(3) symbol ¢ € [k] occurs p;p times in column j.

Let Oy(i,7) represent the number of copies of symbol ¢ in the multiset O(i,j). It
is obvious that each value Oy(i,7) must be a non-negative integer. In [13], the idea of
a rational outline square was introduced, where each of these values can instead be a
non-negative rational number.

Definition 10. Let O be the set of values {Oy(i, ) | i,7,¢ € [k]}, where O(i,j) is a
non-negative rational number for all 4, j, ¢ € [k]. Then O forms a rational outline square
associated to a partition P = (py ...py) if

(1) > e Ocli, J) = pipy, for all 4, j € [k];
(2) Zje[k»] OZ@?]) = DiPe, for all ng S [k]a
(3) Diey Ould, J) = pjpe, for all j, € € [k].

Example 11. The array in Figure 2A is an outline square associated to P = (3!23).
Figure 2B gives a rational outline square for the same partition, where ¢ : z in cell (3, j)
represents that Oy(i, j) = .

Also introduced in [13] is the idea of a symmetric (rational) outline square, where
Oq(i,j) = Oc(a,b) for every permutation (a, b, ¢) of (i, 7, ¢). It follows that the ordering of
the arguments 7, j, ¢ in Oy(4, j) is not important, and so we use O(i, j,{) to represent the
value of O,(a,b), where (a, b, ) is any permutation of (i, j, ).

Definition 12. Given a partition P = (py...py), let O = {O(4, 4, ¢) | {i,7,¢} is a multiset
of [k]} be a set of non-negative (rational numbers) integers. Then O defines a symmetric
(rational) outline square associated to P if

> 0, j,t) = pip; for all i, j € [k]. (2.1)

Le(k]
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(A) An outline square. (B) A rational outline square.

Figure 2: Outline squares associated to P = (3'23).

A (rational) outline square O is said to respect P if O is associated to P and O;(i,1) =
p? for all i € [k]. For a symmetric outline square, this implies that O(i,i,4) = p? and
O(i,i,§) = 0 for j # i.

The outline squares in Example 11 respect P = (3'2%), and the outline square in
Figure 2A is symmetric. To see how this relates to our problem of finding a realization,
we return to latin squares.

Given a latin square L of order n, the reduction modulo P of L, denoted O, is the k x k
array of multisets obtained by amalgamating rows (p; + -+ + p;_1) + [p;] for all i € [k],
columns (p; + - -+ + pj_1) + [p;] for all j € [k], and symbols (p1 + - - - + pe—1) + [pe] for all
¢ e [k].

Thus, O is a k x k array of multisets on the symbols of [k]. This array is clearly an
outline square associated to P.

The outline square in Figure 2A is a reduction modulo P = (3'23) of the latin square
in Figure 1B.

If an outline square O is a reduction modulo P of a latin square L, then we say that
O lifts to L.

It is clear that every reduction of a latin square is an outline square, and the following
result by Hilton proves the reverse.

Theorem 13 ([11]). Let P be a partition of n. For every outline square O associated to
P, there is a latin square L of order n such that O lifts to L.

For any partition P, this idea can be used to construct a realization of P from an
outline square O, if O respects P.

Lemma 14 ([15]). For a partition P = (hy...hy), an outline square which respects P
lifts to a realization of P.

It is observed from Lemma 14 that the existence of an outline square which respects
P is sufficient to prove the existence of a realization of P.

o
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With this connection between outline squares and realizations established, we now
consider the relationship between realizations and symmetric rational outline squares.

Throughout, ROS(P) denotes a symmetric rational outline square which respects the
partition P.

Lemma 15. If an RP(hy ... h) exists, then an ROS(hy ... hy) exists.

Proof. Obtain an outline square O which respects P = (hy ... hy) by reducing an RP(h; . ..
hi) modulo P. Construct a symmetric rational outline square X by:

h?, ifi=j5=1¢,

1 . . .
6(02(7‘7.7) + OZ(.]’Z) + Ol(]7£)

+ O4(C, ) + 0;(i, 0) 4+ O4(¢, 1)),
0, otherwise.

X(i,7,0) = if 4, j and ¢ are distinct,

Clearly, X (i,4,1) = h? as required to respect the partition, and by fixing any i, j € [k]
where ¢ # 7, we have that

k k k k
ZX(Zajag) = E(ZOZ(Zaj) _'_ZO@(]aZ) + Zoz(jag) +ZOZ<€7])
ee[k] =1 =1 =1 =1
k k
+) 0,0 + Zoj(e,z))
=1 =1
= %(6hzh]) - hlhj
Thus, X forms a ROS(hy ... hy). O

Given a rational outline square, there must exist some sufficiently large integer ¢ such
that multiplying all of the values X (7, j, £) by ¢* gives only integer values. Thus, we obtain
the following lemma.

Lemma 16. If an ROS(hy ... hy) exists, then there exists an integer q such that a sym-
metric RP ((gh1) ... (qhy)) eists.

Combining Lemma 15 with Lemma 16 gives the following result.

Corollary 17. If an RP(hy ... hy) exists, then there exists an integer q such that a sym-
metric RP ((gh1) ... (¢hy)) exists.

3 Necessary conditions

It can be seen in Theorems 2 and 3 that the complexity of the necessary and sufficient
conditions increases as the number of subsquares increases. Two necessary conditions
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were proven by Colbourn [4] for an arbitrary number of subsquares, and these are given
as Theorem 18 and Theorem 19. It was shown in [13] that the second condition alone is
sufficient for k& = 5, however, it was established in [4] that further necessary conditions
are required for larger values of k.

Theorem 18 ([4]). If an RP(hihy. .. hy) exists, then hy < 2213 h;.

Theorem 19 ([4]). If an RP(hihy ... hy) exists, then

pe{z(s)

i=1 i€eD jeD
forany D C {1,2,...,k} and D = {1,2,... k}\ D.

We now use the existence of a rational outline square to improve the necessary condi-
tions. In fact, we combine the known conditions into a single condition.

Theorem 20. If an RP(hy ... hy) exists, then

(5 (59 50 (2 (502

1€ AUC 1€BUD i€l 1€AUD i€BUC jeE

where A, B, C and D are pairwise disjoint subsets of k], E = AUBUCUD and

Proof. By Lemma 15, if such a latin square exists, then an ROS(h; ... k) exists also. We
consider this outline square X.

Observe that there are (3, 4,p Pi) (e puc i) symbols, including repetition, required
across the cells (i,7) where ¢ € AU D and j € BUC. Of these symbols, at most
(D icaup M) (D2 ez hy) can be symbols in E. The remaining symbols must be from F.

We now count the number of symbols from E in these cells. First, note that there
are at most (3 _,c 4 hi)> — D ;c4 h7 symbols from A in the rows of A, and likewise for the
rows of D and columns of B and C'. Thus, we must now consider the symbols appearing
not within columns or rows from the same subset. The number of symbols from A within
rows of D of these cells is given by and the number of symbols from D in rows of A is the
same by symmetry. Similarly, the number of symbols from B in columns of C' and the
number of symbols from C' in columns of B is given by

YD X(bed).

beB ceC i€ AUD

Combining these, and using symmetry to change the order of the terms in the X
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variables, we see that

2> "> X(adi)+2) > > X(bci)

a€A deD ie BUC beB ceC i€ AUD
:2222 acz+2222 (b,d, 1)
a€A ceC i€ BUD beB deD ic AUC
<2 )Y X(aci)+2) > ) X(bd,i).
a€A ceC i€k beB deD i€E

The two terms in this last expression are the number of symbols in cells (i, j) where i € A
and j € C'ort € B and j € D respectively. Thus, we have that

ZZZZXadZ—i-QZZZ (b, ¢, 1)

a€A deD ie BUC beB ceC i€ AUD

(50) (2) 2 (50) (3

Altogether, the number of possible entries is at least the number of required symbols, so

(=) (zr-sn)< ()« (54) () + (54)
S (5)(3n) (50 (50

The known necessary conditions are recovered from this new condition by setting
C = D = (). Taking A = {2} and B = {1} gives the condition in Theorem 18, and letting
AU B = E = [k] returns Theorem 19.

Both additions that are made in this condition (taking E to be a proper subset of
[k], and letting C' and D be non-empty) are required parts of any general necessary
condition. If we set E C [k] but C = D = () in Theorem 20, then partitions such as
(20'19%10'8'1%) satisfy the condition. However, with C' and D non-empty, this same
partition does not meet the condition. This partition also demonstrates how the previous
necessary conditions are not sufficient when there are as few as 8 subsquares.

4 Rational solutions to two conjectures

In this section, we construct symmetric rational outline squares for all partitions in Con-
jectures 6 and 7. First, we introduce a result which constructs a symmetric rational
outline square for a partition which falls between two similar partitions.
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Lemma 21. For a,b > 0, allow the parts of the partitions Py = (hy...hpn—1(hm — a)
it ... hy) and Py = (h1 o1 (A + 0)hpi1 .. hy) to not be in non-increasing order.

If an ROS(P,) and an ROS(P,) ezist, then an ROS(hy ... hy—1hmhmer ... hg) exists
also.

Proof. If a = 0 or b = 0, then the ROS(P;), or ROS(P;) respectively, is already an
ROS(hy ... hpp—1hmhomss - . - ). Suppose that a,b >

Denote by A and B the ROS(hy ... "y, 1(h — a)hpi1 .. hyg) and ROS(hy ...~y
(hm =+ D)1 - . . hy) respectively. Construct a new symmetric rational outline square C
respecting (hy ... hy), by taking

C(i,j,0) = fim, ifi=j=0=m
ST aib A(i, j, 0) + 7 - B(i, 4, ), otherwise.

Then for ¢ # m and j # m, it is clear that >, C(i,5, () = a+b Zz LA(E 7, 0) +
530y Bli,§,0) = Shih; = hih,.

For j # m, we get that >, C(m,j, () = a%b Z];:l A(m, 4, 0) + 2% Zlgzl B(m,j,0)
= Lohj(hm —a) + “hi(him +b) = hjhy,.

Since A and B must respect their respective partitions, A(4,1,7) = h? and B(i,i,1) =
for all ¢ € [k] \ {m}. Thus, C also has this property for all i # m. Also, A(m,m,i) =
B(m,m,i) = 0 for all i # m, so C(m,m,i) = 0 also. It follows that ZZe[k] C(m,m,l) =
h% . Thus, C is a symmetric rational outline square respecting (hy . .. hy).

h?

O

Using Lemma 15, we obtain the following corollary.

Corollary 22. With P, and P as defined above, if an RP(P;) and an RP(P,) exist, then
there also exists an ROS(hy ... hpy_1hmhpmys - . hy).

Given a large set of partitions which can be realized, the method given in the previous
lemma can be repeatedly applied to obtain outline squares that respect partitions.

Lemma 23. If an RP(Rihi™") ewists for allu < i < k—1, then an ROS(h¥g: . . . gr—u_1hy)
exists for any partition (91 k1) With hy Z g1 2 ... 2 Gk—u_1 = hi.

Proof. For all u < i < k — 2, Corollary 22 with the partitions (h{h*~%) and (R{T A1),
for which reahzatlons exist by assumption, shows that an ROS(higiht~""1) exists for all
hy 2 g1 2 hy.

Consider some a € [k — u — 2] and any partition (g ...g,) with hy = gy > hy for all
¢ € [a). Suppose that for all u < i < k —a — 1 there exists an ROS(hig; ... g, hf 7).
Then for any u < j < k —a — 2, by permuting the parts of the partitions, there exists an
ROS(hig: ... gohy ") and an ROS(h{gl - gahih} 77771, Using Lemma 21, there exists
an ROS(h191 e gagaﬂhz 77071y for all partitions (g ... gas1) With by > gap1 > ha.

The result follows by induction on a. O
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We now construct symmetric rational outline squares for all cases of Conjecture 7 and
Conjecture 6. This does not prove the conjectures of course, but considering Lemma 16,
it does show that there exists a realization for some sufficiently large multiple of each
partition.

Theorem 24. For any k > 5, if hy < (k — 2)hy then an ROS(h;y ... hy) ezists.

Proof. Since hy < (k — 2)hy, by Theorem 4 and Theorem 5, an RP(hih} ™) exists for all
1 <7 < k. Thus by Lemma 23, the result follows. ]

Theorem 25. If hy = hy = hs, then an ROS(h3hy ... hy) exists for all k > 3.

Proof. For k = 3 and k = 4, Theorem 2 gives that an RP(h7), an RP(h{) and an RP(h3hy,)
exist. For k > 5, an RP(hihy™") exists for all 3 <4 < k by Theorem 4 and Theorem 5.
In either case, use Lemma 23. O]

5 Similar outline squares

This section introduces a new property for outline squares which makes it easier to con-
struct symmetric rational outline squares for realizations with many subsquares of the
same size.

Definition 26. Let X be an ROS(hy ... haim ... hg) and let M = a — 1+ [m]. Then
X is similar with respect to h}" if there exist non-negative values X'(i, j,a), X'(i,a,a) and
X'(a,a,a) for all 7,5 ¢ M, such that for all distinct o, 8,7 € M

(1)

1) X(i,7,a) = X'(i,7,a),
(2) X(i,c,8) = X'(i,a,a), and

(3) X(o,B,7) = X'(a,a,a).

With these variables, the entire outline square is determined by only the values
X(i,5,0), X'(i,7,a), X'(i,a,a) and X'(a,a,a) for all distinct i,7,¢ ¢ M.

Example 27. The outline square in Figure 2A is a similar with respect to 23, with
X'(1,2,2) =3 and X'(2,2,2) = 1.

We simplify the notation by letting a similar symmetric rational outline square be
denoted by SROS(hy ... hy, {h7}, ... h{*}), where the outline square is similar with re-
spect to each A" separately. As in that case, we prove that such an array can always be
constructed from a realization or a symmetric rational outline square.

Note that if an outline square is similar with respect to more than one set of or-
ders, such as A" and hp? with M; = a; — 1 + [my] for each ¢ € [2], then for all
i€ [k]\ (MyUM,), j € My and ¢ € My we let X(i,5,) = X'(i,1,02). In this
way, for an SROS(hy...hg, {hQ%, ... h7¢}) we only consider the values X'(i,j, () for

a1 )

i,5,0 € {an, ..., ar} U (K] \ Uy My).

THE ELECTRONIC JOURNAL OF COMBINATORICS 32(4) (2025), #P4.40 10



Lemma 28. An ROS(hy... A haym ... hi) exists if and only if an SROS(hy...hJ
Rt - hi, {h'}) exists.

Proof. Let X be an ROS(hy...hg) and let M = a — 1 + [m]. Then, construct a new
ROS(hy ... hy), Y, as follows. For i, j, ¢ € [k], let

(12, ifi=j=1¢
X(i,5,¢0), ifi, j,0 ¢ M are distinct,
Y'(i,5,a), ifi#j,i,7¢ M and € M,

Y(ig0 =4 DBk 7 0 |
Y'(i,a,a), ifj#4L i¢ M and j,0 € M,
Y'(a,a,a), ifi, j and £ are distinct, and 4,5, € M,
L0, otherwise,

where, for distinct i, j ¢ M,
'(i,4,a Z X(i,j,a
aEM
Y'(i,a,a) = ZZX ,B8,a), and
ﬁGMaEM

Y/(a’a’a):m(m—ll)(m ( mhz—l—ZZZX'yﬁ )

YEM BeM aeM

It is straightforward to check that Y forms a symmetric rational outline square respecting
(hy...hg). O

This method of constructing a similar outline square can be repeated to give an outline
square which is similar in respect to more parts, since the construction preserves any
existing similarity with respect to other parts of the partition.

Corollary 29. An ROS(hy ... A7 .. R ... hy) exists if and only if an SROS(hy ... hy,
{hei, ... hZe}) exists.

a1 ?

Applying Lemma 15, this can of course be extended to realizations.

Corollary 30. If an RP(hy...hJl ... h7t .. hy) exists, then an SROS(h; ... hy,
{hit, .. R }) eists.

o1 )

The similarity property reduces the number of free variables when constructing an
outline square. This may simplify the construction. In fact, as the following lemma
shows, we need only determine the values X (i, j, ¢) for distinct 4,7, ¢ ¢ M.

Lemma 31. Form > 3, there exists an SROS(hy ... K hoim - .. b, {RI'}), X, if and only
if there exist non-negative values X (i, j,€) for all pairwise distinct i,j,0 ¢ M = a—14[m]
such that X'(i, j,a), X'(i,a,a), X'(a,a,a) = 0 where
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(1) X'Gjoa) = - (hl-hj - qu,jw)),

g M

(2) X'(i,a,a) = 1_1<hh - > hhe + 2 > X(z’,j,e)>,

m
0¢ MU{i} G0 MU{iy
j<t

(3) X'(a,a,a) = m(m = 11)(m Y (m(m —1)h2 — mhy, Z hi +2 Z hih,

¢ M i,j¢M
1<j

Proof. By definition of a symmetric rational outline square, for distinct 7,5 ¢ M, h;h; =
> e X (2,7, 0) and so

k

hihjzz (i,7,¢ ZXZ], +ZX1], ZX(i,j,€)+mX'(z',j,a).

=1 0¢M aeM t¢M

1
Thus, X' (¢, § =— | hh; — X(i,7,0) ).
US, (27]7a) m ( i %:4 (Z ] >>
In a similar manner, we consider i ¢ M and « € M. Then

hihg=>_ X(i,L,a)+ Y X(i,f.0)= > X'(i,l,a)+ (m—1)X'(i,a,a).

¢ M BeM\{a} 0¢ MU{3}

Therefore, X'(i,a,a) = ( ihg — — Z hhg—i—— Z X(i,7,0 )

ZgéMu{z J £¢ MU{i}
j<e

Finally, for distinct o, 5 € M,

= ZX(@,a,ﬁ) + Z X(o, B,7) = ZX’(E,@,CL) +(m —2)X'(a,a,a).

¢ M veM\{a,8} gM
Thus,
X'(a,a,a) =
1
—1)h% — 2 -6
m(m—l)(m—2)< (m hi; — mhyg Zh+ Zhh Z (,7,¢ )
¢M i,j¢M i,5,0¢ M
1<J i<j<lt
and the result follows. O

In the following section we use this result to construct similar symmetric rational
outline squares for a few different families of partitions.
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6 Partitions with many parts of the same size

This section focuses on constructions of similar symmetric rational outline squares for
different families of partitions: (hihoh3), (hihohshi') and (hihgh8), where the parts are
not necessarily in non-increasing order.

If m < 2, then the existence of an RP(hihoh3") or an RP(hihohsh]') has already been
determined in Theorems 2 and 3. In the third case, if either a < 3 or b < 3, then the
partition is in the form of (h1hohY') or (hihohshl'). Thus, we only consider m,a,b > 3.

Rational outline squares can be constructed fairly easily for the first two families by
using Lemma 31.

Theorem 32. A ROS(hthhm) exists for m = 3 if and only if hy < mhg, hy < mhs, and
h3 — Lo (hy + ho) + oy 1he 2 0.

Proof. All necessary conditions come from Theorem 20. For each condition, set C = D =
() and take A = {2} and B = {1}, A= {1} and B = {2}, or A= {1,2} and B = [k] \ A.

By Lemma 31, when constructing X to be an SROS(hihohf', {h5'}), we need only
consider the variables X (i, j, ¢) where i, j and ¢ are distinct values from {1,2}. As there
are no such variables, the solution is predetermined.

Thus, X'(1,2,3) = %hlhg, X'(1,3,3) = 5 (hihs — = h1h2) X'(2,3,3) = —L5(hohs —
%hlhz), and X'(3,3,3) = (h2 — —hg(hl + hg) + h1h2) When the assumed
inequalities are satisfied, these are all non-negative. O

Theorem 33. Take hy > hy > hs. For m > 3, an ROS(hihohshl) exists if and only if
the following are satisfied:

) Zl 1 h? 3mh4(h1 + hg + hg),

(1
(2) n% =S8 h2 > 3(mhy + hy)(n — mhy — hy) for all j € [3],
(3) 1(h2 —+ hg) mh1h4 -+ 2h2h3, and

(4) hy = (b1 = hg).

Proof. The four conditions are shown to be necessary using Theorem 20. For each condi-
tion respectively, set C' = D = () and use

4

{1} A= {17273}7 B = [k] \A,

{2} A={1,2,3}\{j}, B=[k\ 4,
{3} A={1}, B={2,3},

(4} A={2}, B={1}.
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Suppose that the conditions are met. We construct an SROS(hihohshl®, {h]'}), X, as

follows:
Let X(1,2,3) = min{hohs, £ (n? =% h? —3mha(hi+ha+h3))}. Then by Lemma 31,

the remaining values of X are determined also. Now, we must check that all values are
non-negative.

X(1,2,3) = 0 from (1). Observe that for distinct i,j € 3], X'(z,7,4) = = (hih; —
X(1,2,3)). Since hohg < h;h; for all distinct 4, j € [3], we know that X'(4, j,4) > 0. Sim-
ilarly, X/(4, 4, 4) = W (TL2 ZZ 1 hZQ — 3mh4(h1 + h2 + h3) — 6X(1, 2, 3)>
so X'(4,4,4) > 0.

The final value to check is X'(4,4,4) for i € [3]. If X (1,2,3) = hohg, then X'(i,4,4) =
- <mh ha = 3epy hahy + 12 + 2h2h3). For i = 2, mhy — hy + hy > 0 from (4), and
so X'(2,4,4) > 0. For i = 3, mhy — hy + hy > mhy — hy + hy > 0. Thus, X'(3,4,4) > 0.
When i = 1 mh1h4 — h1h2 — hlhg -+ 2h2h3 = 0 from (3)

Instead consider the case where X(1,2,3) = L(n? = 5, h? — 3mha(hy + ha + hy)).
With some rearrangement, it can be seen that X'(7,4,4) = m (n2=2F  h2—3(mhy+
hl)<h1 + hg + hg - hl)) 2 0 using (2)

Therefore, for either case of X (1,2, 3), all values are non-negative, and X is a rational
outline square that respects the partition. O

The third family of partitions requires a more complex construction, as we use an
outline square that is similar with respect to two different sizes of subsquare. Thus, we
cannot utilise Lemma 31.

Lemma 34. For a,b > 3, an SROS(h1h3h5, {hs, h%}) exists if and only if there exist
rational values X'(2,2,3) and X'(2,3,3) satisfying the following inequalities:
(1) X'(2,2,3),X'(2,3,3) >0,

(2) abhohsg > ab(a—1)X"(2,2,3) +ab(b—1)X"(2,3,3) > max{abhshs — ahyhy, abhohs —
bhihs},

(3) 2ab(a —1)X'(2,2,3) +ab(b—1)X"(2,3,3) < ala — 1)h3 — ahyhy + abhyhs, and

(4) ab(a —1)X'(2,2,3) + 2ab(b — 1)X"(2,3,3) < b(b— 1)h3 — bhyhs + abhahs.
Proof. Rearrange the partition to (hihohsh 'h5™"), and let My = {2} U (3 + [a — 1]) and
Mz = {3}U(a+2+[b—1]). Suppose that X is an SROS(hyhohshy 'h5™ {hg, h3}). Then
X has only seven variables to determine the entire outline square: X'(1,2,3), X'(1,2,2),
X'(1,3,3), X'(2,2,2), X'(3,3,3), X'(2,2,3) and X'(2,3,3). We find each of these in
terms of the last two. To satisfy Equation (2.1) with ¢ = 2 and j = 3,

hohs = > X(2,3,0)

¢€fatbr1)

= X(1,2,3 ZX2€3+ZX 2,3,0)

LeMy {e M3

= X'(1,2,3) + (a — 1)X"(2,2,3) + (b — 1)X"(2,3,3)
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Since X'(1,2,3) > 0, it follows that hohs > (a — 1)X’(2,2,3) + (b — 1)X'(2, 3, 3), which
gives one side of (2).

The remaining four variables of X’ can be written in terms of X’(2,2,3) and X’(2, 3, 3)
by considering Equation (2.1) with each of the (i, 7) pairs (1,2), (1,3), (2,2) and (3, 3).
This results in the following

e abX'(1,2,3) = abhohs — ab(a — 1)X'(2,2,3) — ab(b — 1)X'(2, 3, 3),
o a(a—1)X"(1,2,2) = ahihy — abhshs + ab(a — 1)X"(2,2,3) + ab(b — 1)X'(2,3,3),
e b(b—1)X'(1,3,3) = bhihs — abhsohs + ab(a — 1) X'(2,2,3) + ab(b — 1) X'(2, 3, 3),

e ala — 1)(a — 2)X'(2,2,2) = ala — 1)h2 — ahihy + abhyhs — 2ab(a — 1)X'(2,2,3)
—ab(b—1)X'(2,3,3), and

o b(b — 1)(b — 2)X'(3,3,3) = b(b — 1)h2 — bhihy + abhohy — abla — 1)X'(2,2,3)
— 2ab(b— 1)X"(2,3,3),

and since each X’ variable must be non-negative, the inequalities (1)-(4) are obtained. [

Lemma 35. Given the system of inequalities:

There is a non-negative solution to this system if and only if o, 3,6 > 0, v < o, 3,0 and
a+ 5 = 3vy. Further, if the variables o, B and ~v are rational, then there is a non-negative
rational solution.

Proof. We begin by assuming that there is a solution to the system with x,y > 0. Then
it is clear from (1), (2) and (4) that «, 8,0 > 0, and from (3) and (4) that v < J. From
(1) and (3), we know that v < 2 +y < 2z + y < «, and similarly we have that v <
from (2) and (3). Finally, combining (1) and (2), it is seen that 3y < a + .

We now suppose that the conditions are met. Firstly, if v < 0, then taking x =y =0
is a solution to the system. Thus, we assume that v > 0 from here.

We break the solution into two cases.

If B > 2v, take x = 0 and y = . Then it is obvious that (3) and (4) are satisfied. For
(1), 2z +y =~ < a, and for (2), z + 2y = 2y < .

Otherwise, take z =2y — § and y =  — . Then x,y > 0. Since v < 0, (3) and (4)
are satisfied. 4+ 2y =  and 2z +y = 3y — 3, so (1) and (2) are also satisfied.

Therefore, in either case, there is a non-negative solution to the system of inequalities.

It is clear that if «, § and ~ are rational, then the solution in each case is also
rational. O
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Theorem 36. For a,b > 3, an ROS(hih3hy) ewists if and only if the following are satis-
fied:

(CL — ].)hg + bhg hl,
(b— 1)h3—|—ah2 hl,

)

)
3) a(a — 1)h% > ahyhy — bhyhs,

) b(b— 1)h2 > bhuhs — ahihs,
5) a(a — 1)h% + b(b — 1)h3 > abhohs — 2ahihy + bhihs, and
6) a(a — 1)h2 + b(b — 1)h2 > abhohs — 2bhuhs + ahihs.

Proof. By Corollary 29 and Lemma 34, we need only show that there are values for
X'(2,2,3) and X'(2,3,3) satisfying the inequalities given in Lemma 34. Observe that
these inequalities are in the form given in Lemma 35 with z = ab(a — 1)X’(2,2,3) and
y =ab(b—1)X'(2,3,3), and so we must only satisfy the conditions given there.

Thus, we must show that:

{1} a(a — 1)h3 — ahyhy + abhohz > 0,

{2} b(b —1)h3 — bhyhs + abhyhs > 0,

(3} abhaohsy > 0,

{4} max{abhyhs — ahihy, abhahg — bhihs} < a(a — 1)h3 — ahyhy + abhohs,
(5) max{abhohs — ahyhs, abhahs — bhihs} < b(b — 1)h2 — bhyhs + abhshs,
{6} max{abhohs — ahihs,abhshs — bhihs} < abhshg, and

{7} CL(CL - ].)h% + b(b — 1)]7% -+ 2abh2h3 — ah1h2 - bhlhg 2 3 max{athhg - (lhlhz, CLbl’Lth —
bhihs}.

Conditions {1} and {2} are equivalent to (1) and (2), and {3} and {6} are clearly
always satisfied. By splitting the cases, {7} is equivalent to (5) and (6). Similarly, {4} is
equivalent to (3) and a(a — 1)h3 > 0, which is always true, and {5} is equivalent to (4)
and b(b — 1)h3 > 0.

Therefore, the conditions {1}-{7} are equivalent to (1)-(6), and so an ROS(h;h$h3)
exists if and only if (1)-(6) are satisfied. O

It can be observed that the conditions (1)-(6) are obtained from Theorem 20, and so
the conditions of that result are sufficient to show the existence of an ROS(hyhghb).
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7 Constructing realizations from rational outline squares

Although Theorem 32 solves the existence of a symmetric rational outline square for
partitions of the form (h;hoh%'), it does not solve the existence of an RP(hihohf'). In
this section, we construct an outline square for the realization from the rational outline
square.

We construct a realization using the following lemma from [13], where {z} = = — |z]
denotes the fractional part of a real number x.

Lemma 37 ([13]). Let O be an ROS(hy ... hy). If there ezists a kxk array B of multisets,
where y(i,7) denotes the number of entries in cell (i,7) of B, such that

o y(i,J) = 2pew {06 4, 0},

e the number of copies of symbol j in row i of B is y(i,j),

e and the number of copies of symbol j in column i of B is y(i,j),
then there exists an outline square L which respects (hy ... hy).

We introduce some notation to better define the array B that is needed for this con-
struction method.

Definition 38. A frequency array F of order k is a k X k array, where each cell contains
a single non-negative integer.

Definition 39. Let O be a k x k array of multisets with elements from [k]. O(3, j) denotes
the multiset of symbols in cell (i, j), O} and 7O, denote the number of copies of symbol
¢ in row ¢ and column j respectively. Then O is an outline array corresponding to a
frequency array F of order k, if for all 4, j, ¢ € [k]

|03, j)| = F(i, ),
e O, =F(i,!), and
° jOg:F(f,j).

It is clear that the array B in Lemma 37 is an outline array for the frequency array
F where F(i,j) = Zée[k]{O(i,j,E)} = y(4,7) = y(j,7). In the proof of Lemma 37, the
outline square L is taken as the cell-wise union of B with another array. In general,
the conditions on outline arrays mean that, by taking the cell-wise union, they can be
combined to form larger outline arrays. We now provide some results in that direction.
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7.1 Frequency arrays

Lemma 40. If O, and Oy are outline arrays corresponding to the frequency arrays Fy
and Fy respectively, then there exists an outline array O* corresponding to the frequency
array F* where F*(i,j) = F1(i, ) + Fa(i, ).

Proof. Take O* to be the cell-wise union of O; and Os. So O*(i,j) = O1(3,7) U O2(i,5)
for all 4,5 € [k] Then |O*(i,j)\ = |01(4, )| + |02(4, )| = F1(4,5) + Fa(i,5) = F*(4, 7).
Similarly, (O*), = F*(i,¢) and 7(O*), = F*(¢, j). O

Observe that a realization RP(hy ... hy) is the cell-wise union of two outline arrays
corresponding to the frequency arrays Fy and F,, where Fy(i,j) = h;h; for all i # j,
Fi(i,i) =0, F5(i,7) = 0 when i # j and Fy(i,1) = h?.

Lemma 41. If an outline array O exists for an order k frequency array F, then for any
partition S = {S1,Sa, ..., Sk} of [k], an outline array O* exists for the order k' array F*,

where for all i, € [K']
F*(i,5)=>_ > Flx,y).

TeS; yESj

Proof. The outline array O* is constructed by amalgamating the rows, columns and sym-
bols of O according to the partition S of [k]|. For all ¢, 5 € [K'], take

0*Gi,5) = |J | 06.j).

Z‘ESZ' yESj

Then it is clear that |O*(7,7)| = F*(i,j).

To obtain an array with only &’ symbols, for each i € [k'] replace all symbols = € S;
with the symbol i. Thus, for all i,¢ € [K], 0%} = 3 .o > wes, Op = (i, 0). Similarly,
10*y = F*(£, ) for all j,¢ € [K]. O

7.2 Equitable graph colouring

Within the construction of the array B, we also use some graph colouring methods. Thus,
we introduce those notions here. Let G be a graph with vertex set V' and edge set F,
where F may contain repeated edges but no loops.

A partition of F into mutually disjoint sets C1,...,C) is an edge-colouring of G with
k colours, where edge e € E has colour ¢ if e € C;. For v € V and i € [k], let ¢;(v) be the
number of edges adjacent to v in C;. An edge-colouring of G is equitable if for all v € V
and all 7, j € [k] where i # j,

ei(v) = ¢5(v)] < 1.

The following theorem was proven by De Werra.

Theorem 42 ([5]). For each k > 1, any finite bipartite graph has an equitable edge-
colouring with k colours.
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7.3 Constructing the array B

We return to the construction of the outline array B required for Lemma 37.

Observation 43. Permute the rows and columns of the SROS(hyhohf', {h5'}) in Theo-

rem 32, so that it is now an SROS(hS'hihg, {h5'}). Then
outline array B in Lemma 37 is of order k with

the frequency array F for the

<m,
<m

Y

(0, ifi=j,
a, ifi,J <m,
F(i,j)=<b, ifi=m+landj<morj=m-+1andi
¢, ifi=m+2andj<morj=m-+2andi
| d, otherwise,
where
a=(m—2){X'(3,3,3)} +{X'(1,3,3)} + {X'(2,3,3)},
b= (m—1){X'(1,3,3)} + {X'(1,2,3)},
c=(m—1){X'(2,3,3)} + {X'(1,2,3)} and
d=m{X'(1,2,3)}.

The frequency array F'is shown in Figure 3. Note that

since each of a, b, c and d are

integers and 0 < {z} < 1 for any x € Q, it follows that 0 < a,b,¢,d < m — 1.

- a a a al|lb c
a — a a al|lb c
a a — a al|lb c
a a a — alb ¢
a a a a —|b ¢
b b b b —  d
c ¢ ¢ c d —
Figure 3

Lemma 44. Given positive integers hy, ho, hs, the values
satisfy the following conditions:

(1) d<mb

(2) d < me
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(5) 2d = m(b+c— (m — 1)a)

Proof. Given that each {X'(i,j,¢)} is non-negative, each inequality follows immediately
from Observation 43. O

The five conditions in Lemma 44 are assumed to be true throughout the rest of this
section.

Lemma 45. For m,d,k € Z, if m >3, 0<d<m and m+ 2 < k < 2m — 1, then there
exists an outline array for the frequency array F of order k, where

1, ifi<morj<mandi##j,
F(i,j) =1<d, if(i,7) is (m+1,m+2) or (m+2,m+1),
0, otherwise.

If m = 4 and d = %, then there also exists an outline array for the same F', where
k =2m.

Proof. We first consider & < 2m — 1. Let the outline array O be split into subarrays as
shown in Figure 4, where the columns (and rows) are of widths m, 2 and k — (m + 2),
in that order. The arrays (); are empty arrays of the appropriate sizes, and the arrays A
and D are empty along the main diagonal. The remaining cells of A contain one symbol
each, and the remaining cells of D contain d symbols. The cells of the arrays B; and C;
each contain a single symbol.

A By 4
By D 0,
Cy (o 03

Figure 4: Structure of the outline array O

Since F'(i,i) = 0 for all ¢ € [k], we require that symbol i does not appear in row i
or column ¢. Further, to satisfy the frequency array, C';, C, and D must contain only
symbols from [m], B; and B contain m — d symbols from [m] in each column and the
rest of the entries are m + 1 or m + 2, and A must contain m copies of each symbol in
(k] \ [m + 2] (with one copy in each row and column) as well as some entries from [m + 2].
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We start by placing 2m + 1 — k entries in each row and column of A, leaving the main
diagonal empty and making sure that ¢ does not appear in row or column ¢, and we also
fill all entries in column 1 of By and B} with m+2 and all entries in column 2 with m+1.
We then swap m — d entries in each of these columns with entries in A.

When m # 6, take A to be a latin square of order m with m disjoint transversals.
Permute A so that the cells of one transversal form the main diagonal, and A(7, 1) = i for
all i € [m].

Remove the symbols in the main diagonal transversal and in another k— (m+2) of the
transversals. This means that the cells of the main diagonal are empty and symbol ¢ does
not occur in row or column . There are m—1—k+ (m+2) = 2m+ 1 — k transversals left
in A, and since k < 2m — 1, it follows that 2m + 1 — k > 2. Denote two of the remaining
transversals by T} and T5.

If m = 6, take A to be a latin square with 4 disjoint transversals, such as the one given
in Figure 5. As before, permute this so that one of the transversals appears along the
main diagonal with symbols in increasing order, and then delete the entries in the main
diagonal. Denote two of the remaining transversals by 7} and T5. We remove entries of
A so that there are 2m + 1 — k symbols left in each row and column, and 2m + 1 — k of
each symbol, where T} and 75 remain and 2m +1—k =13 — k < 5.

Figure 5: A latin square of order 6 with 4 disjoint transversals

If 2m + 1 — k = 2, then delete all entries that are not in 77 or 1. If 2m +1—k = 3,
remove all entries which are not in the three non-diagonal transversals. For 2m+1—k = 4,
delete the entries of the transversal which is not 77 or 7. When 2m+1—k = 5, A already
satisfies the requirements.

Therefore, whether or not m = 6, we have an array A with an empty main diagonal,
2m + 1 — k symbols in each row and column, 2m + 1 — k copies of each symbol in [m],
including two transversals, and symbol ¢ not appearing in row or column <.

For ¢ € [2], let T} denote the symbol in row 4 of the transversal T;, and let /T, denote
the symbol in column j. For all i € [m] and j € [2], let 7/ be the remaining symbol in
2]\ j, and fill By as

g e
Bi(i.j) = {m.” s
T; otherwise.
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Similarly, for j € [m] and i € [2], let ¢’ be the remaining symbol in [2] \ i and fill By by

Ba(i, ) m+i  if T, < d,
i,7) =1 . )
2\ J T otherwise.

Also, for the transversal T}, replace each entry greater than d with m + ¢', where ¢’ is
the symbol remaining in [2] \ £. Therefore, each row of A and B; together still contains
2m+1—k symbols from [m], as does each column of A and B; together, with each symbol
occurring 2m + 1 — k times across all rows (or columns) of the array pairs and i never
occurring in row or column 7. Also, m+ 1 and m + 2 appear once in each row and column
of the respective array pairs, with d copies of each in By and d copies of each in B,.

Now that A, B; and B, have entries placed as described earlier, we must fill D, C,
C5 and the remaining cells of A.

Fill the two off-diagonal cells of D each with the symbols of [d]. Thus, there are d
symbols in each, and the rows of By and D together contain each symbol from [m] exactly
once, and the columns of By and D contain each symbol of [m] once.

Therefore, the arrays By, By and D are filled as required.

In the array A, there are k — (m 4+ 2) empty off-diagonal cells in each row and column.
Also, note that there are k — (m + 2) symbols in [k] \ [m + 2] which each need to appear
once in each of the first m rows and first m columns of O, to satisfy the frequency array
F.

We fill the rest of A by taking a colouring of the edges of the graph G, where G is
a bipartite graph on the sets U and V with U = V' = [m] and there is an edge between
u € U and v € V if and only if cell A(u,v) is empty and u # v. Thus, each vertex has
degree kK —m — 2, and so we take an equitable edge-colouring of G with k —m — 2 colours,
which exists by Theorem 42. Since the £ — m — 2 colours must occur equitably on the
k —m — 2 edges adjacent to each vertex, each vertex has one edge of each colour. For
each edge (u,v), if (u,v) is of colour s € [k —m — 2], then place symbol m + 2 + s in cell
(u,v) of A. Thus, each off-diagonal cell of A is filled, and each symbol of [k] \ [m + 2]
occurs once in every row and column.

Finally, to fill the array C, observe that there are 2m + 1 — k symbols from [m] in
each row of A and B; combined, and so there are k —m — 2 of these symbols which need
to appear in each row of ;. Create a bipartite graph G on the sets U = V' = [m], where
there is an edge between u and v if and only if symbol v needs to appear in row u of C}.
As before, each vertex has degree k — m — 2, so an equitable colouring with k& — m — 2
colours gives each vertex a single edge of each colour. Construct C by filling C(u, j)
with symbol v if there is an edge between u and v with colour j € [k —m — 2|. Thus,
each cell of C is filled, and each symbol of [m] appears once in each of the first m rows
of O, with the exception that ¢ does not appear in row .

Repeat the same process to fill Cy, using the first m columns instead of rows.

Therefore, O is an outline array for F, where k < 2m — 1.

We conclude the proof with a similar construction for the case k = 2m, where m > 4
and d > . Let O have the same structure shown in Figure 4. As before, we want the
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array A to have 2m-+1—k symbols of [m+2] in each row and column. Here 2m+1—Fk =1,
so we begin the construction of A by placing m symbols from [m + 2|, with one symbol
in each row and column of A, while avoiding the main diagonal and making sure that
symbol ¢ does not appear in row or column ¢.

Take two sequences r and s of length m. For even m, define the sequences for all

€ [m] by

1 for i m
=m+1—1, S; = Z'+’ OI‘Z'¢{2,m},
i+1-7%, forie{%, m}
For odd m, let the sequences be
m+1—i, ifi< 24, i+1, fori¢ {™—,m},
ri =41, ife =" + §; = mTH, for i = m,
m—+2—1, 0therw1se. 1, for i = m=-L

T2
In the array A, for each i € [m], fill one cell by

m+1, ifi<m—d,
A(ry, i) = <m+2, ifi>d,

Sis otherwise.
Then fill By for ¢ € [m] and j € [2] as

m+2, if j=1and 1 <d,

B (e, ) S, ifj=1andi>d,

Ti, = e - .

i m+1, ifj=2andi>m—d,
S, ifj=2and < m—d.

Similarly, for j € [m] and i € [2], fill By by

m+2, ifi=1andj<d,
Bai, j) = Smt1—j, ifi=1and j>d,
m+1, ifi=2andj>m—d,
Smy1—j, ifi=2and j <m—d.

Thus, in the array D, cell (1,2) has symbols s; for all m —d < ¢ < m, and cell (2,1)
has the symbols s; for all 1<i<d.

Now that By, Bs, and D are filled, A has 2m + 1 — k symbols in each row and column,
and O has 2m+1—k copies of each symbol in [m], the rest of O is filled using the bipartite
graph method.

Thus, there is an outline array O for the frequency array F. n

Lemma 46. For the values a, b, ¢ and d as given in Observation 43, the frequency array
F' has a corresponding outline array B.
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Proof. If a = 0 then by the conditions in Lemma 44 we are forced to have b = c¢. Using
this, we then get that 2d > 2mb, and so m — 1 > d > mb. This forces b = 0 = ¢, thus
d = 0 also. When all values of the frequency array F' are zero, we use the empty outline
array B and we are done. Thus, we assume from here that a > 0.

Since 2d > m(b+c— (m—1)a) and d < m — 1, it is true that (m —1)a > b+c—2< >

m

b+c—2+ %
Let A be a multiset of b + ¢ elements, where m + 1 occurs b times and m + 2 occurs ¢
times. Let Ay, ..., A, be a partition of A into multisets.

If0<d<%, then (m—1)a>=2b+c—2%2>b+c—1 Thus, (m—1)a>b+cand
we can choose a partition of A such that [A;] <m —1forallie [a]. If F <d<m—1,
then (m —1)a >b+c—2% >b4+c—2 and so (m—1)a+1> b+ c. In this case, we
take |A;] <m —1 for all i € [a] except 2 < |A;] < m.

If d > 0, then b,¢c > 0, so we further require that there is at least one copy each of
m-+1and m+ 2 in A;.

Consider the case where m =3 and F <d<m—1. Thend=2. If b+c < (m —1)a
then A can be partitioned with |A;| < m — 1. Otherwise, b + ¢ = 2a + 1, and since
b+c<2(m—1)=4, it follows that a = 1. In this case, there is only one multiset A; in
the partition, and either b=2 and c=1or ¢=1 and b = 2.

Let A,,(m + 1) be the number of copies of m + 1 in A,,, and A,,(m + 2) be the same
for m + 2. For each n € [al, let F), be a frequency array of order m + 2 where

(0 if i = 7,
1 ifi,j < m,
A(e) ifi> dj<m,
Fi(i, ) = 1(21) 1 z‘ m an ] <m
Ai(j) ifj>mandi<m,
d if (4,7) is (m+1,m+2) or (m+2,m+ 1),
0 otherwise.
and for n > 1,
(0 if § =,
1 if i, 5 <m,

Fo(i,j) = € A(i) ifi>m and j
An(j) ifj>mand i

sm,
<m

b

0 otherwise.

Consider the case where m = 3 and |A;| = m. As shown earlier, this case forces d = 2,
a=1and {A;(m+1),A;(m+2)} ={1,2}. In either case, the appropriate outline array
O, corresponding to F}, is given in Figure 6.

To construct the outline array O; corresponding to F, apply Lemma 45 with order
k = m + |A;| and parameter d in Lemma 45 equal to d as defined here. We then apply
Lemma 41 with any partition S where S; = {i} for all i € [m], |S;41] = Ai(m + 1) and
|Simao| = A1(m+2). We established above that A;(m+1), A;(m+2) > 1, and we require
here that m+1 € S,,,1 and m+2 € S, 49.
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— 5 423 4 — 4 55 23
3 — 41,5 4 3 — 5|5 1,4
4 4 - 125 1 5 5 — |1 24
2.5 1,3 1,5| — 2,3 5 5 2| - 1,3
4 4 2 |1,3 - 2,4 1,3 1,4[2,3 —

Figure 6: The outline arrays O; when m = 3 and |A;| =m

For n > 2, to construct the outline array O,, corresponding to F;,, take an RP(1™|A,,|!),
which exists by Theorem 5 and remove the entries in the subsquares along the main
diagonal. As with n = 1, apply Lemma 41 with any partition S where S; = {i} for all
i € [m], |Sms1] = An(m + 1) and S 42| = A (m + 2).

Taking the cell-wise union of the outline arrays O, gives an outline array for the
frequency array F, where F' = Y *_ F,. Therefore, by Lemma 40, there is an outline
array for F' also, and so the array B exists. O]

Theorem 47. An RP(hihohy") exists for m > 3 if and only if hy < mhs, he < mhs, and
h2 — L5 (hy + hy) + ﬁhlhg > 0.

m—1

Proof. 1t is clear that the conditions are necessary from Lemma 15 and Theorem 32.
Using Theorem 32, the necessary conditions are sufficient to construct a symmetric
rational outline square O. If the array B in Lemma 37 exists then there exists an outline
square for this realization.
B always exists by Lemma 46, and so it is always possible to bring the floored rational
outline square O to an integer solution. O]

8 Concluding remarks

The necessary structure of a realization varies considerably depending on the number and
size variation of the subsquares. This has led to constructions which allow for only heavily
restricted forms of partition, and made the formulation of general necessary conditions a
challenging problem. In this work we demonstrate the value of rational outline squares in
addressing both of these problems, providing significant new results on both the existence
and necessary conditions for realizations.

The existence of a symmetric rational outline square is necessary for the existence of
a realization, and it also provides a construction for a sufficiently large scalar multiple
of the partition. It is clear that the existence of an RP(h; ... hy) and an ROS(hy ... hy)
are related problems, and it is possible that the existence of a symmetric rational outline
square is also sufficient.

Although outline squares have been used before to find realizations, the extra con-
ditions added in an ROS(h; ... hx) and SROS(h; ... h) can make it easier to find such
outline squares. We have demonstrated this with the constructions targeting Conjec-
tures 6 and 7 and partitions with many repeated parts. The use of similar symmetric
rational outline squares also adds structure to the array B that is leftover when the initial
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rational outline square is floored, and this allowed for the construction of all RP(hyhoh%")
that satisfy the necessary conditions.

Certainly the most general result is the improved necessary condition in Theorem 20,
which subsumes and improves upon all known conditions. This condition is sufficient for
all RP(hy ... hy) and ROS(hy ... hy) discussed here, and it is of interest to determine if it
is sufficient in general.
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