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Abstract. Let a, b, c be positive integers and define the so-called triple, double and single
Euler sums by

ζ(a, b, c) :=

∞∑
x=1

x−1∑
y=1

y−1∑
z=1

1

xaybzc
, ζ(a, b) :=

∞∑
x=1

x−1∑
y=1

1

xayb
and ζ(a) :=

∞∑
x=1

1

xa
.

Extending earlier work about double sums, we prove that whenever a+ b+ c is even or
less than 10, then ζ(a, b, c) can be expressed as a rational linear combination of products
of double and single Euler sums. The proof involves finding and solving linear equations
which relate the different types of sums to each other. We also sketch some applications
of these results in Theoretical Physics.

Introduction

This paper is concerned with the discussion of sums of the type

ζ(a, b, c) :=
∞∑
x=1

x−1∑
y=1

y−1∑
z=1

1
xaybzc

.

For which values of the integer parameters a, b, c can these sums be expressed in terms
of the simpler series

ζ(a, b) :=
∞∑
x=1

x−1∑
y=1

1
xayb

and ζ(a) :=
∞∑
x=1

1
xa

?
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Key words: Riemann zeta function, Euler sums, polylogarithms, harmonic numbers, quantum field
theory, knot theory
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We call sums of this type (triple, double or single) Euler sums, because Euler was the
first to find relations between them (cf. [9]; of course, the single Euler sums are values
of the Riemann zeta function at integer arguments).

Investigation of Euler sums has a long history. Euler’s original contribution was a
method to reduce double sums to certain rational linear combinations of products of
single sums. Examples for such evaluations, all due to Euler, are

ζ(2, 1) = ζ(3),

ζ(3, 1) =
3
2
ζ(4)− 1

2
ζ2(2) =

π4

360
,

ζ(2, 2) =
1
2
ζ2(2)− 1

2
ζ(4) =

π4

120
,

ζ(4, 1) = 2ζ(5)− ζ(2)ζ(3),

ζ(3, 2) = −11
2
ζ(5) + 3ζ(2)ζ(3) or

ζ(7, 4) = −331
2
ζ(11) + 4ζ(5)ζ(6) + 21ζ(7)ζ(4) + 84ζ(9)ζ(2).

Euler proved that the double sums are reducible to single sums whenever a+ b is less
than 7 or when a+ b is odd and less than 13. He conjectured that the double sums
would be reducible whenever a + b is odd, and even gave what he hoped to be the
general formula. In [4], we proved conjecture and formula (unbeknownst to us at the
time, L. Tornheim had already proved reducibility, but not the formula, in [15]), and
in [2], we demonstrated that it is “very likely” that double sums with a+ b > 7, a+ b
even, are not reducible.

Euler sums have been investigated throughout this century, but usually the authors
were not aware of Euler’s results, so that special instances of Euler’s identities (or
identities equivalent to them) have been independently rediscovered time and again.
It was mainly the publication of B. Berndt’s edition of Ramanujan’s notebooks [3] that
served to fit all the scattered individual results into the framework of Euler’s work.
(See the long list of references given there; a few later references can be found in [4]
and in [13].)

So far, surprisingly little work has been done on triple (or higher) sums. The best
results to date are due to C. Markett ([13]) and D. Barfoot/D. Broadhurst ([6]).
Markett gave explicit reductions to single sums for all triple sums with a+ b+ c ≤ 6,
and he proved an explicit formula for ζ(p, 1, 1) in terms of single sums. Barfoot and
Broadhurst were led to consider Euler sums by certain ideas in quantum field theory
(more on that below). Computations by Broadhurst using the linear algebra package
REDUCE showed that all triple sums with a + b + c ≤ 10 or a + b + c = 12 were
reducible to single and double sums. (Some earlier attempts at evaluating triple sums
are due to R. Sitaramachandra Rao and M.V. Subbarao ([14]); they derived, among
other things, a formula for ζ(a, a, a), see below.)
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The results which we present here can be seen as an extension of Markett’s and Broad-
hurst’s work. We are interested in a complete analogy of Euler’s double sum results
for triple sums. For what values of a+ b + c is ζ(a, b, c) reducible to double and sin-
gle sums? Because of the relations between the double and single sums, there can
be several seemingly different evaluations of any triple Euler sum. Our main goal
is therefore not so much to find the actual evaluations for the triple sums (although
our methods also give us those and some are listed below), but rather to prove the
following theorem.

Main Theorem. If n := a+ b+ c is even or less than or equal to 10, then ζ(a, b, c)
can be expressed as a rational linear combination of products of single and double Euler
sums of weight n.

We define the weight of a product of Euler sums as the sum of the arguments appearing
in the product. For example, ζ(a) ·ζ(b, c) has weight a+b+c, while ζ(n) has weight n.

Our approach to realize this goal is similar to Markett’s and Broadhurst’s (we also
used it in [4] for the double sums, and it in fact goes back to Euler): we derive
linear equations connecting triple sums with products of double and single sums with
the same weight. These equations have integer coefficients. We then show that the
equations have a unique solution in the cases stated in the theorem, where we treat
the triple sums as unknowns. Thus we then know that there is an evaluation of the
triple sums in terms of rational linear combinations of the products of double and
single sums. We will use the following two classes of equations.

Decomposition equations:

ζ(a, b, c) + (−1)b−1
a∑
j=1

A
(a,b)
j

[
a+b−j∑
i=1

A
(a+b−j,c)
i ζ(j, a+ b+ c− j − i, i) +

c∑
i=1

B
(a+b−j,c)
i ζ(j, a+ b+ c− j − i, i)

]

= (−1)b−1
b∑

j=1

(−1)j−1B
(a,b)
j ζ(a+ b− j) · ζ(j, c),

(1)

where

A
(s,t)
j =

(
s+ t− j − 1

s− j

)
and B

(s,t)
j =

(
s+ t− j − 1

t− j

)
.

(Here and throughout this paper we set
(n
k

)
= 0 if k < 0. This means that the identity(n

k

)
=
( n
n−k

)
remains valid for all integers n ≥ 0, k ∈ ZZ.) This decomposition formula

was given in a slightly more complicated form by Markett in [13]. In Theorem 1,
below, we will see several other, different, decomposition formulas, but since (1) is
quite accessible to our methods, we choose it as our main starting point.
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Permutation equations:

ζ(a, b, c) + ζ(a, c, b) + ζ(c, a, b) = ζ(c)ζ(a, b)− ζ(a, b+ c)− ζ(a+ c, b). (2)

Similar permutation equations have been used in [13] and in [14]; in Theorem 2 below
we give a few other such formulas.

The attentive reader may by now be dying to point out that our Euler sums will be
infinite whenever a = 1, a case we have so far not excluded. In fact, we explicitly want
to use these sums and the equations containing them, because the full set of equations
has a much nicer structure than the subset of the equations containing sums only with
finite values. We will therefore at first replace all ζ-sums by their partial sums:

ζN(a, b, c) :=
N∑
x=1

x−1∑
y=1

y−1∑
z=1

1
xaybzc

,

ζN (a, b) :=
N∑
x=1

x−1∑
y=1

1
xayb

and ζN (a) :=
N∑
x=1

1
xa
.

We will then show that equations (1) and (2) hold with ζ replaced by ζN , and with
error terms eN (a, b, c) added to the right-hand sides, such that the error terms tend to 0
as N goes to infinity (in one case, eN tends to a product of two zeta functions). Since
we can show that the equations have a unique solution (in the unknowns ζN(a, b, c)) in
the cases given in the theorem above, we can infer that ζN (a, b, c) can be written as a
linear combination of products of double and single ζN -sums and error terms. Finally,
we shall see that in this linear combination, the coefficients of ζN (1) and ζN (1, t)
are 0 when a > 1. That means that we can take N to infinity and get ζ(a, b, c) as a
linear combination of products of double and single ζ-sums. This linear combination is
rational because the equations are; and its constituents have weight a+ b+ c, because
the equations connect only quantities with the same weight.

While we were developing these methods to prove our main theorem, Philippe Flajolet
and Bruno Salvy informed us about some ongoing work of theirs ([11]) to evaluate Euler
sums in an entirely different way, namely using contour integration and the residue
theorem. In this way they manage to prove, for example, that the sums

S(a; b, c) :=
∞∑
x=1

1
xa

x−1∑
y=1

1
yb

(x−1∑
z=1

1
zc

)

can be evaluated in terms of double and single sums whenever a + b + c is even. In
view of Theorem 2 below, and with some work, this is equivalent to our main theorem.

We have mentioned before that in this century Euler sums have time and again at-
tracted considerable and independent interest. There seems to be some quality to these
identities that propels researchers to hunt for more and more of them once they have
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started the process. So it should not come as a surprise that there are applications of
these identities in other fields. In fact, as noted above, Euler sums occur in perturba-
tive quantum field theory when Feynman diagrams are evaluated in renormalized field
theories; the Euler sums appear in counterterms being introduced in the process of
renormalization. The fact that some Euler sums reduce to simpler sums and some do
not corresponds to the structure of counterterms to be introduced. (In [8], Broadhurst
and D. Kreimer identified ζ(3, 5, 3), the first irreducible triple sum, as a counterterm
associated with a 7 loop diagram; this was the first time a triple sum entered quantum
field theory. After seeing the results of the present paper, Broadhurst has found many
more such sums as the values of Feynman diagrams.) Through the Feynman diagrams
of quantum field theory there is even a “link” to knot theory: some Feynman diagrams
can be associated to knots (see [12]), so that the values (Euler sums) of these Feynman
diagrams are also associated to knots. All of this is currently ongoing research; the
details are far from being worked out yet. An interesting result of that research could
be a method to relate Euler sums directly to knots in such a way that reducible sums
are associated with composite knots. However, we stress once more that all of this is
very tentative at the present time; current results indicate that matters will not be so
simple. (We mention that another link of Euler sums to knot invariants is sketched
in [16].)

David Broadhurst has been kind enough to supply us with a short summary about the
connections between Euler sums, quantum field theory and knot theory from which
the preceding paragraph was condensed. We give the full text of that summary, which
includes a long list of references, in Appendix 1, so that those readers interested in
these connections can inform themselves directly from the experts and do not have to
rely on our somewhat uninformed presentation.

Decomposition formulas

In this section we prove that equation (1) holds with ζ replaced by ζN and error terms
added. We need the following lemma.

Lemma 1. Let eN (a, b) :=
N∑
x=1

N∑
y=N+1−x

1
xayb

. Then

(i) For a > 1 or b > 1, eN (a, b)→ 0 as N tends to infinity.

(ii) For a = b = 1, eN(1, 1) = ζN(2)→ ζ(2) as N tends to infinity.

Proof. (i): It suffices to consider the case a > 1, because eN (a, b) = eN (b, a). We
have

eN(a, b) ≤ eN (2, 1) =
N∑
x=1

N∑
y=N+1−x

1
x2y
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≤
N∑
x=1

1
x2

N∑
y=N+1−x

1
N + 1− x =

N∑
x=1

1
x2

x

N + 1− x

=
N∑
x=1

(
1

x(N + 1)
+

1
(N + 1− x)(N + 1)

)

=
2

N + 1

N∑
x=1

1
x
→ 0.

(ii): This is true because

eN (1, 1) =
N∑
x=1

N∑
y=N+1−x

1
xy

=
∑

1≤x,y≤N
x+y>N

1
xy

and so

eN+1(1, 1)− eN(1, 1) =
2

N + 1

N∑
y=1

1
y

+
1

(N + 1)2
−

N∑
x=1

1
x(N + 1− x)

=
1

(N + 1)2
,

and e1(1, 1) = 1.

(This proof was suggested to us by the referee; it is a bit shorter than our original
proof.) k£¢
Now the main result in this section is the following decomposition theorem.

Theorem 1. For all a, b, c,N ∈ IN the following three decomposition formulas hold.
(D0):
b∑

j=1

B
(a,b)
j ζN (a+ b− j, j, c)

+
a∑
j=1

A
(a,b)
j

 j∑
i=1

A
(j,c)
i ζN (a+ b− j, j + c− i, i) +

c∑
i=1

B
(j,c)
i ζN(a+ b− j, j + c− i, i)


= (ζN(a) · ζN(b, c)− eN(a, b, c)).

(D1):

ζN(a, b, c) + (−1)b−1
a∑
j=1

A
(a,b)
j

[
a+b−j∑
i=1

A
(a+b−j,c)
i ζN(j, a+ b+ c− j − i, i) +

c∑
i=1

B
(a+b−j,c)
i ζN (j, a+ b+ c− j − i, i)

]

= (−1)b−1
b∑

j=1

(−1)j−1B
(a,b)
j (ζN (a+ b− j) · ζN(j, c)− eN (a+ b− j, j, c)).
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(D2):

ζN (a, b, c) + (−1)c−1
b∑

j=1

A
(b,c)
j ζN (a, j, b+ c− j)

+ (−1)c−1
c∑

j=1

B
(b,c)
j

a∑
i=1

A
(a,j)
i ζN (i, a+ j − i, b+ c− j)

= (−1)c−1
c∑

j=1

B
(b,c)
j

j∑
i=1

(−1)i−1B
(a,j)
i (ζN (i) · ζN (a+ j − i, b+ c− j)− eN(i, a+ j − i, b+ c− j)).

Here, eN (a, b, c) =
N∑
x=1

N∑
y=N+1−x

y−1∑
z=1

1
xaybzc

satisfies eN (a, b, c) → 0 for a + b ≥ 3 and

eN(1, 1, c)→ ζ(2)ζ(c), as N →∞.

Proof. First of all, we note that

ζN (a) · ζN (b, c) =

(
N∑
x=1

1
xa

)
·

 N∑
y=1

y−1∑
z=1

1
ybzc


=

N∑
x=1

x−1∑
y=1

y−1∑
z=1

1
(x− y)aybzc

+
N∑
x=1

N∑
y=N+1−x

y−1∑
z=1

1
xaybzc

=
N∑
x=1

x−1∑
y=1

y−1∑
z=1

1
(x− y)aybzc

+ eN (a, b, c).

We will also need the well-known formulas (cf. [4] or [13] or even [9])

1
ks(n− k)t

=
s∑
j=1

A
(s,t)
j

ns+t−jkj
+

t∑
j=1

B
(s,t)
j

ns+t−j(n− k)j

and
1

ks(k − n)t
= (−1)t

s∑
j=1

A
(s,t)
j

ns+t−jkj
+ (−1)t

t∑
j=1

B
(s,t)
j (−1)j

ns+t−j(k − n)j
,

which are of course equivalent.

Now we can prove the three decomposition formulas.

(D0):

ζN (a) · ζN (b, c)− eN (a, b, c) =
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=
N∑
x=1

x−1∑
y=1

y−1∑
z=1

1
(x− y)aybzc

=
N∑
x=1

x−1∑
y=1

 b∑
j=1

A
(b,a)
j

xa+b−jyj
+

a∑
j=1

B
(b,a)
j

xa+b−j(x− y)j

 y−1∑
z=1

1
zc

=
b∑

j=1

B
(a,b)
j ζN (a+ b− j, j, c) +

a∑
j=1

A
(a,b)
j ζ̃N (a+ b− j, j, c),

where

ζ̃N (s, t, u) :=
N∑
x=1

x−1∑
y=1

y−1∑
z=1

1
xs(x− y)tzu

=
N∑
x=1

x−1∑
y=1

x−y−1∑
z=1

1
xsytzu

=
N∑
x=1

x−1∑
y=1

x−1∑
z=y+1

1
xsyt(z − y)u

=
N∑
x=1

x−1∑
z=1

z−1∑
y=1

1
xsyt(z − y)u

=
N∑
x=1

x−1∑
z=1

z−1∑
y=1

1
xs

[
t∑
i=1

A
(t,u)
i

yizu+t−i +
u∑
i=1

B
(t,u)
i

(z − y)izu+t−i

]

=
t∑
i=1

A
(t,u)
i ζN (s, u+ t− i, i) +

u∑
i=1

B
(t,u)
i ζN (s, u+ t− i, i).

(D1): Here we follow Markett’s proof, with the difference that we consider the finite
sums ζN where Markett used the infinite sums ζ.

ζN(a, b, c) =
N∑
x=1

x−1∑
y=1

y−1∑
z=1

1
xaybzc

=
N∑
x=1

x−1∑
y=1

1
xa(x− y)b

x−y−1∑
z=1

1
zc

=
N∑
x=1

x−1∑
y=1

(−1)b
a∑
j=1

A
(a,b)
j

ya+b−jxj
+ (−1)b

b∑
j=1

B
(a,b)
j (−1)j

ya+b−j(x− y)j

 x−y−1∑
z=1

1
zc

= (−1)b
a∑
j=1

A
(a,b)
j ζ̃(j, a+ b− j, c)

+ (−1)b
b∑

j=1

(−1)jB(a,b)
j

N∑
x=1

x−1∑
y=1

y−1∑
z=1

1
(x− y)a+b−jyjzc

= (−1)b
a∑
j=1

A
(a,b)
j ζ̃(j, a+ b− j, c)

+ (−1)b
b∑

j=1

(−1)jB(a,b)
j (ζN(a+ b− j)ζN(j, c)− eN (a+ b− j, j, c)),

where ζ̃(s, t, u) is the same as above.
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(D2):

ζN (a, b, c) =
N∑
z=1

x−1∑
y=1

y−1∑
z−1

1
xaybzc

=
N∑
x=1

1
xa

x−1∑
y=1

y−1∑
z=1

1
yb(y − z)c

=
N∑
x=1

1
xa

x−1∑
y=1

y−1∑
z=1

(−1)c
b∑

j=1

A
(b,c)
j

zb+c−jyj
+ (−1)c

b∑
j=1

B
(b,c)
j (−1)j

zb+c−j(y − z)j


= (−1)c

b∑
j=1

A
(b,c)
j ζN (a, j, b+ c− j) + (−1)c

c∑
j=1

(−1)jB(b,c)
j

≈
ζN(a, j, b+ c− j),

where

≈
ζN (s, t, u) :=

N∑
x=1

x−1∑
y=1

y−1∑
z=1

1
xs(y − z)tzu =

N∑
x=1

x−1∑
y=1

x−y−1∑
z=1

1
xs(x− y − z)tzu

=
N∑
x=1

x−1∑
y=1

x−1∑
z=y+1

1
xs(x− z)t(z − y)u =

N∑
x=1

x−1∑
z=1

z−1∑
y=1

1
xs(x− z)t(z − y)u

=
N∑
x=1

x−1∑
z=1

z−1∑
y=1

1
xs(x− z)tyu

=
N∑
x=1

x−1∑
z=1

[
(−1)t

s∑
i=1

A
(s,t)
i

zs+t−ixi
+ (−1)t

t∑
i=1

B
(s,t)
i (−1)i

zs+t−i(x− z)i

]
z−1∑
y=1

1
yu

= (−1)t
s∑
i=1

A
(s,t)
i ζN (i, s+ t− i, u) + (−1)t

t∑
i=1

(−1)iB(s,t)
i ζN(i)ζN (s+ t− i, u).

Finally, to prove the assertion about the behaviour of the error terms we need Lemma 1.
For a > 1 and b = 1 we have

eN (a, 1, c) =
N∑
x=1

N∑
y=N+1−x

y−1∑
z=1

1
xayzc

≤
N∑
x=1

N∑
y=N+1−x

N∑
z=1

1
xayzc

= ζN (c) · eN(a, 1) ≤ ζN (1)2 · 2
N + 1

by the proof of Lemma 1(i); the last expression tends to 0. The proof for a = 1 and
b > 1 is similar. Finally, for a = b = 1 we have

eN (1, 1, c)− ζN (c)eN (1, 1) =
N∑
x=1

N∑
y=N+1−x

y−1∑
z=1

1
xyzc

−
N∑
x=1

N∑
y=N+1−x

N∑
z=1

1
xyzc

=
N∑
x=1

N∑
y=N+1−x

N∑
z=y

1
xyzc

=
N∑
x=1

N∑
z=N+1−x

N∑
y=N+1−z

1
xyzc
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≤
N∑
x=1

N∑
z=1

N∑
y=N+1−z

1
xyzc

= ζN(1) · eN (c, 1),

which tends to 0 as before if c > 1. k£¢
As mentioned in the introduction, we will need only Markett’s decomposition for-
mula (D1). It would also be possible to use (D0) or (D2) as the starting point. In fact,
we first proved our main theorem with the use of (D0). The first step in our proof
was to reduce the equations (D0) to another set of equations which we thought had
a structure better suited to our purposes. Only later did we realize that the reduced
equations were just Markett’s (D1). We then also checked (D2) and found that it is
about as easy (or difficult) to use as (D1).

All three sets of equations are in fact equivalent: each can be expressed as a linear
combination of the other two. We chose to give all three equations and their proofs
here because we wanted to clarify the different possibilities for decomposing the triple
sums. This may be also be of interest when attempting to treat quadruple or higher
sums.

Permutation formulas

Let

SN (a; b, c) :=
N∑
x=1

1
xa

x−1∑
y=1

1
yb

(x−1∑
z=1

1
zc

)
.

We now formulate four identities between sums of the type ζN and sums of the type SN .
From these the formula (2) with ζ replaced by ζN can be derived, as well as some other
permutation formulas. (We call them permutation formulas because they give relations
between different zeta sums with certain permutations of the arguments).

Theorem 2. For any a, b, c,N ∈ IN we have

(i) SN (a; b, c) = ζN (a, b, c) + ζN (a, c, b) + ζN (a, b+ c),
(ii) SN (a; b, c) = ζN (c)ζN(a, b)− ζN (c, a, b)− ζN (a+ c, b),

(iii) SN (a; b, c) = ζN (b)ζN(a, c)− ζN (b, a, c)− ζN (a+ b, c),
(iv) SN (a; b, c) = ζN (b, c, a) + ζN (c, b, a)− ζN (c)ζN(b, a) + ζN (b)ζN (a, c)

− ζN(a+ b, c) + ζN (b, a+ c) + ζN(b+ c, a).

(Note that there are no error terms involved.)
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Proof. (i):

SN (a; b, c) =
N∑
x=1

1
xa

x−1∑
y=1

1
yb

(x−1∑
z=1

1
zc

)

=
N∑
x=1

1
xa

x−1∑
y=1

1
yb

y−1∑
z=1

1
zc

+
N∑
x=1

1
xa

x−1∑
y=1

1
yb+c

+
N∑
x=1

1
xa

x−1∑
y=1

1
yb

x−1∑
z=y+1

1
zc

= ζN (a, b, c) + ζN (a, b+ c) +
N∑
x=1

1
xa

x−1∑
z=1

1
zc

z−1∑
y=1

1
yb

= ζN (a, b, c) + ζN (a, b+ c) + ζN (a, c, b).

(ii),(iii):

ζN (a, b, c) =
∑

N>x>y>z>0

1
xaybzc

=
N∑
z=1

N∑
y=z+1

N∑
x=y+1

1
xaybzc

=
N∑
y=1

y−1∑
z=1

N∑
x=y+1

1
xaybzc

=
N∑
y=1

y−1∑
z=1

N∑
x=1

1
xaybzc

−
N∑
y=1

y−1∑
z=1

1
ya+bzc

−
N∑
y=1

y−1∑
z=1

y−1∑
x=1

1
xaybzc

= ζN (a)ζN (b, c)− ζN (a+ b, c)− SN (b;a, c),

from which (ii) and (iii) follow.

(iv):

ζN (a, b, c) =
N∑
z=1

N∑
y=z+1

N∑
x=y+1

1
xaybzc

=
N∑
z=1

N∑
y=z+1

N∑
x=y

1
xaybzc

−
N∑
z=1

N∑
y=z+1

1
ya+bzc

=
N∑
z=1

N∑
x=z+1

x∑
y=z+1

1
xaybzc

− ζN (a+ b, c)

=
N∑
z=1

N∑
x=z+1

N∑
y=1

1
xaybzc

−
N∑
z=1

N∑
x=z+1

z−1∑
y=1

1
xaybzc

−
N∑
z=1

N∑
x=z+1

1
xazb+c

−
N∑
z=1

N∑
x=z+1

N∑
y=x+1

1
xaybzc

− ζN(a+ b, c)
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= ζN (b)ζN(a, c)−
N∑
z=1

N∑
x=1

z−1∑
y=1

1
xaybzc

+
N∑
z=1

z−1∑
x=1

z−1∑
y=1

1
xaybzc

+
N∑
z=1

z−1∑
y=1

1
ybza+c

− ζN (a, b+ c)− ζN(b, a, c)− ζN(a+ b, c)

= ζN (b)ζN(a, c)− ζN (a)ζN(c, b) + SN(c;a, b) + ζN(a+ c, b)
− ζN(a, b+ c)− ζN (b, a, c)− ζN (a+ b, c),

from which (iv) follows. k£¢
Identity (2) now follows by setting equal identities (i) and (ii) in Theorem 2. We have
stated identities (iii) and (iv) purely for the sake of completeness; they are not needed
in what follows.

We shall, however, need the following double sum permutation formula (cf. [9] or [4],
there called reflection formula):

ζN (a, b) + ζN(b, a) = ζN (a)ζN (b)− ζN (a+ b). (3)

The corresponding matrices

Note that the decomposition as well as the permutation formulas relate only triple sums
with the same weight to each other; in other words, their arguments satisfy a+b+c = n,
where n is a (given) constant. For each n ∈ IN , therefore, we get a system of linear
equations for the 1

2 (n− 1)(n− 2) unknowns ζN (1, n− 2, 1), ζN (2, n− 3, 1), . . . , ζN (n−
2, 1, 1), ζN (1, n−3, 2), . . . , ζN(n−3, 1, 2), . . . , ζN (1, 1, n−2). The number of equations is
twice the number of unknowns, because the number of decomposition and permutation
equations is 1

2(n− 1)(n− 2) each.

In order to investigate solvability of the equations we consider the
(

1
2 (n− 1)(n− 2)

× 1
2 (n− 1)(n− 2)

)
-matrices which are connected to the decomposition formulas and

to the permutation formulas separately.

Let k, l ∈ {1, 2, . . . , 1
2(n− 1)(n− 2)}. Define

s ∈ {1, 2, . . . , n− 2} and u ∈ {1, . . . , n− s− 1} by k =
s−1∑
j=1

(n− j − 1) + u

and

t ∈ {1, 2, . . . , n− 2} and v ∈ {1, . . . , n− t− 1} by l =
t−1∑
j=1

(n− j − 1) + v.
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(One should convince oneself that these numbers are indeed uniquely determined by
the equations.)

Then the permutation matrix P (n), corresponding to the equations (2) with ζ replaced
by ζN , is of the form

P (n) = Id + P1 + P2

with

P
(1)
k,l =

{
1 if v = u and t = n− s− u,
0 else, P

(2)
k,l =

{
1 if v = s and t = n− s− u,
0 else.

The decomposition matrix M(n), corresponding to the set of equations (D1), is of a
similar form:

M(n) = Id +M1 +M2

with

(M1)k,l = (−1)n−u−s−1

(
n− v − t− 1

s− t

)(
n− v − s− 1

u− v

)
,

(M2)k,l = (−1)n−u−s−1

(
n− v − t− 1

s− 1

)(
n− v − s− 1

u− v

)
.

Our aim is to show that the decomposition and the permutation equations together
determine the unknowns uniquely if n is even. This would be proved if we could show
that

M(n) · x = 0 and P (n) · x = 0 implies x = 0 (4)

for all 1
2 (n− 1)(n− 2)-vectors x if n is even.

The structure of the matrices M(n) and P (n)

Our main reason for using the decomposition equatios (D1) is that its corresponding
matrix M(n) and the matrix P (n) have a similar structure. It is possible to show that

M2
1 = M3

2 = (M1M2)2 = (M2M1)2 = Id

and
P 2

1 = P 3
2 = (P1P2)2 = (P2P1)2 = Id,

but we will only need a subset of these identities.

Lemma 2. The following matrix identities hold.

(i) P 2
1 = Id, (ii) (P2P1)2 = Id, (iii) P 2

2 = P1P2P1.
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Proof. These identities are easy to see if one interpretes P1, P2 as permutation ma-
trices and looks at which rows or columns they permute. Here is a more formal proof
anyway:

(i):

(P 2
1 )k,l =

n−2∑
j=1

n−j−1∑
i=1

δi,uδj,n−s−u · δi,vδt,n−j−i = δu,v

n−2∑
j=1

δj,n−s−uδt,n−j−u = δu,vδs,t.

(ii): We have

(P2P1)k,l =
n−2∑
j=1

n−j−1∑
i=1

δi,sδj,n−s−u · δi,vδt,n−j−i

= δs,v

n−2∑
j=1

δj,n−s−uδt,n−j−s = δs,vδt,u,

(5)

and thus (
(P2P1)2

)
k,l

=
n−2∑
j=1

n−j−1∑
i=1

δs,iδj,uδj,vδt,i = δs,tδu,v .

(iii):

(P1 · (P2P1))k,l =
n−2∑
j=1

n−j−1∑
i=1

δi,uδj,n−s−u · δj,vδt,i = δu,tδv,n−s−u

and

(P 2
2 )k,l =

n−2∑
j=1

n−j−1∑
i=1

δi,sδj,n−s−u · δj,vδt,n−i−j

= δv,n−s−u
s+u−1∑
i=1

δi,sδt,s+u−i = δt,uδv,n−s−u. k£¢
These identities imply that P 3

2 = P2 · P1P2P1 = Id and that (P1P2)2 = P1P2P1 · P2 =
P 2

2 · P2 = Id.

Finally: The proof that the equations have a unique so-
lution for even n

Our goal is to show that condition (4) is satisfied; this entails analyzing the conditions
M(n) · x = 0 and P (n) · x = 0. It is actually possible to show that

M(n) · x = 0 ⇐⇒ M2M1 x = x and (Id +M2 +M2
2 )x = 0,
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P (n) · x = 0 ⇐⇒ P2P1 x = x and (Id + P2 + P 2
2 )x = 0,

but we need only the following.

Lemma 3. If P (n) · x = 0 then P2P1 x = x.

Proof. Assume P (n) · x = 0. Using the matrix identities (Lemma 2), this implies
P 2

2P (n)·x = (P 2
2 +P 2

2P1+Id)x = (P1P2P1+P1P2+P1P1)x = 0. Since P1 is invertible,
we get (P2P1 + P2 + P1)x = 0. Together with P (n) · x = (Id + P1 + P2)x = 0, this
implies P2P1 x = x. k£¢
Our goal (4) is now proved if we can show that

P2P1 x = x and (Id +M1 +M2)x = 0 implies x = 0. (6)

Let N1 := M1P2P1, N2 := M2P2P1 and N := Id + N1 + N2. Then (6) in turn is a
consequence of

N x = 0 implies x = 0.

In other words, we have to show that N is invertible for n even. We will prove
below (Lemma 4) that N2

1 = (N2N1)2 = Id and N1N2N1 = (−1)n+1N2
2 . This implies

(N1N2)2 = Id, N3
2 = (−1)n+1Id andN2N1N2 = N1. Now with these identities it is easy

to show that N satisfies (N2−Id)(N−2Id) = 0 if n is even andN(N−Id)(N−3Id) = 0
if n is odd. This nicely distinguishes the cases and shows N is invertible for n even.

The above matrix identities for N1, N2 remain to be shown. Using formula (5), we
find that

(N1)k,l = (−1)n−u−s−1

(
n− t− v − 1

s− v

)(
n− t− s− 1

u− t

)
,

(N2)k,l = (−1)n−u−s−1

(
n− t− v − 1

s− 1

)(
n− t− s− 1

u− t

)
.

To evaluate products involving these matrices we employ the following well-known
identity for binomial coefficients: For non-negative integers m, ν, µ ∈ IN0 we have

m∑
i=1

(−1)i−1

(
m− i
ν

)(
µ

i− 1

)
=

(
m− µ− 1
m− ν − 1

)
. (7)

We used this identity in [4] to evaluate double Euler sums, but for the sake of com-
pleteness we sketch a Proof. We use the generating functions

∞∑
m=1

(−1)m−1

(
µ

m− 1

)
xm = x · (1− x)µ for µ = 0, 1, 2, . . . ,

∞∑
m=0

(
m

ν

)
xm = xν · 1

(1− x)ν+1
for ν = 0, 1, 2, . . . ,

∞∑
m=0

(
m+ k − 1

m

)
xm =

1
(1− x)k

for k ∈ ZZ. (8)
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(The last generating function might be in doubt for negative k, but here we can use

∞∑
m=0

(−1)m
(
−k
m

)
xm = (1− x)−k for k ≤ 0,

after observing that

(−1)m
(
−k
m

)
= (−1)m

(−k) · (−k − 1) · . . . · (−k −m+ 1)
m · (m− 1) · . . . · 1

=
m+ k − 1) · (m+ k − 2) · . . . · (k + 1) · k

m · (m− 1) · . . . · 1

=

(
m+ k − 1

m

)
.)

Now multiplying the first two generating functions and using the Cauchy product gives
the left-hand side of (7), and expanding xν+1/(1−x)ν+1−µ via (8) gives the right-hand
side of (7). k£¢
After setting µ = m− 1 in (7) and doing an index transformation we get: For integers
m, k, ν ≥ 0 we have

m+k−1∑
i=1

(−1)i−1

(
m+ k − i− 1

ν

)(
m− 1
i− k

)
= (−1)k−1

(
0

m− ν − 1

)
. (9)

With this identity we can now establish the final lemma.

Lemma 4. (i) N2
1 = Id, (ii) (N2N1)2 = Id, (iii) N1N2N1 = (−1)n+1N2

2 .

Proof. (i): We use identity (9) first with m = n− j − t, k = t, ν = n− s− j − 1 and
then with m = n− t− v, k = v, ν = n− u− s− 1.

(N2
1 )k,l =

n−2∑
j=1

n−j−1∑
i=1

(−1)n−s−u−1

(
n− i− j − 1

s− i

)(
n− j − s− 1

u− j

)
·

· (−1)n−i−j−1

(
n− t− v− 1

j − v

)(
n− t− j − 1

i− t

)

=
min{u,n−t−1}∑

j=1

(−1)s−u−j−1

(
n− j − s− 1

u− j

)(
n− t− v − 1
n− t− j − 1

)
·

·
n−j−1∑
i=1

(−1)i−1

(
n− i− j − 1
n− s− j − 1

)(
n− t− j − 1

i− t

)
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=
min{u,n−t−1}∑

j=1

(−1)s−u−j−t
(
n− j − s− 1
n− u− s− 1

)(
n− t− v− 1

j − v

)(
0

s− t

)

= δs,t(−1)u−1
n−t−1∑
j=1

(−1)j−1

(
n− j − t− 1
n− u− s− 1

)(
n− s− v − 1

j − v

)

= δs,t(−1)u−v
(

0
u + s− t− v

)
= δs,tδu,v.

(ii): We first prove that

(N2N1)k,l = (−1)n−u
(

t− 1
n− u− s− 1

)(
n− t− v − 1

s− 1

)
, (10)

using identity (9) with m = n− j − t, k = t, ν = s− 1:

(N2N1)k,l =
n−2∑
j=1

n−j−1∑
i=1

(−1)n−u−s−1

(
n− i− j − 1

s− 1

)(
n− j − s− 1

u− j

)
·

· (−1)n−i−j−1

(
n− t− v− 1

j − v

)(
n− t− j − 1

i− t

)

=
n−t−1∑
j=1

(−1)s−u−j−1

(
n− j − s− 1

u− j

)(
n− t− v − 1
n− t− j − 1

)
·

·
n−j−1∑
i=1

(−1)i−1

(
n− i− j − 1

s− 1

)(
n− t− j − 1

i− t

)

=
n−t−1∑
j=1

(−1)s−u−j−t
(
n− j − s− 1

u− j

)(
n− t− v − 1

j − v

)(
0

n− j − t− s

)

= (−1)n−u
(

t− 1
u− n+ t+ s

)(
n− t− v − 1
n− t− v− s

)
.

To prove the assertion we now use identity (9) with m = t, k = n− t− j, ν = s − 1
and with m = n− t− v, k = 1, ν = n− u− s− 1:

(
(N2N1)2

)
k,l

=
n−2∑
j=1

n−j−1∑
i=1

(−1)n−u
(

j − 1
n− u− s− 1

)(
n− i− j − 1

s− 1

)
·

· (−1)n−i
(

t− 1
n− i− j − 1

)(
n− t− v− 1

j − 1

)

=
n−t−v∑
j=1

(−1)u−1

(
j − 1

n− u− s− 1

)(
n− t− v − 1
n− t− v − j

)
·
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·
n−j−1∑
i=1

(−1)i−1

(
n− i− j − 1

s− 1

)(
t− 1

i+ t+ j − n

)

=
n−t−v∑
j=1

(−1)n−u−j−t
(

j − 1
n− u− s− 1

)(
n− t− v− 1
n− t− v − j

)(
0

t− s

)

= δt,s

n−t−v∑
j=1

(−1)v−u+j−1

(
n− t− v − j
n− u− s− 1

)(
n− t− v − 1

j − 1

)

= (−1)v−uδt,s

(
0

u+ s− t− v

)
= δt,sδu,v .

(iii): To prove the following evaluation of N1N2N1 we use representation (10) and
identity (9) with m = t, k = n− j − t, ν = n− j − s− 1:

(N1 · (N2N1))k,l =

=
n−2∑
j=1

n−j−1∑
i=1

(−1)n−u−s−1

(
n− i− j − 1

s− i

)(
n− j − s− 1

u− j

)
·

· (−1)n−i
(

t− 1
n− i− j − 1

)(
n− t− v− 1

j − 1

)

=
min{u,n−t−v}∑

j=1

(−1)u−s
(
n− j − s− 1

u− j

)(
n− t− v − 1
n− t− v − j

)
·

·
n−j−1∑
i=1

(−1)i−1

(
n− i− j − 1
n− s− j − 1

)(
t− 1

i+ t+ j − n

)

=
min{u,n−t−v}∑

j=1

(−1)n−j−t−u−s−1

(
n− j − s− 1
n− u− s− 1

)(
n− t− v − 1

j − 1

)(
0

t− n+ s+ j

)

= (−1)u−1

(
t− 1

n− u− s− 1

)(
n− t− v− 1
n− t− s− 1

)
.

Now compare this with the following evaluation ofN2
2 , where we again use identity (9),

now with m = n− j − t, k = t, ν = s− 1:

(N2
2 )k,l =

n−2∑
j=1

n−j−1∑
i=1

(−1)n−u−s−1

(
n− i− j − 1

s− 1

)(
n− j − s− 1

u− j

)
·

· (−1)n−i−j−1

(
n− t− v− 1

j − 1

)(
n− t− j − 1

i− t

)
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=
n−t−v∑
j=1

(−1)u−s−j−1

(
n− j − s− 1

u− j

)(
n− t− v− 1
n− t− v − j

)
·

·
n−j−1∑
i=1

(−1)i−1

(
n− i− j − 1

s− 1

)(
n− t− j − 1

i− t

)

=
n−t−v∑
j=1

(−1)u−s−j−t
(
n− j − s− 1

u− j

)(
n− t− v− 1

j − 1

)(
0

n− j − t− s

)

= (−1)n−u
(

t− 1
n− u− s− 1

)(
n− t− v − 1
n− t− s− 1

)
. k£¢

Why does this prove the main theorem?

Assume that there is some ζN (a, b, c) of weight n := a+ b+ c which is uniquely deter-
mined by the equations. (We have just seen that this is true, for example, whenever
n is even.) This means that ζN (a, b, c) can be written as a rational linear combina-
tion of what appears on the right-hand sides of the equations, namely terms of the
form ζN (s) · ζN (t, u)− eN (s, t, u) and ζN (u)ζN (s, t)− ζN(s, t+ u)− ζN(s+ u, t) where
s + t + u = n. In principle, we could now let N tend to infinity, and conclude that
ζ(a, b, c) can be evaluated as a rational linear combination of the limits of the above
terms, which are products of double and single zeta sums of weight n. There is a
problem, however: the above terms include sums of the form ζN (1, . . .) which are un-
bounded when N tends to infinity. Such sums can (and will) appear in the evaluation
of the (bounded) sum ζN(a, b, c) with a > 1. The combination of these sums in the
evaluation of ζN (a, b, c) must tend to a finite limit (because ζN(a, b, c) does), but we
still have to show that this limit is a combination of bounded zeta sums.

For this purpose, we have to take a closer look at the unbounded terms which can
occur, and then apply the double-sum permutation formula (3) to them. The terms
in question are

ζN(1)ζN (s, t) with s > 1,
ζN(s)ζN (1, t) = ζN(s) · (−ζN(t, 1) + ζN (1)ζN (t)− ζN(t+ 1)) with s, t > 1,
ζN(1)ζN (1, s) = ζN(1) · (−ζN (s, 1) + ζN(1)ζN (s)− ζN (s+ 1)) with s > 1,
ζN(s)ζN(1, 1) = ζN(s) · (1

2ζN(1)2 − 1
2ζN (2)) with s > 1 and

ζN (1, s) = −ζN (s, 1) + ζN(1)ζN (s)− ζN (s+ 1) with s > 1.

All of these terms can appear, multiplied by some rational factors not depending on N ,
in the evaluation of ζN (a, b, c). Now we collect terms. Then we get

ζN(a, b, c) = r0(N) + r1(N) · ζN (1) + r2(N) · ζN (1)2, (11)
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where r0(N), r1(N) and r2(N) are rational linear combinations of products of bounded
single and double ζN -sums, and error terms. (The products in r0(N) have weight a+
b+c, those in r1(N) have weight a+b+c−1, and those in r2(N) have weight a+b+c−2.)
Now divide equation (11) by ζN (1)2 and let N tend to infinity. Then r2(N) must tend
to 0, because the other terms all do. This information can now be used to show that
in fact r2(N) · ζN (1)2 tends to 0. Remember that ζN (1)2 = O(ln(N)2). Now, each of
the terms in r2(N) tends to a finite limit; the products of single and double ζN -sums
converge with order at most O(1/N), while we have seen in the proof of Theorem 1
that the error terms eN(a, b, c) converge with order at most O(ln(N)2/N). Therefore,
r2(N) is of order at most O(ln(N)2/N), and so r2(N) · ζN (1)2 indeed converges to 0.

Knowing this, we can divide equation (11) by ζN (1) and repeat the above argument
to get that also r1(N) · ζN (1) tends to 0 with N to infinity.

Now we get the following evaluation for ζ(a, b, c):

ζ(a, b, c) = lim
N→∞

ζN (a, b, c) = lim
N→∞

(r0(N) + r1(N) · ζN (1) + r2(N) · ζN (1)2) = r0,

where r0 = lim
N→∞

r0(N) is a rational linear combination of products of single and
double zeta sums, as asserted.

As mentioned above, all of this proves the first part of our main theorem: When
a + b + c is even, then ζN (a, b, c) is uniquely determined by the equations, and so
ζ(a, b, c) is evaluable by double and single zeta sums. But what happens in the case
where a+ b+ c is odd? It is easy to check computationally (for instance using Maple
or Mathematica) that the decomposition and permutation equations together have a
unique solution whenever a + b + c ≤ 10. Therefore, the above arguments apply in
this case and show the second part of our main theorem.

This leaves the case a+ b+ c ≥ 11, odd. This case is not included in our theorem, and
in fact we strongly suspect that these sums can not be evaluated in terms of simpler
sums. What happens here on the surface is that the equations do not have a unique
solution. In fact, experimentally, the deficiencies of the full equation system (which
includes all of the permutation equations) are

1, 2, 2, 4, 5, 6, 8, 10, 11, 14, 16, 18,

for odd weights beginning at 11. This sequence seems to be given by dk2/12e− 1 with
n = 2k+3 as the weight. Symbolic computation shows that the adjunction of ζ(5, 3, 3)
suffices to determine all solutions of weight 11. Similarly, ζ(7, 3, 3) and ζ(5, 5, 3)
suffice for weight 13; ζ(9, 3, 3) and ζ(7, 5, 3) suffice for weight 15; while ζ(11, 3, 3),
ζ(9, 5, 3), ζ(7, 7, 3) and ζ(7, 5, 5) suffice for weight 17.

The suggestion to choose these sums as the base out of the many possible ones one
could choose is due to Broadhurst. More generally, he conjectures that the set

{ζ(2a+ 1, 2b+ 1, 2c+ 1) | a ≥ b ≥ c > 0, a > c}
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constitutes a base for the irreducible Euler sums of weight n = 2(a+ b+ c) + 3. (This
would neatly explain the dk2/12e − 1 formula.) Although there are strong physical
arguments for the belief that these values are indeed independent over IQ, a watertight
proof appears to be difficult. Thus, it is desirable to at least subject these values
to further tests with D.H. Bailey’s and H.R.P. Ferguson’s Integer Relation Detection
Algorithm (cf. [2], [1] or [10]) to check independence, and this has been done for the
most part in [7] and [5].

Some explicit evaluations and concluding remarks

We have used our equation system to obtain explicit evaluations for all sums with
(even and odd) weights ≤ 16. Our results mesh for weights ≤ 12 with those of
David Broadhurst and for weights ≤ 6 with those of Markett. Here are a few explicit
evaluations; some of them were given previously by Markett and Broadhurst.

ζ(2, 1, 1) = ζ(4),

ζ(2, 1, 2) =
9
2
ζ(5)− 2 ζ(3)ζ(2),

ζ(2, 2, 1) = −11
2
ζ(5) + 3 ζ(3)ζ(2),

ζ(3, 1, 1) = 2 ζ(5)− ζ(3)ζ(2),

ζ(4, 1, 1) =
23
16
ζ(6)− ζ(3)2,

ζ(2, 1, 3) = ζ(3)2 − 13
16
ζ(6),

ζ(3, 2, 1) = 3 ζ(3)2 − 203
48

ζ(6),

ζ(2, 2, 2) =
3
16
ζ(6),

ζ(3, 1, 2) =
53
24
ζ(6)− 3

2
ζ(3)2,

ζ(2, 3, 1) =
53
24
ζ(6)− 3

2
ζ(3)2,

ζ(3, 3, 1) = −9
2
ζ(5)ζ(2) +

61
8
ζ(7),

ζ(5, 1, 1) = −5
4
ζ(3)ζ(4) + 5 ζ(7)− 2 ζ(5)ζ(2),

ζ(3, 2, 2) =
9
4
ζ(3)ζ(4) +

157
16

ζ(7)− 15
2
ζ(5)ζ(2),

ζ(4, 1, 2) =
5
8
ζ(7) +

5
2
ζ(5)ζ(2)− 15

4
ζ(3)ζ(4),

ζ(4, 2, 1) =
7
2
ζ(3)ζ(4)− 221

16
ζ(7) +

11
2
ζ(5)ζ(2),
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ζ(2, 1, 4) =
7
4
ζ(3)ζ(4) +

61
8
ζ(7)− 11

2
ζ(5)ζ(2),

ζ(2, 4, 1) = −5
4
ζ(3)ζ(4)− 109

16
ζ(7) + 5 ζ(5)ζ(2),

ζ(3, 1, 3) =
1
4
ζ(3)ζ(4)− 1

4
ζ(7),

ζ(2, 2, 3) = −3
2
ζ(3)ζ(4)− 291

16
ζ(7) + 12 ζ(5)ζ(2),

ζ(2, 3, 2) =
75
8
ζ(7)− 11

2
ζ(5)ζ(2).

All of these evaluations were obtained by choosing a regular subset of our equations
and solving it. This gave us the triple sums in terms of single and double sums. Then
we reduced the double sums to single sums with the formulas from [4], and then we
further simplified the obtained formulas by making use of the relations between zeta
function values at even arguments. Since every double sum of weight less or equal to 7
is reducible to single sums, the first triple sums which are not reducible to a linear
combination of single sums alone occur at weight 8, and none can occur at weight 9.
Here are a few examples of higher weight evaluations:

ζ(5, 1, 2) =
157
360

ζ(8)− 3
2
ζ(3)2ζ(2) +

2
5
ζ(5, 3) +

5
2
ζ(3)ζ(5),

ζ(5, 2, 2) =
2513
72

ζ(9)− 8
3
ζ(3)ζ(6) +

2
3
ζ(3)3 +

7
4
ζ(5)ζ(4)− 21 ζ(7)ζ(2),

ζ(4, 5, 1) = 2 ζ(7, 3) + ζ(5)2 − 17 ζ(3)ζ(7) + ζ(2)ζ(5, 3) + 10 ζ(2)ζ(3)ζ(5)− 21
20
ζ(10),

ζ(6, 1, 4) =
4
5
ζ(5, 3, 3)− 109

12
ζ(6)ζ(5)− 2561

30
ζ(11)− 38

15
ζ(3)ζ(8) + ζ(5)ζ(3)2

− 2
5
ζ(3)ζ(5, 3) + 57 ζ(9)ζ(2) +

12
5
ζ(7)ζ(4),

ζ(7, 3, 2) = −1259899
33168

ζ(12) + 14 ζ(2)ζ(3)ζ(7) + 8 ζ(3)ζ(5)ζ(4)− 2 ζ(9, 3)

+ 44 ζ(5)ζ(7) + 4 ζ(2)ζ(7, 3) + 4 ζ(4)ζ(5, 3)− 37 ζ(3)ζ(9)− 3 ζ(2)ζ(5)2

+ 2 ζ(3)2ζ(6).

Note that at weight 11, the first irreducible triple sums occur. Following Broadhurst’s
suggestion, we chose ζ(5, 3, 3) as the first basis element.

Significantly, even in the case of odd weights greater than 10, some of the triple sums
are uniquely determined by the equations and are therefore evaluable in terms of prod-
ucts of double and single sums. They are ζ(2, 5, 4), ζ(4, 5, 2) and ζ(9, 1, 1) for weight 11,
ζ(11, 1, 1) for weight 13, and ζ(5, 4, 6), ζ(5, 5, 5), ζ(6, 4, 5) and ζ(13, 1, 1) for weight 15.
Some of these are easily explained: That the sums of the form ζ(n− 2, 1, 1) can be
evaluated for every n follows from Markett’s results in [13] and also from our results
in [4]; in fact, in both papers an explicit formula for these sums is proved. Moreover,
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any sum of the form ζ(a, a, a) can be directly evaluated from the permutation formulas
alone; with the use of Theorem 2 and the two-dimensional reflection formula (3) it is
easy to see that

ζ(a, a, a) =
1
6
ζ(a)3 − 1

2
ζ(a)ζ(2a) +

1
3
ζ(3a).

(This formula was also given by R. Sitaramachandra Rao and M.V. Subbarao in [14].)

Additionally, Theorem 2 and our previous results on double sums allow for the evalu-
ation of many S(a; b, c).

While we have provided conventional proofs of the main theorem, our path to knowl-
edge was somewhat less conventional. We were led to consider which triple sums were
evaluable after seeing David Broadhurst’s extensive symbolic and numerical compu-
tations. Having finally come upon the precise equation system we exploit, we first
verified – in part in Maple and in part in Mathematica – that the “infinities” (sums
of the form ζ(1, . . .)) caused no practical problem. The way we actually handle the
infinities here represents our third and most satisfactory approach. Finally, we were
directed to a proof of the non-singularity of our system for even weights by (i) checking
the system was invertible for even n < 40 and then (ii) by experimenting with various
ways of decomposing the matrix M(n). We must have checked hundreds of matrix
decompositions and identities before we finally saw the sequence of lemmata which we
used here to establish non-singularity of the equations.

All of this settles the question which triple sums are reducible. But we cannot yet
claim to have a lot of insight into the structures occuring here. Why are some of
these sums reducible by our method, and some are not? And what can be said about
quadruple or higher sums? Do they exhibit a similar structure?

We now close this paper with two conjectures.

Conjecture 1 (Broadhurst). Every double sum can be expressed by single sums plus
double sums of the form

B2 := {ζ(2a+ 1, 2b+ 1) | a ≥ 2b > 0}.

Likewise, the sums of the form

B3 := {ζ(2a+ 1, 2b+ 1, 2c+ 1) | a ≥ b ≥ c > 0, a > c}

constitute, together with the single and double sums, a base for the triple sums.

Broadhurst has verified that these triple sums do form a base for weights up to 35.

Conjecture 2. Consider the k-fold sums

ζ(a1, a2, . . . , ak) :=
∑

x1>x2>...>xk>0

1
xa1

1 · xa2
2 · · ·x

ak
k

.
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Then ζ(a1, . . . , ak) evaluates in terms of lower sums whenever a1 + . . .+ ak and k are
of different parity. Moreover, there exists a strictly increasing sequence of integers
w2 < w3 < . . . such that all ζ(a1, . . . , ak)’s of weight less than or equal to wk are
reducible.

We have seen that it is very likely that w2 = 7 and w3 = 10. Broadhurst expected,
arguing via knot theory, that w4 = 15. However, we later learned that Don Zagier had
numerical evidence that quadruple sums of weight 12 would already be irreducible, so
that w4 = 11. This seeming contradiction was then resolved by Broadhurst’s discovery
that quadruple sums of weight 12 can in fact be reduced to simpler sums if one admits
alternating sums as well; see [7]. It in fact appears now that the whole universe of
non-alternating plus alternating sums is much better behaved than the world of the
non-alternating sums alone. This is somehat substantiated by recent work in [5].

How should one go about handling quadruple and higher sums? It is entirely pos-
sible that a straight-forward generalization of the methods presented here leads to a
treatment of the general case. However, the equations and matrices one would have
to handle there will be very unwieldy – perhaps to the point of exhaustion or total
obscurity. A different approach is needed here; but we hope to have intrigued and
excited the reader enough to convince him or her that this is a subject well worth
further pursuit.
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APPENDIX 1: Euler sums in quantum field theory

D.J. Broadhurst, Physics Department, Open University, Milton Keynes MK7 6AA,
UK.

Single Euler sums, starting with ζ(3), have long been known to occur in perturbative
quantum field theory (pQFT), where physical quantities are expanded in powers of a
renormalized coupling constant, after the subtraction of infinities from the correspond-
ing Feynman diagrams. Indeed it is possible to find classes of Feynman diagrams that
generate the entire sequence of terms ζ(2n+ 1) [A1] and to sum such series [A6].

The first appearance of a irreducible double sum in pQFT was recorded in [A2]. It
is now known [A10] that this can be expressed in terms of ζ(5, 3) and occurs in the
renormalization of the simplest field theory – φ4-theory – at the 6-loop level.

Triple sums were encountered in [A3], where it was necessary to evaluate a large
number of terms of the form ζ(a, b, c) with a+ b + c ≤ 9, all of which proved to be
reducible. At this time, Broadhurst investigated all such triple sums with a+b+c ≤ 12
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and obtained, by methods similar to (but less systematic than) those presented here,
explicit reduction to a basis comprising products of single sums, ζ(5, 3), ζ(7, 3), and a
single irreducible triple sum: ζ(3, 5, 3), in complete accord with the present findings.

Subsequently, there has been progress in understanding which transcendentals occur
in the various calculations of pQFT [A5, A7]. At low energies, where masses are
important, there is a wide variety of polylogarithmic functions that may occur, such
as Li4(1

2) [A4], which lies outside the class of sums considered here. But from massless
Feynman diagrams one is much more likely to generate Euler sums in the course of
computing the perturbation expansion.

Most significant, from the point of view of the present analysis, is the recent connec-
tion [A8, A9] between knot theory and the counterterms that are introduced in the
process of renormalizing a quantum field theory. It is a prediction of this approach
that one will encounter transcendentals in counterterms that are in correspondence
with positive prime knots that result from applying the skein relation (now viewed as
a renormalization procedure) to link diagrams that encode the intertwining of loop
momenta in Feynman diagrams. This sets a premium on knowing which Euler sums
are irreducible, since a minimal basis of these should correspond to positive knots more
complex than the torus knots (2L− 3, 2) associated with the appearance of ζ(2L− 3)
in L-loop counterterms. In general, positive knots with up to 2L− 3 crossings result
from L-loop diagrams, though special circumstances, such as the existence of local
gauge symmetry [A11] may result in cancellations.

Recent investigations [A10, A12] have confirmed that the knots 819 and 10124 corre-
spond to the appearance of ζ(5, 3) and ζ(7, 3) in counterterms. Moreover there are
only two positive prime knots with 11 crossings: one is associated with ζ(11), the
other with ζ(3, 5, 3). The confirmation given here that the deficiency of triple sums
with weight 11 is indeed 1 is thus in intriguing agreement with the connection be-
tween knot theory, field theory, and number theory. Clearly work needs to be done
to investigate the possibility of a direct connection between number theory and knot
theory, independently of the field theory that suggests it. In the meantime, the new
data furnished here by the deficiency value 2, for triple sums of weight 13, informs
field theory [A12].
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