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Abstract. A Genocchi permutation σ of [2n] is a permutation such that
σ(2i−1) > 2i−1, σ(2i) ≤ 2i for all i ∈ {1, 2, . . . , 2n}. The purpose of this
paper is to investigate the equidistribution of several bivariate statistics
on the Genocchi permutations.

1. Introduction.

Let Sn be the set of permutations on {1, 2, . . . , n}. Recall that a per-
mutation σ ∈ S2n is a Genocchi permutation if σ(2i − 1) > 2i − 1 and
σ(2i) ≤ 2i for all i ∈ {1, 2, . . . , n}. The set of the Genocchi permuta-
tions on {1, 2, . . . , 2n} will be denoted by G2n. The concept of Genocchi
permutation was introduced by Dumont [D], back in 1974, who proved
that #G2n, i.e., the number of Genocchi permutations on {1, 2, . . . , 2n},
was equal to the Genocchi number G2n+2. Recall that the exponential
generating function for the (signed) Genocchi numbers G2n reads

t+
∑
n≥1

(−1)nG2n
t2n

(2n)!
=

2t
et + 1

.

The first values of those numbers appear in the next table

n 1 2 3 4 5 6 7 8 9
G2n 1 1 3 17 155 2073 38227 929569 28820619

The Genocchi permutations play for the Genocchi numbers the role played
by the alternating permutations for the Euler numbers En. They are
indeed also alternating, but their graph, represented in the square [n]×[n],

1



��� ��������	� 
������ �
 ����	�����	�� � ��� ������� ���� �

crosses the diagonal of that square a maximum number of times. The
numbers En are the coefficients of the Taylor expansion of the function
tan t + sec t. It was shown by André [A], already in 1881, that En was
equal to the number of alternating permutations on [n]. Since then, several
studies on the alternating permutations have been made: see, e.g., [F-S,
C-S, V, R-Z1] and therefore several refinements of the Euler numbers have
been obtained.

A parallel work on the Genocchi permutations is still in its infancy.
Much has been done on the surjective pistol set-up (see the definition
further on in the paper) to derive original results on several classes of
polynomials connected with the Genocchi numbers (see [D, D-R, R-Z2]),
but little has been done on the Genocchi permutations proper. However
the first author of the paper has recently obtained the continued fraction
expansion of the generating function for Genocchi permutations by number
of fixed points and inversion number [R2].

The purpose of the paper is to present a new result on Genocchi
permutations by defining three pairs of statistics and showing that they
are equidistributed. The definitions of our statistics on G2n are refinements
of classical statistics that have been thoroughly studied on S2n (see [F-S]).
They are defined as follows.

Let σ = σ(1)σ(2) . . . σ(n) be a permutation on {1, . . . , n}. The value
σ(i) (1 ≤ i ≤ n) is said to be a fixed point, if σ(i) = i; a left-to-right
maximum, if σ(j) < σ(i) for all j < i; a right-to-left minimum, if σ(i) <
σ(j) for all j > i. Denote by fixσ (resp. lma σ, resp. rmi σ) the number of
fixed points (resp. of left-to-right maxima, resp. of right-to-left minima)
of σ.

The left-to-right maxima and right-to-left minima are further dis-
criminated according to their parities. We denote by lemaσ (resp. remiσ,
resp. romiσ) the number of even left-to-right maxima (resp. of even right-
to-left minima, resp. of odd right-to-left minima) of σ. We will not make
use of the number of odd left-to-right maxima.

Finally, we say that σ(i) is a cycle minimum (resp. cycle maximum)
of σ, if σ(i) is the minimum (resp. maximum) in its cycle (i.e., its orbit).
Let comiσ (resp. cemi σ) be the number of odd (resp. even) cycle minima
of σ and cmaxσ be the number of cycle maxima of σ which are not fixed
points.
Example The Genocchi permutation

σ =
(

1 2 3 4 5 6 7 8
4 2 7 1 6 5 8 3

)
∈ G8.

has one fixed point, 2; three left-to-right maxima, 4, 7, 8 (only two of them
are even); two right-to-left minima, 3, 1 (and they are both odd). The
cycle form (14)(2)(378)(56) shows that there are three odd cycle minima,
1, 3, 5; one even cycle minimum, 2 and three cycle maxima different from
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cycle minima, 4, 6, 8. Accordingly, fixσ = 1, lemaσ = 2, remiσ = 0,
romiσ = 2, rmiσ = 2, comiσ = 3, cemiσ = 1 and cmaxσ = 3.

For each Genocchi permutation σ we have fixσ = cemiσ, since each
even cycle-minimum, say σ(j) = 2i, of σ must satisfy σ(2i) ≥ 2i, because
it is a minimum in its cycle and also σ(2i) ≤ 2i by definition of a Genocchi
permutation. The main result of this paper is the following theorem.

Theorem 1. The three bivariate statistics (comi, cemi), (lema,fix) and
(remi, romi) are equidistributed on G2n, i.e,

(1.1)
∑
σ∈G2n

xcomiσycemi σ =
∑
σ∈G2n

xlema σyfix σ =
∑
σ∈G2n

xromiσyremiσ.

An ideal proof of (1.1) would be a proof based on two weight preserv-
ing bijections on G2n which transfer the pair (comi, cemi) to (lema,fix)
and to (romi, remi) respectively. Our proof will use both analytical and
combinatorial methods. In fact, the proof of the first equality of Theo-
rem 1 consists essentially of showing that the generating polynomials of
G2n with respect to (comi, cemi) and (lema, fix) both satisfy the following
recurrence relation :

(1.2)
{
D1(x, y) = x,
Dn(x, y) = x(y + 1)Dn−1(x+ 1, y + 1)− xyDn−1(x, y).

We note that the above polynomials are essentially the the same poly-
nomials Bn(x, y) = x−1Dn(x, y) (n ≥ 1) introduced by Dumont and Ran-
drianarivony [D-R1] as an extension of Gandhi’s polynomials Dn(x, x) [D].

In section 2, we prove bijectively that the generating polynomial of
G2n with respect to (comi, cemi) satisfies recurrence (1.2). In section 3, we
expand the ordinary generating function of the enumerating polynomials
of G2n with respect to four statistics (lema, romi,fix, remi) into a Stieltjes
continued fraction. In section 4, we apply a result established in [R-Z] to
show that the generating polynomials of G2n with respect to (lema,fix)
and (romi, remi) both satisfy the recurrence (1.2). Finally, a conjectured
extension of Theorem 1 is also formulated.

2. Combinatorial interpretations of Dn(x, y).

Recall that a surjective pistol p on {1, 2, . . . , 2n} is a surjective mapping
p : {1, 2, . . . , 2n} → {2, 4, . . . , 2n} such that p(2i), p(2i − 1) ≥ 2i for all
i ∈ {1, 2, . . . , n}. Let P2n be the set of surjective pistols on {1, 2, . . . , 2n}.
For p ∈ P2n, we denote by maxi p (resp. maxp p) the number of odd (resp.
even) integers k ∈ {1, 2, . . . , 2n− 1} such that p(k) = 2n.
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Proposition 2. For n ≥ 1 we have

Dn(x, y) =
∑
p∈P2n

xmaxi pymaxpp.

Proof: This can be easily verified by induction on n as Dumont [D] did for
Gandhi polynomials Dn(x, x). An equivalent statement has been given in
[D-R1, Th. 3].

In the rest of this section we will construct an explicit bijection Π :
P2n −→ G2n such that (maxi p,maxp p) = (comiΠ(p), cemiΠ(p)), p ∈
P2n. Our bijection is similar to the one used by Dumont [D], see also
Viennot [V].

A mapping f : {1, 2, . . . , n} −→ {0, 1, . . . , n − 1} is said to be sub-
excedent on {1, 2, . . . , n}, if 0 ≤ f(i) < i for i ∈ {1, 2, . . . , n}. Let Fn be
the set of sub-excedent mappings on {1, 2, . . . , n} and F ′n the set of sub-
excedent mappings on {1, 2, . . . , n} with f({1, . . . , n}) = {2i : 0 ≤ i ≤ n}.
Proposition 3. There is a bijection T : P2n −→ F ′2n+1 such that for
p ∈ P2n, T (p)(k) = 0 iff p(2n+ 1− k) = 2n for all k ∈ {2, 3, . . . , 2n}.
Proof: For each p ∈ P2n, we define the sub-excedent mapping f ∈ F ′2n+1

by f(i) = 2n− p(2n− i+ 1) for i ∈ {1, 2, . . . , 2n} and f(2n+ 1) = 2n. It
is clear that this is a desired bijection.

Recall that for a σ ∈ Sn, the value x = σ(i) is said to be a fall (resp.
rise) of σ if σ(i) > σ(i+ 1) (resp. σ(i) < σ(i + 1)).

Proposition 4. There is a bijection η : Sn −→ Fn such that if σ ∈ Sn
and f = η(σ), then for all x ∈ {1, 2, . . . , n}, (i) x is a left-to-right minimum
iff f(x) = 0 ; (ii) x is a fall or x = σ(n) iff x /∈ f({1, 2, . . . , n}).
Proof: For σ ∈ Sn, we define f = η(σ) as follows. For each x ∈
{1, 2, . . . , n}, let x = σ(i) with i ∈ {1, 2, . . . , n}, then

(2.3) f(x) =
{

0, if x is a left-to-right minimum,
σ(k), otherwise and k = max{j|j < i, σ(j) < σ(i)}.

The inverse mapping can be constructed by using the notion of forest of
increasing trees representing the sub-excedent mappings of Fn. We refer
the reader to [V] for further details of this bijection.

Let G′2n be the set of permutations in S2n whose rise set is all odd
integers ≤ 2n, i.e, {1, 3, . . . , 2n− 1}.
Proposition 5. There is a bijection V : F ′2n+1 −→ G′2n such that if
f ∈ F ′2n+1 and V (f) = σ, then k (1 ≤ k ≤ 2n) is a left-to-right minimum
of σ iff f(k + 1) = 0.

Proof: By Proposition 3, the inverse mapping η−1 maps F ′2n+1 to the set
of permutations σ in S2n+1 with rise set {2, 4, . . . , 2n}. But for such a
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permutation σ we must have σ(2n + 1) = 1, otherwise 1 would be a rise.
Now applying the transformation ε : σ(i) 7→ σ(i) − 1 (1 ≤ i ≤ 2n}) to
each preceding permutation σ leads to a permutation in G′2n. Therefore
V = ε ◦ η−1 is a desired bijection.

Proposition 6. There is a bijection F : G′2n −→ G2n such that k (1 ≤
k ≤ 2n) is a left-to-right minimum of σ iff k is a cycle minimum of F (σ)

Proof: This is a variant of the well-known transformation of Foata (see
[F-S]). We describe briefly the inverse mapping φ : G2n −→ G′2n as follows.
For each σ ∈ G2n we put the smallest number in each cycle at the begining
of the cycle, and write the cycles in decreasing order of their first entries.
This defines the canonical cycle decomposition of σ. If we remove the
parentheses from the canonical cycle decomposition of σ, we obtain the
permutation φ(σ) ∈ G′2n. It is clear that x = σ(i) (1 ≤ i ≤ 2n) is a
left-to-right minimum of φ(σ), iff x is a cycle-minimum of σ.

For instance, if σ = 42716583 ∈ G8, then the canonical factorisation
is σ = (5, 6)(3, 7, 8)(2)(1, 4) and φ(σ) = 56378214. The latter is a permu-
tation has 3 (resp. 1) odd (resp. even) left-to-right minima whose rise set
is {1, 3, 5, 7}.
Proposition 7. There is a bijection Π : P2n −→ G2n such that

(maxi p,maxp p) = (comiΠ(p), cemi Π(p)), p ∈ P2n.

Proof: By combining Propositions 3, 5 and 6, we see that Π = F ◦ V ◦ T
is such a bijection.

We illustrate the bijection in the following schema :

P2n
T−→ F ′2n+1

η−1

−→ S2n+1
ε−→ G′2n

F−→ G2n.

For example, if n = 2 we have

2244 −→ 00224 −→ 24531 −→ 1342 −→ (1342) = 3142,
2444 −→ 00024 −→ 32451 −→ 2134 −→ (2)(134) = 3241,
4244 −→ 00204 −→ 45231 −→ 3412 −→ (12)(34) = 2143.

Proposition 8. For n ≥ 1 we have

Dn(x, y) =
∑
σ∈G2n

xcomiσycemiσ.

Proof: This follows from Proposition 2 and 7.

Remark: We can also derive the identity

(2.4)
∑
p∈P2n

xmaxi pymaxp p =
∑
σ∈G2n

xcomiσycemi σ

5
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as follows. For p ∈ P2n, the value 2i (1 ≤ i ≤ n) is said to be a doubled
fixed point of p if there is a j 6= 2i (1 ≤ j ≤ n) such that p(j) = p(2i) = 2i.
Let fd p (resp. fnd p) be the number of doubled (resp. no doubled) fixed
points of p. In [R1, Cor. 9, R-Z, Prop. 14] it was proved by induction
that

(2.5)
∑
p∈P2n

xmaxi pymaxp p =
∑
p∈P2n

xfdpyfnd p.

On the other hand, it was proved bijectively in [D-R2, Prop. 1.3] that

(2.6)
∑
p∈P2n

xfd pyfnd p =
∑
p∈G2n

xcmaxpyfix p.

Formula (2.4) follows then by noting that for σ ∈ G2n, we have cmax σ =
comiσ and cemiσ = fixσ.

3. A continued fraction expansion

A Dyck path of length 2n (n ≥ 1) is a sequence of nonnegative integers
γ = (γ0, . . . , γ2n) such that γ0 = γ2n = 0, γi − γi−1 = +1 ou −1 for all
i ∈ {1, 2, . . . , 2n}. We denote by Γ2n the set of Dyck paths of length 2n.
Let (an) and (bn) (n ≥ 0) be two given sequences. If each pair (γi−1, γi)
of γ ∈ Γ2n (1 ≤ i ≤ n) is given the valuation

(3.1) v(γi−1, γi) =
{
aγi−1, if γi − γi−1 = +1,
bγi−1 , if γi − γi−1 = −1,

then it is well-known (see [F]) that

(3.2) 1 +
∑
n≥1

∑
γ∈Γ2n

2n∏
i=1

v(γi−1, γi)tn =
1

1−
a0b1t

1−
a1b2t

1−
a2b3t

1− a3b4t

. . .

·

A Genocchi history of length 2n is a pair (γ, p) where γ is a Dyck
path of length 2n and p = (p1, . . . , p2n) is a sequence of 2n integers such
that 0 ≤ pi ≤ dγi−1/2e − 1 (resp. 0 ≤ pi ≤ dγi−1/2e) if γi − γi−1 = −1
(resp. γi − γi−1 = +1). We denote by H2n the set of Genocchi histories
of length 2n.
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Proposition 9. There is a bijection Ψ : G2n −→ H2n such that if Ψ(σ) =
(γ, p), then

(i) γi − γi−1 =
{
−1, if i ∈ {σ(1), σ(3), . . . , σ(2n− 1)},
1, if i ∈ {σ(2), σ(4), . . . , σ(2n)}.

and

(ii) pi =
{
|{j : 1 ≤ j < σ−1(i) and σ(j) > i}|, if γi − γi−1 = −1 ;
|{j : σ−1(i) < j ≤ 2n and σ(j) < i}|, if γi − γi−1 = +1.

Proof: The proposition itself gives the construction of this bijection. In
fact, it is easy to see that (i) defines a Dyck path. Let i1 < i2 < . . . < in
and j1 < j2 < . . . < jn be the ordered integers of {σ(2), σ(4), . . . , σ(2n)}
and {σ(1), σ(3), . . . , σ(2n−1)} respectively. For each σ ∈ G2n (n ≥ 1 ), we
have σ(2k − 1) > σ(2k) ( 1 ≤ k ≤ n), so ik < jk ( 1 ≤ k ≤ n). Therefore
γi ≥ 0 for i = 1, . . . , 2n and γ2n = 0. We refer the reader to [R, Th. 6.2]
for further details of this bijection.

Let

(3.3) Rn(x, y, x̄, ȳ) =
∑
σ∈G2n

xlema σyromiσx̄fix σȳremiσ.

Proposition 10. We have the following continued fraction expansion :

(3.4) 1+
∑
n≥1

Rn(x, y, x̄, ȳ)tn =
1

1−
xyt

1−
1(x̄+ ȳ)t

1−
(x+ 1)(y + 1)t

1−
2(x̄+ ȳ + 1)t

1−
(x+ 2)(y + 2)t

1−
3(x̄+ ȳ + 2)t

. . .

·

Proof: For each γ ∈ Γ2n we denote by G2n(γ) the set of Genocchi permu-
tations of G2n associated with γ by the mapping Ψ. It is easy to see that
the bijection Ψ has the following properties :
(a) 2i is a fixed point of σ iff γ2i − γ2i−1 = +1 and p2i = γ2i/2;
(b) σ(i) is a right-to-left minimum of σ iff γ2i−γ2i−1 = +1 and pσ(i) = 0;
(c) σ(i) is a left-to-right maximum of σ iff γ2i−γ2i−1 = −1 and pσ(i) = 0;
so that

(3.5)


fix σ = |{2i : γ2i − γ2i−1 = +1, p2i = γ2i/2}|;

remiσ = |{2i : γ2i − γ2i−1 = +1, p2i = 0}|;
romiσ = |{2i − 1 : γ2i−1 − γ2i−2 = +1, p2i−1 = 0}|;
lemaσ = |{2i : γ2i − γ2i−1 = −1, p2i = 0}|.

7
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Therefore

(3.6)
∑

σ∈G2n(γ)

xlema σyromiσx̄fix σ ȳremiσ =
2n∏
i=1

v(γi−1, γi)

where v(γi−1, γi) (1 ≤ i ≤ n) is defined as follows :

v(γ2i−2, γ2i−1) =
{
y + 1

2γ2i−2, if γ2i−1 − γ2i−2 = +1,
1
2γ2i−2 + 1, if γ2i−1 − γ2i−2 = −1;

and

v(γ2i−1, γ2i) =
{
x̄+ ȳ + 1

2 (γ2i−1 − 1), if γ2i − γ2i−1 = +1,
x+ 1

2
(γ2i−1 − 1), if γ2i − γ2i−1 = −1.

Hence

(3.7) 1 +
∑
n≥1

tn
∑
γ∈Γ2n

∑
σ∈G2n(Γ)

xlema σyromiσx̄fix σ ȳremiσ =

1 +
∑
n≥1

tn
∑
γ∈Γ2n

2n∏
i=1

v(γi−1, γi).

Now, formula (3.4) follows from (3.2) with the following values for the a′ns
and b′ns :

a2k−1 = x̄+ ȳ + k − 1, a2k−2 = y + k − 1,
b2k−1 = (x+ k − 1), b2k = k + 1, (k ≥ 1).

Corollary 11. The polynomials Rn(x, y, x̄, ȳ) (n ≥ 1) are symmetric in
x, y and also in x̄, ȳ.

Proof: It is obvious in view of the continued fraction expansion (3.4).

4. Proof of Theorem 1 and a conjecture

Proposition 12. A sequence of polynomials Pn(x, y, x̄, ȳ) (n ≥ 0) satis-
fies the recurrence :

(4.1)


P1(x, y, x̄, ȳ) = xy,

Pn(x, y, x̄, ȳ) = x(x̄+ ȳ)Pn−1(x+ 1, y, x̄+ 1, ȳ)
− x(x̄+ ȳ − y)Pn−1(x, y, x̄, ȳ),

8
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if and only if

1 +
∑
n≥1

Pn(x, y, x̄, ȳ)tn =
1

1−
xyt

1−
1(x̄+ ȳ)t

1−
(x+ 1)(y + 1)t

1−
2(x̄+ ȳ + 1)t

1−
(x+ 2)(y + 2)t

1− 3(x̄+ ȳ + 2)t
. . .

·

Proof : The reader is referred to [R-Z2, Th. 3].

It follows from Propositions 10 and 11 that Rn(x, y, x̄, ȳ) (n ≥ 1)
satisfy recurrence (4.1). In particular Rn(x, 1, y, 1) (n ≥ 1) satisfies re-
currence (1.4). In virtue of Corollary 9, Rn(1, x, 1, y) (n ≥ 1) satisfy also
recurrence (1.4). Combining with Proposition 8 of section 2 this completes
the proof of Theorem 1.

Corollary 13. We have the following continued fraction expansion :

1 +
∑
n≥1

∑
σ∈G2n

xcycσtn =
1

1−
xt

1−
1(x+ 1)t

1−
2(x+ 1)t

1−
2(x+ 2)t

1−
3(x+ 2)t

1−
3(x+ 3)t

. . .

·

Proof: It is straightforward by Theorem 1 and Proposition 10.

In view of Theorem 1, it would be interesting to consider the polyno-
mials

Gn(x, y, x̄, ȳ) =
∑
σ∈G2n

xcomiσylema σx̄cemi σȳremiσ (n ≥ 1).

Here are the first values of these polynomials :

G1(x, y, x̄, ȳ) =xy.
G2(x, y, x̄, ȳ) =xy(xy + x̄+ ȳ).

G3(x, y, x̄, ȳ) =xy[x2y2 + (x̄+ ȳ)(3xy + x+ y + 1 + x̄+ ȳ)].

G4(x, y, x̄, ȳ) =xy[x3y3 + (x̄+ ȳ)(6x2y2 + 4x2y

+ 4xy2 + 8xy + x2 + y2 + 4x+ 4y + 3)

+ (x̄+ ȳ)2(7xy + 4x+ 4y + 4) + (x̄+ ȳ)3].

9
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We observe that Gn(x, y, x̄, ȳ) is symmetric in x, y and in x̄, ȳ for
n ≤ 4. We believe that this is true for all n ≥ 1. More generaly, we have
the following conjecture.

Conjecture 12. For n ≥ 1 we have Gn(x, y, x̄, ȳ) = Rn(x, y, x̄, ȳ).

Since Rn(x, y, x̄, ȳ) (n ≥ 1) is symmetric in x, y, the above conjecture
can also be restated as follows.

Conjecture 12’. For n ≥ 1 we have Gn(x, y, x̄, ȳ) = Rn(y, x, x̄, ȳ), i.e,∑
σ∈G2n

(xcomiσ − xromiσ)ylema σx̄fix σȳremiσ = 0.

It is obvious that the conjecture is true if x = 1 and Theorem 1 is
equivalent to Gn(x, 1, y, 1) = Rn(x, 1, y, 1) = Rn(1, x, 1, y) for all n ≥ 1.
Finally, this conjecture has been verified for n ≤ 4.
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