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Abstract

We present some results on a certain type of alternating sums which frequently arise
in connection with the average-case analysis of algorithms and data structures. Whereas
the so-called Rice’s method for treating such sums uses complex contour integration we
perform manipulations of generating functions in order to get explicit results from which
asymptotic estimates follow immediately.

1 Introduction

In the present paper we deal with alternating sums of the type

N
3 (J,f )(—nkf(k:), )

k=a

where ¢ is a natural number fulfilling 0 < a < N. If a = 0, this expression is an N-th order
difference of the sequence (f(n)). Sums of the referred type occur frequently in the average
case analysis of divide-and-conquer algorithms resp. data structures like tries or digital search
trees. We refer to [2], [7], [9], [10] and [13] for a number of examples.

A standard method for the treatment of sums of that type, attributed to S.O.Rice by
D.E.Knuth [7], but in fact already contained e.g. in Norlund’s classical book on Differenzen-
rechnung [12], is to rewrite the finite sum as a complex contour integral

N
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where B(z,y) = Tz +y) is the Beta function, C is a positively oriented closed curve surround
ing the points a,a+1,..., N and f(z) is an analytic continuation of the discrete sequence f (k)

to the complex plane, with no poles within the region surrounded by C.
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If the integrand decreases sufficiently fast towards +i00, the asymptotic evaluation of this
expression can be achieved by extending the contour of the integral to the left and collecting the
residues at the newly encountered poles. The residue computations can often be performed
automatically using a Computer algebra system like MAPLE. In a forthcoming paper [3]
Flajolet and Sedgewick give an excellent overview of this technique. In particular it is proved
that for meromorphic functions f(z) which are of polynomial growth on concentric circles
around the origin not passing through a pole, the summation of residues leads to explicit
summation formulae.

In this note we will confine ourselves to functions f(z) of that type and concentrate on
generating function manipulations that allow to gain explicit results. We start with the obser-
vation that by Mittag-Leffler’s theorem a meromorphic function f(z) allows a partial fraction
decomposition of the type

f2) =) (fiz) = pi(2)) + g(2), (3)

7

where the f;(z) are the principal parts of f(z), the p;(z) are polynomials and g(z) is an entire
function. In [6] an algorithmic approach for establishing this decomposition is discussed.
Considering functions of polynomial growth in the above defined sense we will assume that
g(z) is a polynomial.
The summation of the polynomial parts of f is trivial, since, with A denoting the difference
operator Af(z) = f(x + 1) — f(x),

N
> ( k) (~DFk™ = (~)NANz™) = ()N NIS(m, N), (4)
0<k<N v=0
where S(i, j) denote the Stirling numbers of the second kind. In particular the sum equals 0
for N > m.

The main problem is therefore to be able to sum up the polar contributions

N 1
-1 k—7 .
0<k<N k£ (k’)( ) (k—=&m (5)

for positive integers m.

In the next section we give an explicit expression for sums of that type, discuss special
instances and analyze the contribution of regularly spaced poles in the complex plane.

In the final section we apply these results to some concrete examples originating from
the average case analysis of an algorithm called “Approximate Counting” as well as from the
analysis of the path length in digital search trees.

2 Some Explicit Summation Formulae

Let us start with the instance { = K € {0,..., N} in expression (5).

Proposition 2.1. Let K be an integer satisfying 0 < K < N and m be a nonnegative integer.
Then

> (Z)(l)k—(k1K)m=<§><1>f<“i (coos (= DUHE e+ (<1 HD), ),

m!™ "
0<k<Nk£AK :
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where Yy (..., x;,...) are the Bell polynomials and Hﬁi) = i1 J% the Harmonic numbers of
the i-th order.

Proof. We start from the well-known formula (compare e.g. [5] eqn.(5.41))

> (N 1 N!
kz:;)<k>(1)kl"+k::1:(:1:+1)...(:1:+]\7)’ (6)

which simply follows from the fact that the left-hand side equals (—1)Y AN1. Therefore

N ik 1 _ 1 N! B N K
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Applying the operator E~¢ = e where D denotes the differential operator with respect to

x) to the last equation we find

N 1
o )
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Inserting 2 = —K and denoting by [t"]h(t) the coefficient of ¢ in the power series h(t) we get

N 1 1/N 1
) bt eyl K+ ) s
0<k<N.k#K <k>( ) (z + k)™ | ]t <K>( : ((]gjgl;l,j;é}( 1- j—tK ) ®

The last factor on the right-hand side can be rewritten as follows

0<j<N,j#£K -7 0<j<N,j#£K

1 t
= exp (Zi—z Z ;K)l) —1

=1 ¢ ocjingzn U~

tm . 7 i i
= 2 Yl (= DUHR g+ (“D'H), ).
m>1 "
Extracting the coefficient of t™ we find the announced formula. 1

It is worthwhile to mention the following most important special instances of Proposition 2.1:

Corollary 2.1. Let K be an integer fulfilling 0 < K < N. Then we have for
(1) m=1:

flk_: 71K+1H_ — Hy),
OSkSN,k;«éK(k)( ) k—K <K>( )" (Hn-k — Hk)
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(2) m=2:
N 1 N 1 (2) (2)
(1) s = ( )(UK“— (Hn-x — Hg)* + Hy o + Hy' )
0<k<N,k£K <k> (k — K)? K 2 ( )

For m a nonegative integer we have for
(3) K=0:

(N e L 1 . (i)

> <k>(1) T —mYm(...,(z —DIHY),...),

k=1
(4) K=1:

N | |
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(5) K=2:
N . .
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The instance £ ¢ {0,1,...} in expression (5) can be treated by an even more direct calculation.
Since it will appear (in different but equivalent formulation) in the forthcoming paper [3] (where
the special instance (3) of Corollary 2.1 may be found, too), we only cite the final formula.

Proposition 2.2. Let £ ¢ {0,1,...} be a complex number and m be a positive integer. Then

OS%S:N (ka> (—1)k ; 15—)m = F(E)F(Séfﬁl)g o i 1)!ym_1(. (=D, —6), .. ),

where (n(i,—§) = Z;V:O ﬁ are partial sums of the Hurwitz zeta function with parameter
—¢.
The special instance £ = —K, where K is a positive integer, reads as follows:

Corollary 2.2. Let K and m be positive integers. Then

0<;N <Z>(1)k(k +1K)m N K(A};K) (m i 1)!Ym‘1(‘ N G 1)!(H1(\?+K - Hﬁ?_l), ).

Propositions 2.1 and 2.2 express the alternating sums in a manner that is also very well suited
for the purpose of deriving asymptotic expansions for N getting large. The asymptotics of the
i-th order Harmonic numbers is well-known, and the same holds for the partial sums of the
Hurwitz zeta function, compare [3]. Although we do not want to concentrate on asymptotic
aspects in this note, it seems worthwhile to mention that the quotient of values of the Gamma
function appearing in Proposition 2.2 can be rewritten using the classical formula

— 2 ] {(1 + %)e—z/k] (9)

k>1

I'(z)
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in the following way:

PN HD) et
TNyiog 1]

(1- 3] (10)
k>N+1
where v is Euler’s constant.

It is not difficult to see that this expression is asymptotic to N¢(1 + O(+)) for N getting
large.

An interesting situation arises if the meromorphic function f(z) that continues the discrete
sequence f(k), has regularly spaced poles on a line parallel to the imaginary axis. Let us
consider for instance the situation of first order poles &, = o +inT, with o, 7 fixed real numbers
and n running through the integers. We denote the residues of f(z) in §, by ¢,. The sum

N c
2 <k>(1)kk’0§0

0<Ek<SN,k#&o

is evaluated according to Corollary 2.1(1) resp. equation (6) depending on &y being an element
of {0,..., N} or not. Therefore we focus our attention on the contribution of the remaining
poles: According to our considerations from above we have the following explicit formula:

Corollary 2.3. For &, = o +inT, a compler number with o, T being reals, T # 0, we have

> (N k Cn o(Hx—7) inT(Hy—7) §n\ &
(V)i 3 gt s areeeninon 1 fo-S]

k=0 neZ\{0} nez\{0} k>N+1 k

For N getting large this expression is asymptotic to

N7 3 el(=€)e" 8N = N76(log,(,) N), p(r) =€, (11)
neZz\{0}

where §(x) is a periodic function with period 1, integral mean zero, and Fourier expansion

o(x) = Z cnl(=&,)e?™ne, (12)

neZ\{0}

3 Examples

Approximate Counting is a probabilistic algorithm proposed by R. Morris [11] that allows an
approximate count in the interval 1 to IV using only about log, logy NV bits. The algorithm uses
a counter C', which is set to 1 at the beginning. Then, in each incremental step, the actual value
C is incremented by 1 with probability 27, resp. remains as it is with probability 1 — 27¢.
The idea is that after N increments C' should contain a good approximation to logy V.

In [1] Ph. Flajolet has presented a detailed analysis of this algorithm using real analysis
and the Mellin integral transform. In [8] H. Prodinger and the author presented an alternative
approach using Rice’s integral method in order to gain asymptotic results on the expectation
Exn and the variance of the content of the counter after N incremental steps. In the following
we present explicit results for these expectations in the style of Section 2.
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We start from the following alternating sum expression of the expectation, which is proved
n [8], Prop. 3. (A different method to establish this formula using g-hypergeometric series
may be found in [14].)

N /N J 1
Ey=1-> <k> (—Dk27%Qp 1, where Qi=J[a- )" (13)
k=1 n=1
The continuation of the sequence (Qy) to the complex plane is standard: With
t
QW =T[0-2)  Qx=0QM), (14)
n>1
we have 0
. 15

and now k can be replaced by z being a complex number different from a negative integer.

According to Euler’s identity
t?’L

-y (16)
QWb ~ & 2Q.
from the theory of ¢-hypergeometric series we have
Qoo _ Qoo Z Z 2= 4( z+1 )
Q(2 ) ,]>0 Q_] ,]>0
Now we apply Euler’s second identity
t ; +1
QW) = [[(1—57) = Y ajat/, where a;i1 = (~1)2703)/Q;, (17)
n>1 j=>0
and derive
=Y aj Y 2 G Z% (18)
>0 n>0 j>1 -
Therefore , .
—k o aj+123 o 1 aj+123
e D VT ==yl () D=y (19)
j=0 jz1
and

£ (2o = £t

k=1 k=1
N
. N 1 1
E : Y E : _1\k _
+j>1a1+12 (k:o <k>( 1) 26+ —1 - 1) (20)

The partial fraction decomposition of the occuring meromorphic functions is surprisingly
simple and follows from the well-known result (compare e.g. [6] eqn.(7.10-10))

2w 1
— . 21
ez _ 1 T3 +Z<zm z+in> (21)
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(The usual argument after the determination of the principal parts is that the remaining part
is a bounded, entire function and therefore constant.) We find

1 1 2nmi
= L Z , where L =log2, x,= nm. (22)

#-1- 2" nez\{oy © X

Let us treat the alternating sum

N
=y (J,f ) (D (23

k=1

first. Inserting the partial fraction decomposition (20) we have

1N (N 1 XN /N 11 1
s (et () s (v

Now we apply Corollary 2.1(3) and Corollary 2.3 and get

L _ 7HN L _ Xn(HN—7)
Yi=5-dvo) -+ D T(-xne II
nez\{0} k>N+1

In the next step we treat the sums

N
2a)) = Y (J,f ) D e (25)

Applying Corollaries 2.2 and 2.3 we find

. 1 1 my— . _

Lj( j ) L neZ\{0} k>N+1

1
(I+—

. (26)

Inserting the expressions for ¥; and ¥9(j) in (20) we gain the following final formula for the
expectations Ey:

Proposition 3.1. The average content of the counter in the algorithm “Approrimate Count-
g’ after N > 1 successive increments is given by the explicit formula

Hy 1 1 27

EN:T‘Fi*CY*Z‘PO(N LZ JHLTNTGY N+j LZaJ'HQ i (N),
j>1 J( ) j=1

where L =log2, a = —3",+4 aj+1%, ajr1 = (—1y27 3 )/Q], and the fluctuating functions
;(N) are defined by

9j(N) = e~ JIHN=7) Z [(j — xn)eXn(HN =) H
neZ\{0} k>N+1

(1+ J kxn)exnk—z] .
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It should be remarked that the explicit formula from above gives the terms in decreasing
asymptotic order in N for increasing j. It should further be remarked that the constant
«, which often occurs in this type of analysis, allows a more familiar, though less rapidly
converging, different representation:

Using the decomposition (18) we have

a = *Z g+12J Z g+1

= i>1

. i; m (1

= Ap <Q(2t) ) - <(1 BRI )

] 27
n>1 an :

A similar treatment is possible for the variances.

Digital Search 'Trees are a prominent data structure for storing and retrieving information
with keys from random bit streams. N items, represented by 0,1-sequences with bits chosen
independently with equal probabilities, are stored in the internal nodes of a binary tree ac-
cording to the following principle. The first item is stored in the root, and then, recursively,
the next item is stored in the first nonoccupied internal node of the tree, where the path to
this node is determined by the prefix of the key, a 0 reading for going left and a 1 reading for
going right. One of the most important parameters for the performance of algorithms on this
data structure is the internal path length, i.e. the sum of distances of all occupied nodes from
the root. The asymptotics of the expectation Ex of this parameter (adopting the symmetric
Bernoulli model for the input keys) has been analyzed using different techniques by a num-
ber of authors. Compare [10] for references, as well as for information on the variance of the
referred parameter.

In the context of this note we want to achieve an explicit formula for the expectations E
of the path length, from which the asymptotics is immediate, too. Again we may start from
an alternating sum expression in the style of eqn.(1) (compare [10]):

N
By =3 (J,f ) (1) Qe (25)

k=2

where the @ are defined as in (13). Proceeding as in the analysis of Approximate Counting

we find
2k+] 1 1

Qr—2 = ;aﬁlzkﬂ T = Qs+ ;}‘%—HW- (29)
5> 5>

Therefore we have for vV > 1
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Observe that we know already how to rewrite the sums

N N
soy (MNewgty w3 (Ve

k=1 k=0
from eqgs. (24) and (26). Therefore it remains to treat the sum

N
So=) (Z) (71)’fﬁ. (31)

k=2
This can be performed in the same style as we treated ¥, but it should be noted that in fact
> is the classical instance of such alternating sums studied by Rice himself. The solution may
be found in Knuth’s book [7], Ex. 5.2.2-54 and reads in our representation of the fluctuating
parts as

N(Hy_1—1) N Hy =y 1 n
Yo = Mf_+2+e Z F(*lfxn)eX”(HN_y) H (17 +X”)el+kx
L 2 L k
nezZ\{0} k>N+1
(32)
The constant 1
, 27 —1
Jj=2
is easily expressed in terms of a from Proposition 3.1:
1
01:1*Zaj+1+2aj+1172_jZQ*QOO*CV (34)

j21 j21

according to Euler’s second identity (17). The second constant that must be computed is

1
Cy = Z e (35)
j22
Proceeding similarly as with « in (27) we get
1
Cr = =) @+ G5

j22 j=22

= —Qw+ tl_lgl_ <

Qoo 1 1
Q(4t) 12t+1t>

B , Qoo 1 1
= O lim ((1 (- DQ@) T-2¢ 1 t)

Collecting all contributions we find

Proposition 3.2. The expected internal path length En under the symmetric Bernoulli model
of a Digital Search Tree built from N records is given by the explicit formula

NHy 1 1 1
= — —_ == —p_1(N
Ex T + N( L+2 a)+ch 1(N)
Hy 5 1 1
- —a——=——=ypy(N
+L +2 a—7 L%( )
1

1 1
= a7 Y air1p-1(N),
L= (7 =1 ;’r—Jl ) L=
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with L, and ¢j(N) defined as in Proposition 3.1.
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