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Abstract

A q-Lagrange inversion theorem due to A. M. Garsia is proved by
means of two sign-reversing, weight-preserving involutions on Catalan
trees.

1 Introduction

Let F (u) be a formal power series with F (0) = 0, F ′(0) 6= 0 (delta series). Then
F (u) has an inverse f(u) which satisfies

∞∑
n=k

F (u)k
∣∣
un f(u)n = uk

and

∞∑
n=k

f(u)k
∣∣
un F (u)n = uk

for all k ≥ 1, where |un means extract the coefficient of un.
The coefficients of f(u)n may be expressed in terms of the coefficients of

F (u) by means of the Lagrange inversion formula

f(u)n|
uk

=
unF ′(u)

F (u)k+1

∣∣∣∣
u−1

.
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The q-Lagrange inversion problem may be stated as follows: given a delta
series F (u) and a sequence of formal power series {Fk(u)} which is a q-analogue
of {F (u)k}, find {fk(u)} such that

∞∑
n=k

Fk(u)|un fn(u) = uk (1.1)

and

∞∑
n=k

fk(u)|un Fn(u) = uk (1.2)

for all k ≥ 1. If {fk(u)} satisfies equations (1.1) and (1.2) then fk(u) is a q-
analogue of f(u)k for each k, where f(u) = F−1(u). We say that {Fk(u)} and
{fk(u)} are inverse sequences.

There are several solutions to the q-Lagrange inversion problem appearing in
the literature — see for example Andrews [2], Garsia [7], Garsia and Remmel [9],
Gessel [10], Gessel and Stanton [11][12], Hofbauer [13], Krattenthaler [15], Singer
[17][18]. Singer [17] proved an inversion theorem, based on a generalization of
Garsia’s operator techniques, which unifies and extends the q-Lagrange inversion
theorems of Garsia [7] and Garsia-Remmel [9]. Garsia, Gessel and Stanton, and
Singer have shown that Rogers-Ramanujan type identities may be derived by
means of q-Lagrange inversion.

Several authors have given quite distinct bijective proofs of q-series identities,
many of which may be interpreted as statements about partitions – see Andrews
[1][3], Bressoud [4], Garsia and Milne [8], Joichi and Stanton [14], Sylvester [19].
An exceptional example is Garsia and Milne’s proof of the Rogers-Ramanujan
identities [16], making use of the involution principle. Bressoud and Zeilberger
gave an alternative, much shorter proof of these identities in [5]. Zeilberger
gave a q-Foata proof of the q-Pfaff-Saalschütz identity [20], inspired by Foata’s
bijective proof of the Pfaff-Saalschütz identity [6].

In view of the fact that so many q-series identities may be derived by means
of q-Lagrange inversion as well as by bijective methods, it is desirable to have a
combinatorial interpretation of the inverse relations (1.1) and (1.2).

In this paper we will give a bijective proof, using sign-reversing, q-weight
preserving involutions applied to Catalan trees, of the following q-Lagrange
inversion theorem due to Garsia ([7], Theorem 1.1):

Theorem 1.1. Let F (u) be a delta series with F ′(0) = 1. Then there is a
unique delta series f(u) which satisfies

∞∑
k=1

Fkf(u)f(uq) · · · f(uqk−1) = u. (1.3)
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Moreover, {f(u)f(uq) · · · f(uqk−1)} and {F (u)F (u/q) · · ·F (u/qk−1)} are inverse
sequences, that is

∞∑
i=k

F (u)F (u/q) · · ·F (u/qk−1)
∣∣
ui f(u)f(uq) · · · f(uqi−1) = uk (1.4)

and

∞∑
i=k

f(u)f(uq) · · · f(uqk−1)
∣∣
ui F (u)F (u/q) · · ·F (u/qi−1) = uk (1.5)

for all k ≥ 1.

Our proof of Theorem 1.1 is organized as follows. We will assume

F (u) =
∞∑
k=1

Fku
k (1.6)

is given to us with F1 = 1. In Section 2 we will define C, the set of Catalan
trees. We will exhibit f(u) in terms of C, show that it satisfies (1.3), and prove
uniqueness. In Section 3 we will make some additional definitions regarding
Catalan trees and prove three lemmas we shall require later. We will then
give distinct bijective proofs of equations (1.4) and (1.5), in Sections 4 and 5,
respectively.

2 The set of Catalan trees

We exhibit f(u) combinatorially as follows. Let C be the set of rooted, planar
trees whose internal vertices have out-degree ≥ 2. We refer to C as the set of
Catalan trees. We denote by Cp the set of Catalan trees with p external vertices.
We have

C1 = { }

C2 = { }

C3 = { , , }

C4 = { , , , , , , , , , , }

and so on. We denote by |T | the number of external vertices of the tree T .
Observe that for p ≥ 2 we have

Cp =

p⋃
k=2

{

. . . TkT1 T2

: T1, . . . , Tk ∈ C, |T1|+ · · ·+ |Tk| = p}.
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For each tree T in C we will define a scalar-weight ws(T ), a q-weight wq(T ), and
a composite weight w(T ) = ws(T )wq(T ). We then set

f(u) =
∑
T∈C

w(T )u|T |,

and show that f(u) has the desired properties.

The scalar-weight function ws is defined recursively by

ws( ) = 1,

ws(

. . . TkT1 T2

) = −Fkws(T1)ws(T2) · · ·ws(Tk),

where the coefficients Fk are provided by (1.6). If T ∈ C and VI(T ) is the set of
internal vertices of T , then clearly

ws(T ) =
∏

v∈VI (T )

(−Fd(v)),

where d(v) is the out-degree of v.

The q-weight function wq is defined recursively by

wq( ) = 1,

wq(

. . . TkT1 T2

) =
k∏
i=1

wq(Ti)q
(i−1)|Ti|.

We now prove equation (1.3). We have

f(u) =
∑
T∈C

ws(T )wq(T )u|T |

= u+
∑

T∈C\{ }

ws(T )wq(T )u|T |

= u+
∞∑
k=2

∑
T1,...,Tk∈C

ws(

. . . TkT1 T2

)wq(

. . . TkT1 T2

)u|T1|+···+|Tk|

= u+
∞∑
k=2

∑
T1,...,Tk∈C

(−Fk)
k∏
i=1

ws(Ti)wq(Ti)q
(i−1)|Ti|u|Ti|

= u−
∞∑
k=2

Fk

k∏
i=1

∑
T∈C

ws(T )wq(T )q(i−1)|T |u|T |

= u−
∞∑
k=2

Fk

k∏
i=1

f(uqi−1),
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which implies (1.3).

We next show that f(u) is unique. Suppose a(u) is a delta series which
satisfies

∞∑
k=1

Fka(u)a(uq) · · · a(uq
k−1) = u.

We will prove

a(u)|up =
∑
T∈Cp

w(T ) = f(u)|up

by induction on p.

We have

a(u) = u−
∞∑
k=2

Fkf(u)f(uq) · · · f(uqk−1),

hence

a(u)|u1 = 1 = w( ).

Assume

a(u)|un =
∑
T∈Cn

w(T )

for all 1 ≤ n < p. Then

a(u)|up = −
∞∑
k=2

Fka(u)a(uq) · · · a(uq
k−1)

∣∣
up

= −
∞∑
k=2

Fk
∑

e1+···+ek=p

a(u)|ue1 · · · a(u)|uek q
∑k
i=1 (i−1)ei

=
∞∑
k=2

∑
e1+···+ek=p

(−Fk)
k∏
i=1

∑
T∈Cei

w(T )q(i−1)|T |

=
∞∑
k=2

∑
e1+···+ek=p

∑
T1∈Ce1 ...Tk∈Cek

w(

. . . TkT1 T2

)

=
∑
T∈Cp

w(T ).

Therefore a(u) = f(u).
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3 A closer look at Catalan trees

For any T ∈ C we define the crown of T , C(T ), recursively as follows. If T is a
height 0 or 1 tree then C(T ) = T . If T has height ≥ 2, write

T =

. . . TkT1 T2

.

Let r be the least index such that Tr has height ≥ 1. We set C(T ) = C(Tr).

If T ∈ C\{ } then C(T ) is the height 1 subtree of T consisting of the depth-
first occurring height-maximal internal vertex of T and its successors in T . We
will denote by D(T ) the tree derived from T by replacing C(T ) with an external
vertex.

We label the position of the external vertices of any tree T by 1,2, . . . ,
|T | in depth-first order. We denote by P (T ) the position of the depth-first
external vertex of C(T ) in T . These definitions are illustrated in Figure 3.1 and
Figure 3.2.

P ( T ) = 4

C ( T ) =

1

3

4 5

2

6

7

8

9 1 0 1 1

1 2

1 3 1 4

Figure 3.1: C(T ) and P (T )

The statistics P (T ) and P (D(T )) are related as follows.

Lemma 3.1. For any tree T in C we have

P (T ) ≤ P (D(T )) + |C(D(T ))| − 1. (3.1)
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1
2

3 4 5

6

7 8 9

1 0

1 1 1 2

Figure 3.2: D(T )

Proof. If

T = or T =

. . .1 2 k

then C(T ) = T and D(T ) = . Therefore P (T ) = P (D(T )) = |C(D(T ))| = 1,
and (3.1) is true in this case.

Now let T be a height ≥ 2 tree. Write

T =

. . . TkT1 T2

.

Let r be least such that ht(Tr) > 0. Then we may write

T =

1 Tr T
k.  .  ..  .  . r - 1

and D(T ) =

1 . . . . . . TkD ( T   )rr - 1

.

Suppose ht(Tr) = 1. Then C(T ) = C(Tr) = Tr and P (T ) = r. There are two
cases to consider.

Case 1. ht(D(T )) = 1. In this case we have

C(D(T )) = D(T ) =

. . .1 2 k

,
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P (D(T )) = 1, and

P (T ) = r ≤ k = P (D(T )) + |C(D(T ))| − 1.

Case 2. ht(D(T )) > 1. We are assuming that ht(Tr) = 1, hence D(Tr) = ,
and there must be a least index s > r such that ht(Ts) > 0. This implies
C(D(T )) = C(Ts) and P (D(T )) ≥ s. Therefore

P (T ) = r < s ≤ P (D(T )) ≤ P (D(T )) + |C(D(T ))| − 1.

We prove the lemma in general by induction on ht(T ), having treated the
case ht(T ) ≤ 1 above. Assume (3.1) is true for all trees of height ≤ a. Let T be
a tree of height a+ 1. Write

T =

. . . TkT1 T2

.

Since the root (as does every internal vertex) has out-degree ≥ 2, ht(Ti) ≤ a for
each i. Let r be least such that ht(Tr) > 0. As before we may write

T =

1 Tr T
k.  .  ..  .  . r - 1

and D(T ) =

1 . . . . . . TkD ( T   )rr - 1

.

We have C(T ) = C(Tr) and P (T ) = r − 1 + P (Tr). We may assume without
loss of generality that ht(Tr) > 1, having treated the case ht(Tr) = 1 above.
This allows us to write ht(D(Tr)) > 0, C(D(T )) = C(D(Tr)), and P (D(T )) =
r − 1 + P (D(Tr)). By the induction hypothesis we have

P (Tr) ≤ P (D(Tr)) + |C(D(Tr))| − 1.

Therefore

P (T ) = r − 1 + P (Tr)

≤ r − 1 + P (D(Tr)) + |C(D(Tr))| − 1

= P (D(T )) + |C(D(T ))| − 1.

This completes the proof.

Let N be a height 1 tree. We denote by T∨aN the tree obtained by replacing
the ath external vertex of T in depth first order byN . We will need the following
result.
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Lemma 3.2. With notation as above, let S = T ∨a N , where a ≤ P (T ) +
|C(T )| − 1. Then C(S) = N .

Proof. By induction on ht(T ). The case ht(T ) ≤ 1 is trivial. Consider ht(T ) >
1. Write

T =

. . . TkT1 T2

.

Let r be the least index such that ht(Tr) > 0. Then we may write

T =

1 Tr T
k.  .  ..  .  . r - 1

.

Clearly C(S) = N in case a < r.

Now suppose we have

r ≤ a ≤ P (T ) + |C(T )| − 1.

Since the depth-last external vertex of C(T ) occupies position

P (T ) + |C(T )| − 1

within T , and C(T ) is found in Tr, N must be attached to Tr. Moreover,
regarding Tr as an independent tree, N is attached to Tr at position a− r + 1.
Write Sr = Tr ∨a−r+1 N . Then we may write

S =

1 S r T
k.  .  ..  .  . r - 1

.

We have P (T ) = r − 1 + P (Tr) and C(T ) = C(Tr), hence

a− r + 1 ≤ (P (T ) + |C(T )| − 1)− r + 1 = P (Tr) + |C(Tr)| − 1.

Since ht(Tr) < ht(T ), by the induction hypothesis we must have C(Sr) = N .
Since C(S) = C(Sr), we are done.

We may q-label the external vertices of a tree T with positive integers in
such a way that its q-weight is

wq(T ) = q sum of labels in T .
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The labelling is defined by induction on the height of a tree.

Label the height 0 tree by 0. Having labelled the external vertices of all trees
of height a or less, we label any height a+ 1 tree

T =

. . . TkT1 T2

by increasing every label in Ti by i− 1 for each i. The sum of the labels in T is

k∑
i=1

(i− 1)|Ti|+ sum of labels in Ti.

Set

wL(T ) = q sum of labels in T .

We have

wL( ) = 1,

wL(

. . . TkT1 T2

) = q
∑k
i=1 (i−1)|Ti|+ sum of labels in Ti

=
k∏
i=1

q(i−1)|Ti|wL(Ti),

hence wL(T ) = wq(T ) for all T .

The q-labelling of the tree shown in Figure 3.1 is depicted in Figure 3.3.

An important fact about the q-weight of a tree is recorded in the following
lemma.

Lemma 3.3. For any T in C, wq(T ) and wq(D(T )) are related by the equation

wq(T ) = wq(D(T ))q(P (T )−1)(|C(T )|−1)+(|C(T )|
2 ). (3.2)

Proof. It will suffice to show that the depth-first q-label on C(T ) in T is P (T )−1.
If this is true then the labels on C(T ) are

P (T )− 1, (P (T )− 1) + 1, . . . , (P (T )− 1) + |C(T )| − 1,

hence the sum of the labels on C(T ) is

(P (T )− 1)|C(T )|+

(
|C(T )|

2

)
.
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0
1

2

3 4 5

4

3

4 5 6

3

4 5

Figure 3.3: q-Labels

This contribution to the exponent of q in wq(T ) is replaced by P (T ) − 1 in
wq(D(T )), since D(T ) is obtained from T by replacing the crown by a single
external vertex. Hence

sum of labels in T =

sum of labels in D(T ) − (P (T )− 1) + (P (T )− 1)|C(T )|+

(
|C(T )|

2

)
=

sum of labels in D(T) + (P (T )− 1)(|C(T )| − 1) +

(
|C(T )|

2

)
.

This implies (3.2).

We show that the depth-first q-label on C(T ) in T is P (T )− 1 by induction
on |D(T )|. If |D(T )| = 1 then

T = or T =

. . .1 2 k

.

In either case C(T ) = T , hence P (T ) = 1 and the depth-first label of C(T ) is
0 = P (T )− 1.

Now assume that for all T such that |D(T )| ≤ a, the depth-first q-label on
C(T ) in T is P (T )− 1. Let T be a tree with |D(T )| = a+ 1. Write

T =

. . . TkT1 T2

.
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Since |D(T )| > 1, it must be true that some Ti has height ≥ 1. Let r be least
such that ht(Tr) ≥ 1. Then T may be expressed in the form

1 Tr T
k.  .  ..  .  . r - 1

.

We have |D(Tr)| ≤ a. By the induction hypothesis, the depth-first q-label on
C(Tr) in Tr (regarded as an independent tree, not a subtree of T ) is P (Tr)− 1.
By the way q-labelling is defined, the q-labels on Tr as a subtree of T are obtained
by increasing each of the q-labels of Tr as an independent tree by r − 1. Hence
the depth-first q-label on C(Tr) in T is P (Tr)+r−2. But P (T ) = r−1+P (Tr),
therefore the depth-first q-label on C(Tr) in T is P (T )−1. Since C(T ) = C(Tr),
we are done.

On occasion we will identify Ck, the cartesian product of k copies of the set
C, with the set of all Catalan trees whose root branches out to k subtrees. In
this context we have

P (T1, . . . , Tk) = P (

. . . TkT1 T2

)

and

|(T1, . . . , Tk)| = |T1|+ · · ·+ |Tk|.

Given

T =

. . . TkT1 T2

we define the statistic

B(T ) =

{
0 if T1 = · · · = Tk = ,
max{i : Ti 6= } otherwise.

We also set

B(T1, . . . , Tk) = B(

. . . TkT1 T2

)

for any (T1, . . . , Tk) ∈ Ck.
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4 Proof of Equation 1.4

We will prove 1.4 for all k ≥ 2, the case k = 1 having been treated in Section 2.
We denote by N the set of height 1 trees (nests). For each k ≥ 2 let Rk be the
set of composite objects defined by

Rk = {(N,T ) : N ∈ N k, T ∈ C|N |}.

For each composite object (N,T ) ∈ Rk we define a scalar-weightWs(N,T ) and a
q-weight Wq(N,T ) as follows. Write N = (N1, . . . , Nk) and T = (T1, . . . , T|N |).
Say |Ni| = ei for each i. We set

Ws(N,T ) =
k∏
i=1

Fei

|N |∏
j=1

ws(Tj)

and

Wq(N,T ) =
k∏
i=1

q−(i−1)ei · wq(T ).

We also set

W (N,T ) = Ws(N,T )Wq(N,T ).

Lemma 4.1. ∑
(N,T )∈Rk

W (N,T )u|T | =

∞∑
p=k

F (u)F (u/q) · · ·F (u/qk−1)
∣∣
up f(u)f(uq) · · · f(uqp−1).

Proof. Observe that

W (N,T ) =
k∏
i=1

Feiq
−(i−1)ei

|N |∏
j=1

w(Tj)q
(j−1)|Tj |.

Hence ∑
(N,T )∈Rk

W (N,T )u|T | =
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∞∑
p=k

∑
e1+···+ek=p

∑
T1,...,Tp∈C

k∏
i=1

Feiq
−(i−1)ei

p∏
j=1

w(Tj)q
(j−1)|Tj |u|Tj | =

∞∑
p=k

∑
e1+···+ek=p

k∏
i=1

Feiq
−(i−1)ei

p∏
j=1

∑
T∈C

w(T )q(j−1)|T |u|T | =

∞∑
p=k

F (u)F (u/q) · · ·F (u/qk−1)
∣∣
up f(u)f(uq) · · · f(uqp−1).

Let Nk denote the vector (

k︷ ︸︸ ︷
, , . . . , ). Then W (Nk, Nk) = 1 and |Nk| = k.

In order to prove (1.4), we partition the set R′k = Rk\{(Nk, Nk)} into two
disjoint sets R+

k and R−k , and exhibit a sign reversing involution θ on R′k which
maps R+

k onto R−k . That is, θ2 = identity and

W (θ(N,T )) = −W (N,T ). (4.1)

This will give us ∑
(N,T )∈Rk

W (N,T )u|T | = W (Nk, Nk)u
|Nk| = uk. (4.2)

We then combine this result with Lemma 4.1.

We set

R+
k = {(N,T ) ∈ Rk\{(Nk, Nk)} : B(T ) ≤ |N | − P (N) + 1 and N 6= Nk}

and

R−k = {(N,T ) ∈ Rk\{(Nk, Nk)} : B(T ) > |N | − P (N) + 1 or N = Nk}.

We will actually construct two maps,

θ+ : R+
k → R

−
k and θ− : R−k →R

+
k ,

and show θ−θ+ = θ+θ− = identity.

It is helpful to visualize composite objects in Rk as marked trees. Let
(N,T ) ∈ Rk be given. Write N = (N1, . . . , Nk) and T = (T1, . . . , T|N |). We

may form a single tree by placing each non-trivial Ti on top of the ith external
vertex of the tree

. . . N
kN1 N2

.
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We mark the tree by distinguishing N .

For example, let

N =

(
, , , , ,

)
,

T =

(
, , , , , , , , , ,

)
.

We identify (N,T ) with the marked tree in Figure 4.1.

Figure 4.1: (N,T )

This particular tree lies in R+
6 : we have |N | = 11, P (N) = 3, and B(T ) = 9,

therefore
B(T ) ≤ |N | − P (N) + 1.

The maps θ+ and θ− are defined as follows. The reader may wish to
consult Figures 4.3–4.5 at this point for an illustration of the action of θ+.
Let (N,T ) ∈ Rk be given. As before, we write N = (N1, . . . , Nk) and =
(T1, . . . , T|N |). We can regard N as a height ≤ 2 tree with a base branching out

to k subtrees. Suppose (N,T ) ∈ R+
k . Then

B(T ) ≤ |N | − P (N) + 1 and N 6= Nk.

We set

θ+(N,T ) = (θ+
1 (N,T ), θ+

2 (N,T )),
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where

θ+
1 (N,T ) = D(N),

θ+
2 (N,T ) = (T1, . . . , T|N |−|C(N)|−P (N)+1,

S S1 |C(N)|
.  .  .

,

P (N)−1︷ ︸︸ ︷
, . . . , ),

and

Si = T|N |−|C(N)|−P (N)+1+i for 1 ≤ i ≤ |C(N)|.

Observe that the depth-last vertex of C(N) occupies position P (N)+ |C(N)|−1
within N , hence P (N) + |C(N)| − 1 ≤ |N |. Therefore θ+ is well-defined in so
far as |N | − |C(N)| − P (N) + 1 ≥ 0.

Lemma 4.2. With notation as above, the composite object θ+(N,T ) lies in
R−k .

Proof. This is clear if D(N) = Nk. If D(N) 6= Nk, we must verify

B(θ+
2 (N,T )) > |D(N)| − P (D(N)) + 1. (4.3)

By construction we have B(θ+
2 (N,T )) = |N |−|C(N)|−P (N)+2. We also have

|D(N)| = |N | − |C(N)|+ 1. Hence (4.3) is equivalent to

|N | − |C(N)| − P (N) + 2 > |N | − |C(N)|+ 1− P (D(N)) + 1,

that is P (D(N)) > P (N). But this is clear because the restriction D(N) 6= Nk
means that N must be a height 2 tree with at least two nests at height one.
The crown of N is the depth-first nest at height one in N . The crown of D(N)
is the depth-second nest at height one in N . See Figure 4.2.

C(N)

P(N)=2

C(D(N))

P(D(N) )=4

Figure 4.2: N versus D(N)
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We now define θ−. Consider (N,T ) ∈ R−k . Then B(T ) > |N | − P (N) +
1 or N = Nk.

Claim: B(T ) > 0. This is clear if N = Nk, for then T 6= Nk. If N 6= Nk, then
we must have

B(T ) > |N | − P (N) + 1 ≥ 1.

Hence we may write

T = (T1, . . . , TB(T )−1,

S S1 b
. .  .

,

|N |−B(T )︷ ︸︸ ︷
, . . . , )

for some S1, . . . , Sb ∈ C. We set

θ−(N,T ) = (θ−1 (N,T ), θ−2 (N,T )),

where θ−1 (N,T ) is obtained by replacing N|N |−B(T )+1 by the nest

1 b. .  .

in N , and

θ−2 (N,T ) = (T1, . . . , TB(T )−1, S1, . . . , Sb,

|N |−B(T )︷ ︸︸ ︷
, . . . , ).

Lemma 4.3. With notation as above, the composite object θ−(N,T ) lies in
R+
k .

Proof. Clearly θ−1 (N,T ) 6= Nk. We must verify

B(θ−2 (N,T )) ≤ |θ−1 (N,T )| − P (θ−1 (N,T )) + 1. (4.4)

Note that if N=Nk, then the crown of θ−1 (N,T ) is the nest

1 b. .  .

.

If N 6= Nk, then the condition

B(T ) > |N | − P (N) + 1

forces

P (N) > |N | −B(T ) + 1,
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and the crown of θ−1 (N,T ) is again the nest

1 b. .  .

.

In either case, we have

P (θ−1 (N,T )) = |N | −B(T ) + 1.

We also have

|θ−1 (N,T )| = |N |+ b− 1.

Hence the inequality (4.4) is equivalent to

B(θ−2 (N,T )) ≤ b+B(T )− 1.

This inequality is true because Sb occupies coordinate b+B(T )−1 in θ−2 (N,T ).

In order to see that θ−θ+ = θ+θ− = identity, it is useful to look at an
example. Consider the composite object (N,T ) ∈ R+ depicted in Figure 4.1.
The action of θ+ on (N,T ) is the following. Write (N,T ) as an exploded diagram
by separating the non-trivial trees in T from N and recording their relative
positions in depth-first order. See Figure 4.3.

1

54
9

Figure 4.3: (N,T ) exploded

Remove C(N) from N and reattach at the external vertex of D(N) located
by walking back P (N) positions from the depth-last external vertex. Call this
new tree I(N). See Figure 4.4. The relocated nest is labelled R.
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1

5

I (N )

4

9

R

Figure 4.4: I(N)

The position of R on D(N) is

|D(N)| − P (N) + 1 = |N | − |C(N)| − P (N) + 2.

R forms the base for a tree in θ+
2 (N,T ). To obtain θ+(N,T ) we reattach the

non-trivial trees of T at the same relative positions on I(N). See Figure 4.5.

Since the depth-last external vertex on R occupies position

(|N | − |C(N)| − P (N) + 2) + (|C(N)| − 1) = |N | − P (N) + 1 ≥ B(T )

within I(N), none of the non-trivial trees in T clear R. Therefore R is the base
for the depth-last non-trivial tree sitting on D(N) in θ+(N,T ), and

B(θ+
2 (N,T )) = |N | − |C(N)| − P (N) + 2.

The action of θ− reverses this procedure. The base R is removed and then
replaced on D(N) at position

|θ+
1 (N,T )| −B(θ+

2 (N,T )) + 1 =

(|N | − |C(N)|+ 1)− (|N | − |C(N)| − P (N) + 2) + 1 = P (N).

Therefore N is recovered. The non-trivial trees among

T1, . . . , TB(T )
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Figure 4.5: θ+(N,T )

are replaced on N in the same relative positions they occupied on I(N). Hence
T is recovered.

The action of θ− in general is to take the base

1 b. .  .

of

TB(T ) =

S S1 b
. .  .

and replace it on N at position |N | −B(T )+ 1, forming the crown of θ−1 (N,T ).
The non-trivial trees among

T1, . . . , TB(T )−1, S1, . . . , Sb

are replaced on θ−1 (N,T ) at the same relative positions. θ+ reverses this proce-
dure: I(θ−1 (N,T )) is obtained from θ−1 (N,T ) by removing

C(θ−1 (N,T )) =

1 b. .  .

from θ−1 (N,T ) and replacing it on D(θ−1 (N,T )) at position

|θ−1 (N,T )| − |C(θ−1 (N,T ))| − P (θ−1 (N,T )) + 2 =
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(|N |+ b− 1)− b− (|N | −B(T ) + 1) + 2 = B(T ).

Hence N and the base of TB(T ) are recovered. T is recovered when the non-
trivial trees among

T1, . . . , TB(T )−1, S1, . . . , Sb

are replaced on N .

The next two Lemmas show that θ is a sign-reversing, q-weight-preserving in-
volution. It will suffice to show that θ+ is sign-reversing and q-weight-preserving.

Lemma 4.4.

Ws(θ
+(N,T )) = −Ws(N,T ).

Proof. Write N = (N1, . . . , Nk) and T = (T1, . . . , T|N |). Recall that

θ+(N,T ) = (θ+
1 (N,T ), θ+

2 (N,T )),

where

θ+
1 (N,T ) = D(N),

θ+
2 (N,T ) = (T1, . . . , T|N |−|C(N)|−P (N)+1,

S S1 |C(N)|
.  .  .

,

P (N)−1︷ ︸︸ ︷
, . . . , ),

and
Si = T|N |−|C(N)|−P (N)+1+i for 1 ≤ i ≤ |C(N)|.

For any S = (S1, . . . , Sk) ∈ Ck let V kI (S) denote the set of internal vertices
of the trees S1, S2, . . . , Sk. Then

Ws(N,T ) =

( ∏
v∈V kI (N)

Fd(v)

)( ∏
v∈V kI (T )

(−Fd(v))

)

and

Ws(θ
+(N,T )) =

( ∏
v∈V kI (D(N))

Fd(v)

)( ∏
v∈V kI (θ+

2 (N,T ))

(−Fd(v))

)
,

where d(v) is the out-degree of v. V kI (D(N)) is obtained from V kI (N) by re-
moving the root of C(N). V kI (θ+

2 (N,T )) is obtained from V kI (T ) by adding
the root of C(N) in its new position in θ+

2 (N,T ). Hence the factor F|C(N)| in
Ws(N,T ) is replaced by −F|C(N)| in Ws(θ

+(N,T )). Therefore Ws(θ
+(N,T )) =

−Ws(N,T ).
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Lemma 4.5.
Wq(θ

+(N,T )) = Wq(N,T ).

Proof. We have

Wq(N,T ) = q−0|N1|−1|N2|−···(P (N)−1)|C(N)|−···−(k−1)|Nk|

×wq(

T T. . .1 a . .  .a + 1 | N |

)

and

Wq(θ
+(N,T )) = q−0|N1|−1|N2|−···−(P (N)−1)·1−···−(k−1)|Nk|

×wq(

T .  .  . T

T .  .  . T

b + 2 .  .  . | N | - | C ( N ) | + 1
1 b

b + 1 a

),

where a = |N | − P (N) + 1 ≥ B(T ) and b = |N | − |C(N)| − P (N) + 1. Note
that T1, . . . , Ta have the same q-labels in both

A =

T T. . .1 a . .  .a + 1 | N |

and

B =

T .  .  . T

T .  .  . T

b + 2 .  .  . | N | - | C ( N ) | + 1
1 b

b + 1 a

.

Hence

wq(A) =
a∏
i=1

wq(Ti)q
(i−1)|Ti|q

∑|N|
i=a+1 (i−1)

=
a∏
i=1

wq(Ti)q
(i−1)|Ti|q(

|N|
2 )−(|N|−P(N)+1

2 )
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and

wq(B) =
a∏
i=1

wq(Ti)q
(i−1)|Ti|q

∑|N|−|C(N)|+1
i=b+2 (i−1)

=
a∏
i=1

wq(Ti)q
(i−1)|Ti|q(

|N|−|C(N)|+1
2 )−(|N|−|C(N)|−P(N)+2

2 ).

Therefore

Wq(N,T )

Wq(θ+(N,T ))
=

q−(P (N)−1)(|C(N)|−1)+(|N|2 )−(|N|−P(N)+1
2 )−(|N|−|C(N)|+1

2 )+(|N|−|C(N)|−P(N)+2
2 ) = 1.

Lemmas 4.4 and 4.5 taken together yield equations (4.1) and (4.2), hence we
have completed the proof of equation (1.4).

5 Proof of Equation 1.5

For each k ≥ 1 let Sk be the set of composite objects defined by

Sk = {(T,N) : T ∈ Ck and N ∈ N |T |},

where as before N is the set of height one trees. For each composite object
(T,N) ∈ Sk we define a scalar weight W ′s(T,N) and a q-weight W ′q(T,N) as
follows. Write T = (T1, . . . , Tk) and N = (N1, . . . , N|T |). Say |Ni| = ei for each
i. We set

W ′s(T,N) =
k∏
i=1

ws(Ti)

|T |∏
j=1

Fej

and

W ′q(T,N) = wq(T )

|T |∏
j=1

q−(j−1)ej .

We also set

W ′(T,N) = W ′s(T,N)W ′q(T,N).
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Lemma 5.1. ∑
(T,N)∈Sk

W ′(T,N)u|N | =

∞∑
p=k

f(u)f(uq) · · · f(uqk−1)
∣∣
up F (u)F (u/q) · · ·F (u/qp−1).

Proof. Observe that

W ′(T,N) =
k∏
i=1

w(Ti)q
(i−1)|Ti|

|T |∏
j=1

Fej q
−(j−1)ej .

Hence ∑
(T,N)∈Sk

W ′(T,N)u|N | =

∞∑
p=k

∑
(T1,...,Tk)∈Cp

∑
e1,...,ep≥1

k∏
i=1

w(Ti)q
(i−1)|Ti|

p∏
j=1

Fej q
−(j−1)ejuej =

∞∑
p=k

k∏
i=1

(∑
T∈C

w(T )q(i−1)|T |u|T |
)∣∣∣∣∣
up

p∏
j=1

∞∑
r=1

Frq
−(j−1)rur =

∞∑
p=k

f(u)f(uq) · · · f(uqk−1)
∣∣
up F (u)F (u/q) · · ·F (u/qp−1).

As before, let Nk denote the vector (

k︷ ︸︸ ︷
, , . . . , ). Then W ′(Nk, Nk) = 1. In

order to prove (1.5), we partition the set Sk\{(Nk, Nk)} into two disjoint sets
S+
k and S−k and exhibit a sign-reversing involution φ which maps S+

k onto S−k .
This will give us ∑

(T,N)∈Sk

W ′(T,N)u|N | = W ′(Nk, Nk)u
|Nk| = uk. (5.1)

We then combine this result with Lemma 5.1

We set

S+
k = {(T,N) ∈ Sk\{(Nk, Nk)} : |T | − |C(T )| − P (T ) + 2 > B(N)}
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and

S−k = {(T,N) ∈ Sk\{(Nk, Nk)} : |T | − |C(T )| − P (T ) + 2 ≤ B(N)}.

We will actually construct two maps,

φ+ : S+
k → S

−
k and φ− : S−k → S

+
k ,

and show φ−φ+ = φ+φ− = identity.

As before it is helpful to visualize composite objects as marked trees. Let
(T,N) ∈ Sk be given. Write T = (T1, . . . , Tk) and N = (N1, . . . , N|T |). We

may form a single tree by placing each non-trivial Ni on top of the ith external
vertex of the tree

. . . TkT1 T2

.

We mark the tree by distinguishing T .

For example, let

T =

(
, , , ,

)
,

N =

(
, , , , , , , , , , , , , , ,

)
We identify (T,N) with marked tree in Figure 5.1. This particular tree lies in

S+
5 : we have |T | = 16, P (T ) = 3, |C(T )| = 3, and B(N) = 7, therefore

|T | − |C(T )| − P (T ) + 2 > B(N).

The maps φ+ and φ− are defined as follows. (The reader may wish to
consult Figures 5.2–5.4.) Let (T,N) ∈ Sk be given. Write T = (T1, . . . , Tk) and
N = (N1, . . . , N|T |). We can regard T as a tree whose root branches out to k

subtrees. Suppose (T,N) ∈ S+
k . Then

|T | − |C(T )| − P (T ) + 2 > B(N).

We set

φ+(T,N) = (φ+
1 (T,N), φ+

2 (T,N)),

where

φ+
1 (T,N) = D(T ),
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Figure 5.1: (T,N)

φ+
2 (T,N) = (

|D(T )|︷ ︸︸ ︷
N1, . . . , NB(N), , . . . , C(T ), . . . , ),

and C(T ) is in position

|T | − |C(T )| − P (T ) + 2.

φ+ is well-defined because

|D(T )| = |T | − |C(T )|+ 1 ≥ |T | − |C(T )| − P (T ) + 2 > B(N).

Lemma 5.2. With notation as above, φ+(T,N) lies in S−k .

Proof. We need to verify

|D(T )| − |C(D(T ))| − P (D(T )) + 2 ≤ B(φ+
2 (T,N)). (5.2)

We have

|D(T )| = |T | − |C(T )|+ 1

and

B(φ+
2 (T,N)) = |T | − |C(T )| − P (T ) + 2,

hence (5.2) is equivalent to

P (T ) ≤ P (D(T )) + |C(D(T ))| − 1.

But this is true by Lemma 3.1
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Now suppose (T,N) ∈ S−k . Then

|T | − |C(T )| − P (T ) + 2 ≤ B(N).

We set

φ−(T,N) = (φ−1 (T,N), φ−2 (T,N)),

where

φ−1 (T,N) = T ∨|T |−B(N)+1 NB(N)

and

φ−2 (T,N) = (N1, . . . ,

omit︷ ︸︸ ︷
NB(N) ,

|NB(N)|︷ ︸︸ ︷
, . . . , ).

Recall that T ∨aN is the result of attaching N to T at external vertex a. Note
that

|T | ≥ P (T ) + |C(T )| − 1

implies

B(N) ≥ |T | − |C(T )| − P (T ) + 2 ≥ 1.

Lemma 5.3. With notation as above, φ−(T,N) lies in S+
k .

Proof. We must verify

|φ−1 (T,N)| − |C(φ−1 (T,N))| − P (φ−1 (T,N)) + 2 > B(φ−2 (T,N)). (5.3)

We have

|φ−1 (T,N)| = |T |+ |NB(N)| − 1.

The condition

|T | − |C(T )| − P (T ) + 2 ≤ B(N)

forces

|T | −B(N) + 1 ≤ P (T ) + |C(T )| − 1.

By Lemma 3.2 this implies

C(φ−1 (T,N)) = NB(N).
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Therefore

P (φ−1 (T,N)) = |T | −B(N) + 1.

Hence (5.3) is equivalent to

(|T |+ |NB(N)| − 1)− |NB(N)| − (|T | −B(N) + 1) + 2 > B(φ−2 (T,N)),

that is

B(N) > B(φ−2 (T,N)).

But this is true by construction.

In order to see that φ−φ+ = φ+φ− = identity, it is again useful to have
an example in mind. Consider the composite object (T,N) ∈ S+

k depicted in
Figure 5.1. The action of φ+ on (T,N) is the following. Write (T,N) as an
exploded diagram by separating the non-trivial trees in N from T and recording
their relative positions in depth-first order. See Figure 5.2.

1

2

7

Figure 5.2: (T,N) exploded

Remove C(T ) from T and reattach as part of φ+
2 (T,N) at the external vertex

of D(T ) located by walking back P (T ) positions from the depth-last external
vertex. See Figure 5.3. The relocated nest is labelled S.

The position of S on D(T ) is

|D(T )| − P (T ) + 1 = |T | − |C(T )| − P (T ) + 2 > B(N).
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1

2

7

S

Figure 5.3: relocated nest

Hence the non-trivial nests of N may be reattached to D(T ) in their same
relative positions, all to the left of S in depth-first order. The result is φ+(T,N).
See Figure 5.4. Note that we now have

B(φ+
2 (T,N)) = |T | − |C(T )| − P (T ) + 2.

The action of φ− reverses this procedure. The nest S is removed and replaced
on D(T ) at position

|D(T )| −B(φ+
2 (T,N)) + 1 =

(|T | − |C(T )|+ 1)− (|T | − |C(T )| − P (T ) + 2) + 1 = P (T ).

Hence T is recovered. The non-trivial nests among

N1, . . . , NB(N)

are then replaced in the same relative positions. Hence N is recovered.

The action of φ− in general is to remove NB(N) and replace it on T at
position

|T | −B(N) + 1,

forming the crown of φ−1 (T,N). The remaining non-trivial nests of N are placed
on φ−1 (T,N) in the same relative positions. φ+ reverses this procedure: the
crown

C(φ−1 (T,N)) = NB(N)
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Figure 5.4: φ+(T,N)

is removed and replaced as a nest on

D(φ−1 (T,N)) = T

at position

|φ−1 (T,N)| − |C(φ−1 (T,N))| − P (φ−1 (T,N)) + 2 =

(|T |+ |NB(N)| − 1)− |NB(N)| − (|T | −B(N) + 1) + 2 = B(N).

The rest of the non-trivial nests of N are then placed on T in the same relative
positions. Hence (T,N) is recovered.

We now show

W ′(φ+(T,N)) = −W ′(T,N). (5.4)

We clearly have

W ′s(φ
+(T,N)) = −W ′s(T,N) (5.5)

because, arguing as in Lemma 4.4, the factor −F|C(N)| in W
′
s(T,N) is replaced

by F|C(N)| in W
′
s(φ

+(T,N)).

Lemma 5.4. With notation as above, W ′q(φ
+(T,N)) = W ′q(T,N).
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Proof. We have

W ′q(T,N) = wq(T )

|T |∏
i=1

q−(i−1)|Ni|

= wq(T )

B(N)∏
i=1

q−(i−1)|Ni| · q−
∑|T |
j=B(N)+1

(j−1)

= wq(T )

B(N)∏
i=1

q−(i−1)|Ni| · q−(|T |2 )+(B(N)
2 )

Now

φ+(T,N) = (D(T ), φ+
2 (T,N)),

where

φ+
2 (T,N)) = (

|D(T )|︷ ︸︸ ︷
N1, . . . , NB(N), , . . . , C(T ), . . . , )

and C(T ) is in position

|T | − |C(T )| − P (T ) + 2.

Hence

W ′q(φ
+(T,N)) =

wq(D(T ))

B(N)∏
i=1

q−(i−1)|Ni|

×q−
∑|D(T )|
j=B(N)+1

(j−1) + |T |−|C(T )|−P (T )+2−1

×q−(|T |−|C(T )|−P (T )+2−1)|C(T )|

= wq(D(T ))

B(N)∏
i=1

q−(i−1)|Ni| · q−(|D(T )|
2 )+(B(N)

2 )−(|T |−|C(T )|−P (T )+1)(|C(T )|−1).

Hence

W ′q(T,N)

W ′q(φ
+(T,N))

=

wq(T )

wq(D(T ))
q−(|T |2 )+(|D(T )|

2 )+(|T |−|C(T )|−P (T )+1)(|C(T )|−1) =
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wq(T )

wq(D(T ))
q−(|T |2 )+(|T |−|C(T )|+1

2 )+(|T |−|C(T )|−P (T )+1)(|C(T )|−1).

By Lemma 3.3,

wq(T )

wq(D(T ))
= q(P (T )−1)(|C(T )|−1)+(|C(T )|

2 ).

Hence

W ′q(T,N)

W ′q(φ
+(T,N))

= q−(|T |2 )+(|T |−|C(T )|+1
2 )+(|T |−|C(T )|)(|C(T )|−1)+(|C(T )|

2 ) = 1.

Combining equation (5.5) with Lemma 5.4, we arrive at equation (5.4). This
yields (5.1) and completes the proof of (1.5).

6 Conclusion

In the course of proving Theorem 1.1 we have discovered some properties of
Catalan trees. While there may be many sign-reversing involutions giving rise
to a bijective proof of equations (1.4) and (1.5) when q = 1, it appears that
only two of these are invariant with respect to the q-labelling of trees. In [17]
the author derived the Rogers-Ramanujan type identity

∞∑
k=0

(−q2; q4)kq
k2

(q4; q4)k(q; q2)k
=

(−q4; q8)∞
(q; q2)∞

,

which has a ready interpretation in terms of partitions. This identity was derived
by replacing q by q2 and u by −q in

∞∑
k=0

(−q; q2)k(−1)kq(
k
2)uk

(q2; q2)k(−u; q)k
=

(−u2q; q4)∞
(−u; q)∞

.

The latter identity was derived as an example of q-functional composition, and
the left-hand side can be expressed combinatorially in terms of weighted Catalan
trees. It would be fruitful to seek bijective proofs for identities such as these for
the information they contain about trees in addition to partitions and Ferrers
diagrams.
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