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Abstract

This note considers the problem of sampling from the set of weighted indepen-
dent sets of a graph with maximum degree A. For a positive fugacity A, the weight
of an independent set o is Al°l. Luby and Vigoda proved that the Glauber dynam-
ics, which only changes the configuration at a randomly chosen vertex in each step,
has mixing time O(nlogn) when A < <2 for triangle-free graphs. We extend their

approach to general graphs.

1 Introduction

Given a graph G = (V, F') with maximum degree A, we are interested in sampling from the
set 2 of independent sets weighted by a positive fugacity A. The weight of an independent
set o is w(o) = A7l Our focus is the associated probability measure

w(o)

o) = o)

This corresponds to the hard-core lattice gas model from statistical physics (e.g., see [4]).
We study the Glauber dynamics, a very simple Markov Chain whose stationary dis-
tribution is the desired distribution. The transitions of the chain consist of selecting a
vertex uniformly at random and modifying the configuration only at the chosen vertex.
The goal is to analyze the time required for the dynamics to get close to its stationary
distribution, known as its mizing time (formally defined in Section 2).
Luby and Vigoda [5] proved the Glauber dynamics has mixing time O(nlogn) when
2

A < x= on any triangle-free graph. This result was extended to general graphs in a
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preliminary version of this note [7] (the proof presented here is simpler than the original
version). An alternative approach was pursued by Dyer and Greenhill who analyzed a
slightly different, though also quite simple, chain (roughly speaking, they consider the
Glauber dynamics with an extra slide-type move). They prove O(nlogn) mixing time
of their dynamics for the same range of A\ for all graphs. Dyer and Greenhill [3] and
Randall and Tetali [6] show that bounds on the mixing time of this modified dynamics
imply bounds on the mixing time of the original Glauber dynamics. (See the remark at
the end of Section 3 for a discussion regarding the case A = z%5.)

Before stating our main theorem we formally define the Markov chain for the Glauber
dynamics. For the purposes of the proof, the chain is defined on the set of all subsets of
V', not just independent sets. It will soon be clear that the results hold for the identical
chain only defined on the set of independent sets. Given a configuration o, C V', the

transitions o; — 0,41 of the dynamics are as follows:

e Choose a vertex v uniformly at random from V.

e With probability 1%\, attempt to add v into the configuration. Specifically, let
o' = o U {v}. If no neighbors of v are in the configuration ¢’, then set oy1 = o,
otherwise set 0,11 = 0.

e With probability 1%\, remove v from the configuration, i.e., set oy = oy \ {v}.

Observe that if o, is an independent set, then o, is also an independent set. Therefore
if our initial configuration is an independent set then this chain behaves as if the state
space is solely the set of independent sets. Moreover, starting from an arbitrary set we
eventually reach an independent set. Thus the mixing time of this chain bounds the
mixing time of the chain with identical transition rules and whose state space is the set of
independent sets. Redefining the state space to the set of all subsets is a crucial element in
extending the original proof to graphs with triangles. The technique, first used by Bubley
and Dyer [1], is often used in analyzing Markov chains for sampling proper k-colorings.

Theorem 1 For an arbitrary graph G with mazimum degree A, the Glauber dynamics

has mizing time O(nlogn) when A < z%5.

In contrast, for A = 1 and all A > 6, Dyer, Frieze and Jerrum [2] proved there exists a
bipartite graph for which the mixing time of the Glauber dynamics is exponential in the
size of this graph.

2 Background

Consider a Markov chain (P, 2, ) where P denotes the transition matrix, {2 denotes the
state space, and 7w denotes the unique stationary distribution. Recall that the variation
distance between two distributions pu, v on 2 is defined as

drv(pv) = 3 3 In(e) = v(a)].

e
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We are interested in the mixing time 7T,,,;, defined as the time to get close to the stationary
distribution,

Toniz = max min{t : dpy (P (x,-),7(-)) < 1/e}.

We define a coupling in order to bound the mixing time. A coupling is a stochastic
process (oy,m¢) on 2 x Q such that each of the processes individually is a faithful copy
of the original Markov chain, and if o, = n; then oy.1 = 1:1. The goal is to define a
coupling so that they quickly coalesce regardless of their initial configuration. The time
at which they first coalesce bounds the mixing time.

Path coupling is an important tool in designing and analyzing a useful coupling. Using
path coupling it is sufficient to consider the coupling for only certain pairs of configura-
tions. Let S C 2 x Q where o ~ 7 denotes (o,7) € S. For g,n € (2, let p(o,n) denote the
set of simple paths p =0 ~71 ~ ... ~ 7, = 1.

Theorem 2 (Bubley and Dyer [1]) Let ® be an integer-valued metric defined on <2
which takes values in {0, ..., D} such that, for all o,n € 2, there ezists a path T € p(o,n)
with

®(o,n) = Z (73, Tig1).

Suppose there exists a constant 3 < 1 and a coupling (o, n;) of the Markov chain such
that, for all o, ~ n,

E[® (0141, me11)] < BR(0r, ).
Then the mixing time is bounded by

log(eD)

1-p

3 Analysis

We begin with a few definitions. Let 2’ denote the state space of the chain we analyze,
i.e., €V is the set of all subsets of vertex set V. For a configuration o C €2 and vertex
v € V where v € o, let 0, = 0 U{v}. Let I'(x) denote the set of neighbors of vertex z,
and A, = |['(x)|. Furthermore, let T'(v, w) denote the set of triangles containing both v
and w, i.e., T'(v,w) =I'(v) N '(w).

We say a neighbor w of v is blocked if w ¢ o and T'(w) No # 0. Let B,(v) denote
the set of blocked neighbors of v with respect to the pair of configurations o and o,.
Conversely, B,(v) = I'(v) \ B,(v). The distance for neighboring configurations is defined
as

AA
A +2°

®(0,0,) = A, — ¢|By(v)|, where c=
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For an arbitrary pair of configurations o, 7, the distance is defined as

®(o,n) = min D(75, Ti1)-

T€p(on) =

It is clear that the distance function is symmetric, non-negative, zero only when the
configurations are identical (since ¢ < 1), and satisfies the triangle inequality. Thus ® is
a metric as is required by the path coupling theorem.

Before proving the main theorem, we identify how the re-definition of the state space
to all subsets of vertex set V' is used in the proof. Consider a graph which is simply a
triangle on vertices v, w, x. For the pair of configurations o = {v},o’ = {w}, we need to
capture the notion that x is blocked with respect to o, o’. More precisely, we have

®(0,0') < e({v}, {v, w}) + ({w}, {v, w}) =2(2 - ¢).

In contrast, suppose the state space was was simply the set of independent sets. Since
{v, w} is not an independent set, we would instead have ®(o,0’) = 4. A similar calculation
is used in equation (3) of the proof.

Proof of Theorem 1:

Throughout the proof consider a pair of neighboring configurations o, o, (where v & o).
For o, = 0,n, = 0, let E[A®] = E[®(0411, Ni11)|0t, 1] — P04, ;). Let w denote a neighbor
of v and x a vertex distance two from v, i.e., x € I'(I'(v)) \ I'(v).

The coupling is simply the identity, i.e., each configuration attempts the same move
at every step. It will be useful to consider the effect of individual moves. Towards this
end, we introduce the following definition,

E[AT*®] = E[A®| both Markov chains attempt to add z at time t].

Similarly define E[A™*®] for the move which attempts to remove z from both sets, and
denote the net effect of all moves on z as follows,

(14 \)E[A*D] = AE[AT2®] + E[A D).

Since the distance can only change if a move occurs on v, some w, or some x, we then
have that

(1 + NE[AS] = (1+ NE[A"S] + (1+ 1) Y E[AYS] + (1+3) Y E[A™]. (1)

We can now analyze the effect of individual moves. Consider a move which:
Transitions on v:

Attempting to remove v always works in both sets, however it can only be added if
I'(v)No = (). If such moves are successful then both configurations are identical, thus the
distance decreases by ®; = —A, + ¢|B,(v)|. More formally we have the following,

(1+ N (=A, +¢[B,(v)]) iT(w)No=0

(1+ N E[A"®] = { —A, + ¢|B,(v)] otherwise (2)
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Transitions on w, a neighbor of v:

Consider the move that attempts to add w into both configurations. Clearly this does
not effect things when w € o. Similarly when w is blocked, the move does not work in
either chain. In the remaining case of w & o, w € B,(v), the move succeeds in exactly one
of the chains resulting in o moving to o U{w} while o, remains unchanged. To calculate
the effect of this move we begin with the following observations,

(o U{w}U{v},oU{w}) < ®(o,0U{v}) =
(o U{w}U{v},oU{v}) = A, —c|By(w)UT(v,w)|. (3)
The term T'(v,w) is included in the last equality since every w’ € T'(v,w) is blocked by
vertex v. We can now compute the effect of attempting to add w,
E[AT™®|w € B,(v),w & o]
= d(cU{w},oU{v})— by
< PloU{w},oU{w}U{v})+ P(cU{w}U{v},aU{v})—
< Ay —¢|By(w) UT (v, w)|. (4)

It remains to consider the effect of removing w. This move might unblock some w’ which
are adjacent to both v and w,

E[AT™®|w € o] = ¢[{w' € T(v,w) : T(w') No = {w}}| (5)

Transitions on x, where x s distance two from v:
Since z is not a neighbor of v, the move either works in both or neither configurations.
Removing x might unblock a set of neighbors of v,

EAT®lz e o] <c{w e T'(v) : N(w)No = {z}}. (6)
Meanwhile adding = will block those w € I'(x) which are currently unblocked (i.e., w €

B,(v) N T'(x)). Observe that = can only be added if I'(x) N o = 0 which implies z €

B, (w),w & o for all w € B,(v) NT'(x). Thus,
E[AT®|x ¢ 0] < —c[{w € B,(v) \ 0 :w € ['(z),2 € By(w)}|. (7)

Let 6() denote the Kronecker delta function which takes value one if the argument is
true and zero otherwise. Putting inequalities (2)-(7) into equation (1) yields the following,

n(1+ \)E[AD]
< (1+X(0(v)No = 0)(—A, + ¢ By (v)])
+ > MAy — | Bo(w) UT (v, w))) (8)
wEB, (v)\o
+> el{w' € T(v,w) : T(w') No = {w}| (9)
+>_cl{w e T(w) : T(w)no = {a} (10
+Y —cA{w € By(v) \ o : w € T(x),x € By (w)}] (11)
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We can consolidate (8) and (11) in the following manner,

> MAL = ¢ Bo(w) UT (v, w)])

wEB4y (v)\o

+Z —cA{w € B,(v) \ o :w € (x),z € By(w)}|
= ) MAw—dB,(w) UT(v,w)| — c|{x € By(w)}])

wEBy (v)\o
= Y AMAw—dBy(w) UT(v,w)| = e[ Bo(w) \ {v} \ T(v, w)|)
wEBy (v)\o
= Z MAL(1 = ¢) + cd(v € By (w)))
wEBs(v)\o
< [Bo(v) \ o[A(A(1 = ¢) + cd(T'(v) o = 1))
< (IBo(v)| =0(I'(v) No # D)AMAL = ¢) + c5(I'(v) o = D)) (12)

We can also combine (9) and (10),

> c{w € T(v,w): T(w')No = {w}}|

weo

+Zc|{w Mw)no={z}} = c{we B,(v):|I'(w)No|=1}

rxEoT

< | Bs(v)]. (13)

Putting inequalities (12) and (13) back into (8) - (11), using the identity ¢(2 + \) =
AA(1—c)+c), along with algebraic manipulations imply the following chain of inequalities
for the case T'(v) No = 0,

n(1+ A\ E[AD]
(14 M) (=Ay + ¢| By (v)]) + [Bo(0)[MA(L = ¢) + ¢) + ¢| B, (v)]
= A (1 +XN) +c(2+N)|Bs(v)| + |Bo ()| MA(1 = ¢) +¢)
= A1+ N +c(2+N)A,
A,

= 5Ma-2-2

For the case I'(v) N o # 0 we instead use the identity 2¢ = AA(1 — ¢), obtaining the
following chain of inequalities,

n(l14+ NE[AP] < —A, +¢|B,(v)| + (|§_U(v)| — DAA(1 = ¢) + ¢| B, (v)|
A+ 2B, ()l + (Balv)] — DAA( - ¢)
= —A,+ (A, — 1M1 —¢)

A'v
o pINA —2) 2. (14)

<

THE ELECTRONIC JOURNAL OF COMBINATORICS 8 (2001), #RS8 6



Clearly E[A®] < 0 when A < <%5. We now want to use this bound on E[A®] with the
path coupling theorem to get a bound on the mixing time. Recall that the path coupling
theorem uses a bound on # = max,, ,, 55, n Where o, ~ 1, and

E[(I)(Ut+17 77t+1)] = 601&,7%(1)(0_7&7 777&)
We determine f3,, ,, in terms of E[A®(oy,1,)] = E[A®] as follows:

ﬂat,mq)(gtvnt) = E[®(0111,M041)]
(@n,m — 1)®(oy,m:) = E[®(0441,M041)] — ®(04, ) = E[AD]
_ E[AD]
ﬁatﬂ?t - + q)(O't, nt) :

Using ®(o,0,) < A, and our bound on E[A®] from inequality (14), we get a bound on
B:

1 AA—2)—2
=140 @arty)

Using ¢’ = % which is integer-valued and plugging the bound on [ into the path coupling
theorem, for A < ﬁ we obtain:

(14+ M) (AX+2) neA

S S aa—g) el )
|
Remark:
The proof technique used in this paper does not immediately enable us to conclude
that the Glauber dynamics has polynomial mixing time at the point A = ﬁ. We

have E[A®] < 0 when A\ = <%, thus it suffices to prove that for an arbitrary pair of

configurations oy, ny, Pr(®(oii1,me41) # P(or, m:)] > 1/poly(n). However, this is non-

trivial because of the way in which the distance function was defined for non-neighboring

states. The approach taken in the original version of this note [7] did handle this case.

In that version, path coupling was not used, instead a distance function was defined and

analyzed directly for an arbitrary pair of states. The approach of Dyer and Greenhill,
2

which uses path coupling with a simpler metric, does easily handle this case A = 1=5.
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